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Abstract The atmospheric marine boundary layer (AMBL) plays a crucial role in regulating air‐sea
interactions and influencing the climate system, particularly in the Arctic due to its high sensitivity to global
warming. This study utilizes five years (2018–2022) of saildrone data from the Bering‐Chukchi‐Beaufort
Seas to analyze atmospheric near‐surface stability and air‐sea turbulent heat fluxes during the Arctic
summer. By applying Monin‐Obukhov similarity theory, we investigate the temporal variability and
mechanisms that influence AMBL stability. Our findings reveal two distinct regimes of stable and unstable
conditions in two contrasting years of 2020 and 2022. In 2020, cold air advection driven by northerly winds
consistently destabilizes the AMBL, leading to increased oceanic heat loss. In 2022, however, southerly
winds and warm air advection stabilize the AMBL, suppressing air‐sea heat exchanges. The temporal
variation of turbulent heat fluxes is primarily driven by air‐sea temperature differences, with the magnitude
of wind speed and its temperature covariance serving as secondary factors. We also show the importance of
skin temperature measurements from saildrones for improving estimates of turbulent heat fluxes. These
insights enhance our understanding of Arctic air‐sea interactions and inform climate models, underscoring
the need for high‐resolution observations in polar regions and the improvement of bulk flux parameterization
for stable AMBL.

Plain Language Summary This study investigates how the Arctic summer atmosphere, specifically
the atmospheric marine boundary layer (AMBL), interacts with the ocean and how it transitions from summer to
autumn. The AMBL is a thin layer of air above the sea, playing a crucial role in weather and climate by affecting
heat and moisture exchange. To better understand this interaction, researchers have developed an innovative
tool called the “saildrone”—an uncrewed, wind‐powered boat that makes measurements within the AMBL. In
this study, we use saildrone data from 2018 to 2022 to investigate variations in air‐sea heat exchange,
particularly focusing on how this exchange varies under different weather conditions. Our findings show that
accurate measurements of sea surface temperature are essential for understanding these interactions. Traditional
methods that only measure the water temperature a few meters below the surface may not fully capture the heat
exchange process and can overestimate its magnitude. By using the saildrone's measurement of skin
temperature, which is the one that directly communicates with the atmosphere, we can improve estimates of how
much heat is exchanged at the air‐sea interface.

1. Introduction
The atmospheric marine boundary layer (AMBL) is a critical interface where the atmosphere interacts with the
ocean, profoundly influencing global climate dynamics. This layer, typically extending from the ocean surface to
a few hundred meters, plays a pivotal role in regulating the exchange of momentum, heat, and moisture between
the ocean and atmosphere. Due to interests in air‐sea interaction, the definition of AMBL in this study is limited to
the near‐surface layer. Central to understanding these interactions is the concept of Monin‐Obukhov similarity
theory (hereafter MOST) (Monin & Obukhov, 1954), which characterizes the vertical turbulent structures and
gradients within the AMBL and has been widely used in numerical weather predictions (Grachev & Fair-
all, 1997). According to MOST, for a distance from the ground z, the nondimensional turbulence statistics are
determined by a dimensionless parameter ζ = z/L, where L is the Monin‐Obukhov length, the absolute value of
which represents the height at which the buoyancy and shear production rates of turbulent kinetic energy are of the
same order.
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The MOST parameter ζ has been widely used to determine the stability of the AMBL. In stable conditions, cooler
sea surfaces promote air stratification, suppressing turbulent mixing and reducing the efficiency of heat and gas
exchanges (Berström & Smedman, 1995; Brooks et al., 2003). This suppression of vertical mixing can cause
pollutants and moisture to accumulate near the surface, leading to the development of stratus or stratocumulus
clouds and haze or fog (Betts & Boers, 1990). Reduced wind‐induced turbulence results in a relatively smooth sea
surface. Conversely, in unstable conditions driven by warmer sea surface temperatures, turbulence intensifies,
enhancing mixing and potentially stimulating cumulus cloud formation and increasing precipitation (Atlas
et al., 1986). Enhanced mixing and increased wind help disperse pollutants and moisture, leading to better vis-
ibility and rougher sea conditions. Under moderate to strong winds, an inclusion of wind‐wave correction to
stability may lead to higher surface stress and momentum flux into the ocean (Sauvage et al., 2023). Neutral
conditions of stability have also been defined based on various empirical experiments and locations (Sorbjan &
Grachev, 2010).

The bulk flux algorithms are universally constructed based on theories of stability (Bonino et al., 2022; Cronin
et al., 2019; Fairall et al., 2003; Kara et al., 2000; Kondo, 1975; McPhaden & Hayes, 1991; Yu, 2019). In these
algorithms, the air‐sea interfacial turbulent fluxes of momentum and heat are represented in terms of the bulk
meteorological variables through empirical transfer coefficients (often referred to as drag coefficients), which are
analytically determined by ζ. An analogy of the ocean surface layer to the AMBL has also been created and
applied as upper‐ocean mixing schemes known as the K‐profile parameterization (Large et al., 1994; Roekel
et al., 2018; Zheng et al., 2021). Second‐order mechanisms modifying AMBL stability have also been studied
through, for example, (a) the prevalence of spatial roughness (or temperature) gradients, specifically termed as
internal stable layers in coastal regions (Ma &Mahesh, 2023; Rogers et al., 1995; Smedman et al., 1997), and (b)
thermal feedback to wind stress in the context of air‐sea coupling processes of the open ocean, where the
crosswind sea surface temperature (SST) gradient is associated with wind vorticity while downwind SST gradient
is linked to wind divergence (Chelton & Xie, 2010; Renault et al., 2023).

In this study, we utilize MOST to investigate the air‐sea heat budget during the Arctic summer. Recent obser-
vations indicate that the Arctic is warming at nearly twice the global average rate, a phenomenon known as Arctic
amplification (Serreze & Barry, 2011). This accelerated warming leads to substantial reductions in sea ice extent,
resulting in increased areas of open water during the summer months. These changes profoundly affect the
AMBL's structure and dynamics influencing cloud formation, atmospheric stability, and surface energy budgets
(Seo & Yang, 2013; Uttal et al., 2002). In addition, it has been found that a predominant temperature inversion in
the lower troposphere exists in all seasons, referred to as the Arctic inversion (Tjernström et al., 2012; Tjernström
& Graversen, 2009). The Arctic vertical structure is influenced by many factors, such as warm air advection, sea
ice melting that alters the albedo, cloud‐top cooling, and turbulent mixing (Vihma, 2014). In addition, the fre-
quency and intensity of Arctic storms are projected to increase with continued climate warming and sea ice
retreat, contributing to enhanced surface fluxes and vertical mixing in the AMBL (Cohen et al., 2024). Thus, the
investigations of the AMBL structure evolution and its controlling factors are key to understanding the Arctic
warming feedback.

Due to a lack of observations, there have been few analyses of the Arctic AMBL based on in situ data. The Arctic
AMBL was studied several decades ago during the Surface Heat Budget of the Arctic Ocean (SHEBA) campaign
(Andreas et al., 2002; Persson et al., 2002; Uttal et al., 2002). More recent research is based on the Multidisci-
plinary Drifting Observatory for the Study of Arctic Climate (MOSAiC) campaign, a year‐long icebreaker
expedition conducted from September 2019 to October 2020 (Jozef et al., 2024). Regarding the Arctic air‐sea heat
budget, the SHEBA study by Andreas et al. (2002) shows that relative humidity measured in open leads and
polynyas is consistently near 100% (saturation with respect to ice). This near‐saturation or sometimes super‐
saturation is attributed to the rapid supply of water vapor from these open water areas, outpacing any removal
by sea ice surfaces or synoptic processes. The MOSAiC study by Peng et al. (2023) demonstrates that warm air
advection predominantly drives temperature inversions during the Arctic summer with surface temperatures
constrained by sea ice melting. Their research also indicates a more suppressed AMBL height during the
MOSAiC campaign compared to the SHEBA campaign, highlighting significant variability in the Arctic AMBL
structure during the summer melting season. Although these studies have improved our understanding of the
thermal features in the near‐surface layer of the Arctic Ocean, their impact on air‐sea heat fluxes remains unclear.
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To enhance our understanding of AMBL characteristics and the surface energy budget under changing Arctic
conditions, more comprehensive observations are required. The Arctic saildrone deployment aims to address this
need. Saildrones are uncrewed surface vehicles (USVs) designed to access remote and harsh Arctic environments
to gather crucial atmospheric and oceanic data. These innovative platforms use wind for propulsion and solar
energy to power sensors, vehicle control, onboard real‐time data processing, and transmission to enable a long
travel endurance. Saildrones complement and support the limited crewed research cruises in the Arctic, signif-
icantly increasing domain awareness and improving the collection of critical data in a rapidly evolving envi-
ronment. In addition to the commonly used SST measurements a few meters below the surface, saildrones
deployed by NASA teams also measure skin SST using radiometers. This capability is valuable for validating
AMBL stability based on MOST and assessing the accuracy of air‐sea turbulent heat flux (THF) algorithms based
on inferred stability. Although this study does not use the eddy covariance method, prior evaluations have
demonstrated the consistency between eddy covariance and bulk fluxes derived from saildrone observations,
supporting the validity of the bulk approach employed here (Edson et al., 1998; Reeves Eyre et al., 2023).

This study aims to investigate the characteristics and dynamics of the air‐sea heat fluxes for the Bering‐Chukchi‐
Beaufort Seas, with a focus on the impact of synoptic‐scale events and resulting changes in stability conditions
and how they affect the near‐surface heat budgets. By analyzing observational data and employing MOST, we
aim to elucidate the mechanisms driving modifications in AMBL stability, providing critical insights into the
evolving climate system of the Arctic. Figure 1 below illustrates: (a) the study region encompassing the Bering‐
Chukchi‐Beaufort Seas, (b) the topography and ocean current systems, and (c) the temporal span of all saildrone
measurements conducted over five consecutive years from 2018 to 2022. Sea ice concentration in (c) indicates
that coverage extends to as far south as 55°N in winter and retreats rapidly between June and October reaching as
far north as 75°N. Global warming has led to increasingly vast ice‐free areas opening up each year, facilitating

Figure 1. Study region of the Bering, Chukchi, and Beaufort Seas. (a) General geographical map. (b) Ocean surface currents and topography within the study area.
(c) Time span of saildrone measurements over 5 years, superimposed on annual sea ice concentration variability as a function of latitude.
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more vigorous air‐sea interactions. This situation underscores the need for a resilient ocean observing platform
capable of adapting to rapidly changing sea ice conditions. In addition, the absence of sea ice during the Arctic
summer has been shown to favor stable conditions in the AMBL due to enhanced surface heating and moisture
fluxes (Persson, 2012; Tjernström et al., 2012). Furthermore, surface ocean currents, such as the inflow of warm
Pacific water through the Bering Strait, may influence the regional freshwater budget and precondition the
summer air‐sea heat exchange by modifying upper‐ocean stratification (Proshutinsky et al., 2009;
Woodgate, 2018).

In the next section, we begin with the overview of data used to measure the sea surface heat budget of the Arctic
summer, continue with a description of the definitions of AMBL stability and end with the commonly used
method of THF calculation. The results are presented in three subsections: (a) a description of Arctic summer air‐
sea heat flux characteristics, (b) a comparison of two scenarios that lead to stable and unstable AMBL conditions,
and (c) a discussion on how AMBL stability affects the air‐sea heat budget during the Arctic summer. Finally, we
provide a summary and discuss the study's limitations as well as potential directions for future research.

2. Data and Methods
2.1. Arctic Surface Layer Measurements From USVs

The development of saildrones into a scientific air‐sea interaction observing platform started in 2014 between
Saildrone Inc. and the NOAA Pacific Marine Environmental Laboratory (PMEL) (Meinig et al., 2019). A sail-
drone has a 7‐m long hull, a rigid wing of about 5 m above the water line and a keel at the depth of 2.5 m. Batteries
and solar panels power the onboard navigational electronics, which include automated identification system
transceivers and Global Positioning System navigational systems, as well as scientific instrumentation and sat-
ellite telemetry of data and navigational instructions. Several studies from NOAA PMEL and NASA also detail
the configuration of saildrones (e.g., Figure 1 in Zhang et al. (2019)), so that information is not repeated here.

The saildrone measurements used in this study were part of a collaboration between Saildrone Inc., NOAA PMEL
and NASA's National Oceanographic Partnership Program, as summarized in Table 1. Each saildrone was
equipped with: (a) a Rototronic HC2‐S3 sensor at 2.3 m height to measure air temperature and relative humidity,
(b) a Sea‐Bird SBE37 Microcat at 0.5 m depth to measure seawater conductivity and temperature, which together
provide seawater salinity, (c) a Vaisala PTB210 Barometer on the hull (0.2 m height) to measure sea level
pressure, and (d) a Gill model 1590‐PK‐020 anemometer atop the wing (5.2 m height) to provide three‐
dimensional wind velocity at 10 Hz. The higher frequency data were stored onboard for access upon vehicle
recovery.

Figure 2 displays the saildrone tracks over the 5 years, along with the June‐to‐September averaged map of ERA5
sea level pressure and wind direction at the sea surface (Hersbach et al., 2020). The wind roses illustrate the
predominant wind direction at the specific location of 169°W, 70°N. Across all five years, the primary wind
direction at this location is northeasterly with 2020 showing this trend most strongly. Moreover, the maximal
wind speed at this location is no more than 10–15 m s− 1 during these 4 months in the Arctic summer.

For all 5 years, a cyclonic wind pattern is observed across the Bering Strait, characterized by low sea level
pressure at the center where the air rises vertically. As the air rises and cools, water vapor condenses to form
clouds and potentially precipitation. Such is the 4‐month averaged picture of the near‐surface meteorology in
Figure 2. However, with the help of saildrones, our study analyzes cases where wind direction controls the AMBL
stability and differs from this picture of a long‐term mean. Specifically, under stable to neutral conditions, the
saturated air in the Arctic summer does not lead to precipitation (Andreas et al., 2002).

Together, Table 1 and Figure 2 summarize the locations and time ranges of the saildrone measurements over
5 years, along with temporally averaged maps that illustrate general meteorological patterns. More details on each
saildrone's measurement will be provided in the results section. In 2018, four saildrones were launched from
Dutch Harbor, AK, on June 30th to sail north through the Bering Strait and the Chukchi Sea into the Arctic Ocean.
These saildrones undertook two concurrent 3‐month missions to measure carbon dioxide and the abundance of
Arctic cod. The data collected aimed to identify ongoing changes in the Arctic ecosystem and how these changes
might impact the food web and large‐scale climate and weather systems. For the 2019 Arctic Saildrone Mission,
five of six vehicles (SD1033, SD1034, SD1035, SD1036, and SD1037) sailed into the Chukchi Sea, whereas the
sixth vehicle (SD1041) remained in the Bering Sea primarily to measure fish acoustic backscatter.
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In 2020, four saildrones sailed from San Francisco to the Chukchi Sea for the Arctic Mapping Mission, which
aimed to address significant gaps in providing modern, accurate mapping data of the Bering Sea and Alaska's
North Slope. In 2021, four NOAA saildrones (SD1030, SD1033, SD1034, and SD1067) continued the investi-
gation of bathymetric mapping south of the Bering Strait. Additionally, the 2021 NASA Saildrone Arctic
campaign featured two saildrones (SD1057 and SD1058) deployed during a 76‐day cruise in the Bering and
Chukchi Seas. The primary objective for these NASA saildrones was to gather comprehensive atmospheric and
oceanographic data in Alaskan Arctic waters with a focus on understanding the spatial and temporal scales of air‐
sea covariance in the Chukchi Sea. Similar deployments were also conducted in 2022.

2.2. Special Capabilities of NASA Saildrones: Skin Temperature Measurements

Table 1 shows that four NASA saildrones are equipped to measure high‐accuracy sea surface skin temperatures:
two in 2019 and two in 2021. This capability is achieved by installing two Heitronics infrared (IR) pyrometers on
the foredeck at a height of 0.8 m above the waterline. These pyrometers operate in the wavelength range of 8–
14 μm with one directed at the sea surface and the other at the sky. Sky radiance measurements are used to correct
the sea‐viewing IR spectral radiation data for the downward atmospheric radiance reflected at the sea surface (Jia
et al., 2023).

In addition, all saildrones are equipped with SST instruments, including two CTD devices that measure seawater
temperature at approximately 0.5 m depth. One CTD is an SBE 37‐SMP‐ODO pumped MicroCAT, and the other
is an RBRconcerto 3. Both instruments provide accurate temperature measurements at depth. When possible, we
use the averaged values from these two instruments for in‐depth SST calculations.

Table 1
Summary of All Saildrones Used in This Study

Year Name Month range Latitude range (°N) High‐accuracy skin temperature? Source

2018 SD1020 July–October 53.8–72.3 N NOAA

SD1021 July–October 53.8–73.0 N NOAA

SD1022 July–October 53.8–71.5 N NOAA

SD1023 July–October 53.8–72.5 N NOAA

2019 SD1033 May–October 53.8–73.1 N NOAA

SD1034 May–October 53.8–75.4 N NOAA

SD1035 May–September 53.8–75.3 N NOAA

SD1036 May–October 53.8–75.2 Y NASA

SD1037 May–October 53.9–75.5 Y NASA

SD1041 May–October 53.8–65.3 N NOAA

2020 SD1037 August–October 57.8–72.8 N NOAA

SD1055 August–September 68.3–72.4 N NOAA

SD1068 August–October 57.7–72.3 N NOAA

SD1069 August–October 55.2–69.9 N NOAA

2021 SD1030 August–October 56.9–64.2 N NOAA

SD1033 August–October 53.9–64.1 N NOAA

SD1034 August–October 53.9–64.2 N NOAA

SD1067 August–October 54.0–64.1 N NOAA

SD1057 July–September 65.2–70.9 Y NASA

SD1058 July–September 65.2–70.9 Y NASA

2022 SD1041 June–August 65.2–68.3 N NASA

SD1046 June–August 65.3–71.6 N NASA

Note. NASA‐deployed saildrones are equipped with infrared radiometers that provide high‐quality measurements of sea
surface skin temperature, enabling improved validation and analysis of air‐sea heat fluxes.
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In this study, we compare the difference between in‐depth SST and sea skin temperature using these four NASA
saildrones and analyze how this difference influences the estimate of turbulent heat fluxes under various AMBL
stability conditions. Unlike the typically observed cool skin effect (Saunders, 1967), where skin temperature is
several tenths of a Kelvin lower than in‐depth ocean temperature, our study investigates the warm layer effect
during the Arctic summer (Section 3.3). The cool skin effect, occurring both day and night due to the skin layer's
loss of energy through longwave emission, is influenced by interface temperature differences and shear‐driven
mixing. Literature often links the skin‐bulk temperature difference to wind speed (note that in‐depth SST is
also referred to as bulk SST in our study). For example,

ΔT = a + b ⋅ exp(−
U
c
), (1)

Figure 2. Saildrone locations in the Bering, Chukchi, and Beaufort Seas over five consecutive years (2018–2022). Background colors represent the ERA5 seasonal mean
sea level pressure and 10‐m wind field for June to September (Hersbach et al., 2020). The wind rose in each panel displays ERA5 wind vectors for a specific location of
169°W, 70°N. The ERA5 hourly wind patterns closely match those measured by the saildrones.

Journal of Geophysical Research: Oceans 10.1029/2024JC022313

CHEN ET AL. 6 of 23



where ΔT represents the difference between skin and in‐depth temperatures, and U represents wind speed
(typically measured at or adjusted to 10 m). The coefficients (a, b, and c) are often determined empirically (see
Table 1 of Luo et al. (2022) for a range of cool skin physical models).

In contrast, the warm layer effect is recognized as a result of solar absorption during the daytime and can reach
magnitudes of several Kelvins (Donlon et al., 2002; Fairall et al., 1996). Given the context of the cool skin effect
with diurnal warming as a secondary effect, Jia et al. (2023) and Jia and Minnett (2023) recently developed a new
empirical cool skin model incorporating diurnal warming in high‐latitude environments, using data from the two
NASA saildrones deployed in 2019. We also observe the cool skin effect using the 2019 saildrones; however, the
additional data from 2021 provide further insights into the warm layer effect, which will be discussed in
Section 3.3.

2.3. Definition of Stability for AMBL

We follow the similarity theory developed by Monin and Obukhov (Monin & Obukhov, 1954) (MOST) to
delineate the vertical structure of an idealized atmospheric surface layer. The hypothesis is that under horizontally
homogeneous and stationary conditions, every dimensionless scaling relationship in the surface layer is a uni-
versal function of the dimensionless parameter ζ = z/L, the ratio of height z to the Obukhov length
(Obukhov, 1971)

L =
u 3

∗
κB0

, (2)

where u* is the friction velocity, κ = 0.4 is the von Karman constant, and B0 = − wʹbʹ |0 is the near‐surface
buoyancy flux. For the atmosphere, this buoyancy flux can be represented by the virtual potential temperature
θv. Thus, the Obukhov length can also be expressed as

L = −
u 3

∗

κ g
θv

wʹθv́|0
. (3)

When L < 0, the surface layer is statically unstable, and when L > 0 the surface layer is statically stable. The
absolute magnitude of L indicates the deviation from statically neutral state, with smaller |L| values corresponding
to larger deviations from neutral conditions. When |L| is small and L < 0, buoyant processes dominate the pro-
duction of turbulent kinetic energy compared with shear production. By definition, under neutral conditions
L → ∞. It is obvious that L is equivalent to Richardson's criterion for dynamic stability and its magnitude is a
rough estimate of the distance at which buoyancy production becomes dynamically important in the turbulent
kinetic energy budget relative to surface shear production. Thus, L is used for nondimensionalization of height z in
the similarity theory.

2.4. Air‐Sea Turbulent Heat Flux and Its Variations

The MOST has been generally successful in describing the flux‐profile relationships in the AMBL over a
moderate range of z. It also laid a solid foundation for the establishment of bulk transfer relations (e.g., the
COARE algorithm used in this study), since its formulation implicitly suggests a parameterization for turbulent
heat fluxes in other locations without enough measurements of fluctuations. The traditional bulk flux algorithm
COARE version 3.5 (Edson et al., 2013; Fairall et al., 1997, 2003) was utilized to calculate air‐sea THF based on
saildrone‐borne state variables. The computation of latent heat (QLH) and sensible heat (QSH) fluxes is governed
by the following formulas:

QLH = ρLeceU(qs − qa),

QSH = ρcpchU(Ts − Ta),
(4)

where ρ represents air density and Le denotes the latent heat of vapourization, which is a linear function of SST
(Ts in the equation). The term cp signifies the specific heat capacity of air at constant pressure. The coefficients ce
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and ch are the stability‐ and height‐dependent turbulent exchange coefficients for latent and sensible heat,
respectively. The variables Ta and qa represent the air temperature and specific humidity at a reference height of
2 m above the sea surface, and U indicates the wind speed at a reference height of around 5 m. The term qs stands
for the saturation humidity at Ts. These bulk formulas establish the relationship between QLH (QSH) and air‐sea
humidity difference (temperature difference) and wind speed.

In this study, we also analyze contributions from each covariance term to the total THF variation. Studies have
found that changes in air temperature were more pronounced to THF variations than changes in wind speed during
cold air advections in the Arctic summer (Carrigg et al., 2024).

To assess the individual impacts on the changes in QSH and QLH, these terms were decomposed into mean and
anomalous components and reformulated as follows (Yu et al., 2023):

QĹH = ρLece ( ŪΔqʹ + UʹΔ q̄ + UʹΔqʹ),
QŚH = ρcpch ( ŪΔTʹ + UʹΔ T̄ + UʹΔTʹ), (5)

where the overbars denote the time mean value over the entire observation period for each year and primes are
deviations from the mean. If the effect of ce and ch is not considered, the three terms inside the brackets can be
represented as follows:Qterm for ŪΔqʹ , Tterm for ŪΔTʹ ,Wterm forUʹΔ q̄ andUʹΔ T̄, and Cterm forU′Δq′ and
U′ΔT′. These terms correspond to the contributions of moist, thermal, wind, and nonlinear covariance effects to
the total variability. Time series of these terms and their relative contribution in percentage are shown in Figures 4
and 5.

Figure 3. Time series of sensible heat fluxes, latent heat fluxes, and sea‐air temperature differences from June to September (5 years from 2018 to 2022) measured by
saildrones. Note that the latitudes are limited to higher than 65°N inside the Arctic circle. The wind rose associated with each panel shows the wind direction (from)
measured at latitudes higher than 65°N. The number of saildrones used to construct the averaged time series for each year is indicated in each panel and also listed in
Table 1.
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2.5. Air‐Sea Net Heat Flux

The net surface longwave and shortwave radiation data were retrieved from the Clouds and the Earth's Radiant
Energy System (CERES) SYN1deg product (Doelling et al., 2016). The net air‐sea heat flux is computed by
summing the radiative and turbulent heat fluxes as follows:

QNET = QSW + QLW + QSH + QLH . (6)

The spatial resolution of CERES radiation data is 1° × 1°, whereas each saildrone measurement has a temporal
interval of approximately 60 s, although not all time steps include measurements of humidity, temperature, and
wind. With an average sailing speed of about 3 knots (dependent on wind conditions), the spatial resolution of the
saildrone measurements is approximately 50 m. Therefore, we use these high‐resolution measurements to
perform frequency and wavenumber analyses of air‐sea heat fluxes across the Bering Strait. For the purposes of
this study, all fluxes are defined as positive when directed upward and negative when directed downward. Positive
values indicate the addition of heat to the atmosphere (resulting in a cooling effect for the ocean), whereas
negative values signify the surplus of heat to the ocean (resulting in a warming effect).

3. Results
3.1. Air‐Sea Heat Fluxes in the Arctic Summer

The evolution of sensible heat flux, latent heat flux, and sea‐air temperature differences for the summer periods
over five consecutive years is illustrated in Figure 3. Each year's wind rose diagram highlights the highly variable
nature of near‐surface wind directions. For the meridional components, the predominant southerly winds in 2018,
2019, and 2022 brought warm air from lower latitudes. In contrast, 2020 saw cold air advection from the
northeastern region, whereas 2021 experienced more variable wind patterns with competing southerlies and
northeasterlies. These wind roses differ from those in Figure 2, which represents the entire June to September
season and highlights predominant cold advection from the northeast. In terms of the relative location between
land and ocean, eastward wind directions are frequently observed south of the Bering Strait, whereas westward
wind directions are more pronounced north of it (as shown in Figure 2). Additionally, Figure 3 shows that at

Figure 4. Covariance decomposition of sensible heat flux variation into three subterms for each year. The right panels show the percentage contribution of each subterm
to the total sensible heat flux variation. The units of time series represent the product of temperature and wind speed.
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latitudes higher than the Bering Strait, around 65°N, there is increased variability in the zonal wind direction in
2019 as measured by the saildrones.

The sea‐air temperature differences in Figure 3 indicate that during these summer seasons, a significant pro-
portion of stable and neutral AMBL conditions were observed, characterized by negative and near‐zero values of
temperature difference. During these periods, surface turbulent heat fluxes were often negative, corresponding to
energy input into the ocean. Several studies have focused on estimating the transitional period during which the
ocean shifts from absorbing heat to releasing it (Carrigg et al., 2024). Understanding how this period is influenced
by physical factors is crucial for estimating long‐term variations in Arctic warming.

Figures 4 and 5 decompose the temporal variation of sensible and latent heat fluxes into three subterms, which can
be compared with the sea‐air temperature differences shown in Figure 3. The decomposition method, detailed in
Section 2.5, highlights the contributions of each subterm to the total heat flux variation. Note that the focus here is
on comparing the relative contributions rather than the exact values of each term. Therefore, the units in these
figures represent the product of temperature (or humidity) and wind speed.

Across all 5 years, the total variation in sensible heat flux is primarily driven by variations in the air‐sea tem-
perature difference, denoted as the Tterm in the figures. In contrast, temporal variations in wind speed, repre-
sented as the Wterm, contribute less than 20% to the total flux in the region. The covariance between wind and
temperature, denoted as the Cterm, sometimes contributes equally to or even more significantly than theWterm to
the total heat flux. The Tterm has the lowest contribution of year 2020 compared to other years, accounting for
approximately 66% of the total sensible heat flux variation. Conversely, in 2019 and 2022, the Tterm is the
dominant factor explaining, respectively, 90% and 87% of the total variance.

The three flux components in Equation 5 underwent similar variability (Figure 5) as seen for the total flux
(Figure 4). This comparison highlights the consistency in the dominant factors affecting both types of THF
variations. For the years 2018, 2019, and 2021, the contribution of the Cterm to sensible heat flux variations is
greater than that of the Wterm, whereas the reverse is observed for latent heat fluxes. This suggests that the
variability of wind is relatively larger than that of the air‐sea humidity difference in comparison to that of the air‐
sea temperature difference. The role of wind in determining THF will be further explored in the next subsection,

Figure 5. Same as Figure 4 but for the latent heat flux variation decomposition. The units of time series represent the product of specific humidity and wind speed.
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offering a deeper understanding of how wind variations might influence the overall turbulent heat exchange
between the sea and the atmosphere.

The combined THF and radiation along the saildrone tracks (Figure 6) clearly depict both the diurnal and seasonal
cycles of total radiation corresponding to Earth's rotation and its orbit around the Sun, respectively. The net heat
flux is calculated as the sum of radiative and turbulent contributions, highlighting the transitional period from
summer to autumn when outgoing turbulent heat fluxes surpass radiative heat gain. Accurate estimates of this
transitional period depend on precise quantification of both radiative processes and turbulent heat fluxes.
Although accurate cloudiness detection is crucial for estimating radiative processes, calculating and parame-
terizing THF presents a significant challenge. Many commonly used algorithms, such as the COARE algorithm
(Edson et al., 2013; Fairall et al., 1997, 2003), do not explicitly account for the predominantly stable to neutral
conditions of the AMBL in high‐latitude summer, which complicates the accurate estimation of THF in these
regions.

3.2. Modifications of AMBL Stability in Two Scenarios

To investigate the significance of wind in determining air‐sea THF, we present examples of transitions in wind
patterns for each year in Figure 7. These transitional periods and sea‐air temperature difference were selected
based on the maximum gradient in THF variation, as observed in the saildrone measurements shown in Figure 3.
In the examples of 2018, 2019, and 2020, the data illustrate a transition where the ocean shifts from absorbing heat
to releasing it. This transition is consistent with a change in the wind direction at the saildrone locations from
northward to southward.

In contrast, the examples of the last two years (2021 and 2022) exhibit a different pattern, showing a transition
from upward to downward air‐sea THF. This shift aligns with changes in the spatial wind patterns, indicating that
variations in wind direction and the associated thermal advection significantly influence the sign and magnitude

Figure 6. Time series of turbulent heat fluxes from saildrones, radiation (NASA CERES), and net heat fluxes from June to September for the years 2018–2022. The data
are limited to latitudes higher than 65°N. The time series of latitude is also shown to indicate the approximate measurement locations, providing context for interpreting
the observed fluxes in relation to the regional climate.
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of THF during these periods. These cases underscore the critical role of synoptic‐scale atmospheric variability in
modulating air‐sea interactions in the high‐latitude environment.

We then consider 2020 and 2022 as two contrasting examples, with 2020 characterized by dominant northerly
winds and 2022 by dominant southerly winds as shown in Figure 3. Figure 8 presents the frequency spectra of

Figure 7. Some examples of synoptic changes in wind directions and sea‐air temperature differences (colors) in the study area (ERA5). The saildrones' location is
indicated by colored triangles in the map. The 2018, 2019, and 2020 examples show a transition from southerly to northerly that is associated with cold air outbreaks
from higher latitudes. The 2021 and 2022 examples indicate a transition from northerly to southerly, connected with warm air advection coming from lower latitudes.

Figure 8. Frequency spectra for the years 2020 and 2022 for (a) turbulent heat fluxes (latent and sensible combined), (b) 5‐m
wind speed, and (c) sea‐air temperature differences. PSD stands for Power Spectra Density. Note that the units vary by panel:
(a1) and (b1) use W2 m− 4 s, (a2) and (b2) use m2 s− 1, and (a3) and (b3) use °C2 s. The unit for frequency is s− 1.
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THF, wind speed, and sea‐air temperature difference for these 2 years. Before
computing the frequency spectra, the original time series of each variable
were interpolated to a consistent time step. Although the raw saildrone
measurement interval is approximately 1 min, we interpolated the time series
to a 14‐min interval for the spectral analysis. Similarly, for the wavenumber
spectra, each time series was first converted to a spatial domain based on the
distance traveled by the saildrone, and then interpolated to uniform distance
intervals.

The slopes of each spectrum in these log‐log plots are summarized in Table 2
for all 5 years. Comparing 2020 and 2022, the slope of the THF spectrum is
− 4.2 for 2020, which is steeper than the − 3.3 observed for 2022. This steep
slope in THF for 2020 is also evident in the sea‐air temperature difference and

wind speed spectra. However, the slope for SST remains relatively mild, indicating that seawater temperature
contains more comparable low‐ and high‐frequency components. These factors suggest that in 2020, there was
relatively constant wind direction from the north and a consistent air‐sea temperature difference, despite higher
variation in seawater temperature. This pattern indicates that the cold air advection in the Chukchi‐Beaufort Sea
region continually brought cold and dry air into the area, removing heat from the sea surface and destabilizing the
AMBL.

Conversely, in 2022, the predominant southerly winds results in different dynamics, as reflected in the spectral
slopes of the observed variables. Warm air advection stabilizes the marine boundary layer, producing a dual effect
characterized by relatively similar but steep slopes in the frequency spectra of both air and seawater temperatures.
Table 2 also shows that for the years 2018 and 2019, where warm air advection dominates (as shown in Figure 3),
the slopes of THF remain relatively mild compared to 2022. However, the slopes of air temperature are steeper
than those of water temperature for these 2 years, indicating that while the stabilizing effect does not affect the
atmospheric boundary layer significantly, there is variation in the frequency components of seawater temperature
induced by ocean dynamics.

These detailed comparisons between 2020 and 2022 highlight the different impacts of cold and warm air
advection on the marine boundary layers. The analysis demonstrates that cold air advection can lead to consistent
heat removal from the ocean surface layer and continuous destabilization of the AMBL. In contrast, warm air
advection tends to stabilize the AMBL, resulting in more frequent and synchronized changes in air and seawater
temperatures, as observed in 2022. This indicates that cold air advection is more constant in the Beaufort‐Chukchi
region, whereas warm air advection from lower latitudes occurs as synoptic events or sudden bursts. This pattern
is also evident in Figure 2, which shows the general wind patterns from June to September, highlighting the
predominant northeasterly wind, that is, cold air advection, during the summer months.

We further explore the spatial variations in Figure 9 for the years 2020 and 2022, each characterized by different
boundary layer stability conditions. This figure presents the coupling coefficients between SST and THF as a
function of the saildrones' travel distance. These SST‐THF coupling coefficients are crucial for determining
whether the atmosphere or ocean is the primary driver in air‐sea interactions and for quantifying the sensitivity of
turbulent heat fluxes to SST (Hausmann et al., 2017). The analysis uses three spatial windows, corresponding to
scales larger than 10, 100, and 1,000 km. In the Arctic Ocean, the Rossby radius is approximately 10 km (Nurser
& Bacon, 2014), which is significantly smaller than the typical ∼100 km scale in the subtropics, necessitating a
reconsideration of scaling analyses when comparing these regions. The slopes in the log‐log plots of Figure 9,
with the x‐axis representing spatial scales, align with those in the frequency spectra shown in Figure 8. The year
2020 displays a steeper slope compared to 2022, indicating more varied spatial scales in 2022, consistent with a
stabilizing AMBL.

A summary of the mean, median, and maximum (or minimum) values of SST‐THF coupling coefficients at these
three scales is provided in Table 3. The mean value of the SST‐THF coupling coefficient is about 10 Wm− 2 °C− 1

for unstable conditions and − 0.5Wm− 2 °C− 1 for stable conditions. However, the difference of maximal values of
coupling coefficients between the stable year 2022 and unstable year 2020 is much further apart. The minimum
value of − 45Wm− 2 °C− 1 is comparable to the SST‐THF coupling coefficient in midlatitude ocean frontal zones.
In these frontal regions, the variability of air‐sea heat fluxes is driven by SST variations arising from intrinsic

Table 2
Slopes for the Frequency Spectra in the Log‐Log Plot

Year THF Wind Ts‐Ta Ts Ta

2018 − 2.8 − 3.0 − 2.8 − 2.1 − 3.0

2019 − 2.3 − 2.6 − 2.2 − 2.0 − 2.7

2020 − 4.2 − 3.9 − 4.2 − 2.0 − 3.3

2021 − 3.6 − 2.8 − 3.6 − 3.1 − 2.8

2022 − 3.3 − 3.2 − 3.4 − 3.6 − 3.7

Note. For each year, the entire time series was considered without any lati-
tude restrictions.
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oceanic variability rather than atmospheric variations (Small et al., 2019). Therefore, it remains interesting to
quantify the different factors that determine air‐sea THF variability at high latitudes.

3.3. Dependence of Air‐Sea Heat Fluxes on AMBL Stability

This section further investigates the relationship between air‐sea heat fluxes and different conditions of the
AMBL. Figure 10 presents the histograms of THF, wind speed, air relative humidity, sea‐air temperature dif-
ference, wind direction, and the Monin‐Obukhov stability parameter ζ all based on the saildrone observations,
separated into red and blue for higher and lower latitudes, with the latitude separation criterion at the Bering Strait
of 65°N. The distribution comparison between higher‐latitude THF and that of the lower‐latitude reveals that
near‐zero THF is more commonly observed at higher latitudes. The median THF ranges from − 10 to 10 W m− 2

for higher latitudes and from 10 to 30Wm− 2 for lower latitudes. The combination of wind speed (Figure 10b) and
air humidity (Figure 10c) shows that higher latitudes are associated with lower wind speeds and saturated air,
compared to lower latitudes (Andreas et al., 2002).

The pattern for sea‐air temperature differences between higher and lower
latitudes in Figure 10d shows that lower latitudes exhibit larger positive
values under unstable AMBL conditions. Figure 10e reveals comparable
northward and southward components of the wind direction, with a higher
proportion of northward winds observed at both latitude bands. At higher
latitudes, westward winds are predominant in terms of zonal directions. The
stability parameter in Figure 10f indicates that the AMBL is generally neutral
in stability at both higher and lower latitudes, with a maximum value of ζ
around 0.4, contributing to 2% of the total measurements.

These observations suggest significant differences in air‐sea interaction dy-
namics between higher and lower latitudes (separated by 65°N). At higher
latitudes, near‐zero turbulent heat fluxes, lower wind speeds, and saturated air
conditions indicate a more stable and less dynamic AMBL. In contrast, lower
latitudes experience greater turbulent heat fluxes, stronger winds, and more

Figure 9. Air‐sea coupling coefficients between sea surface temperature and turbulent heat flux (THF) for years 2020 and
2022. The right panels show wavenumber spectra of THF. PSD denotes power spectral density with units of W2 m− 3. The
unit for wavenumber is m− 1.

Table 3
Scale‐Dependent SST‐THF Coupling Coefficients for Years 2020 and 2022

Original ≥10 km ≥100 km ≥1,000 km

Mean (2020) 10.50 10.51 10.55 10.85

Median (2020) 9.52 9.54 9.72 10.21

Extreme (2020) 29.54 29.41 27.54 19.02

Mean (2022) − 0.50 − 0.50 − 0.50 − 0.66

Median (2022) 1.04 1.09 1.53 2.90

Extreme (2022) − 44.72 − 41.57 − 29.69 − 14.61

Note. Units for the SST‐THF coupling coefficients: W m− 2 °C− 1.
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pronounced sea‐air temperature differences, reflecting a more active and unstable AMBL.

Figure 11 explores the relationship between atmospheric variables and air‐sea temperature difference or Monin‐
Obukhov stability, both used to define the AMBL stability. Figures 11a and 11c illustrate the regression of the
Monin‐Obukhov stability parameter ζ against the sea‐air temperature difference, and vice versa. The distribution
of the number of measurements indicates that stability based on sea‐air temperature difference is more spread out,
whereas the distribution based on ζ resembles a normal distribution and is more concentrated at neutrally stable
conditions. The regression of ζ to sea‐air temperature difference is linear within the range of − 3 and 5°C.
However, the regression of sea‐air temperature difference to the Monin‐Obukhov stability parameter is nonlinear.

As the AMBL becomes more unstable (with the definition of stability based on air‐sea temperature difference),
the wind direction tends to shift from a southerly to northerly, as shown in Figure 11b. This relationship between
the wind direction and sea‐air temperature difference is almost linear, although some uncertainties are observed
when air and seawater temperatures are nearly indistinguishable. The lower panels of Figure 11 examine how
wind speed, wind direction, and air relative humidity correlate with the Monin‐Obukhov stability parameter.
Since ζ accounts for both mechanical and thermodynamic contributions, it is not surprising to observe a normal
distribution of wind speed as a function of ζ. This further indicates that at neutral AMBL conditions, defined by ζ,
wind speeds reach their peak of approximately 9 m s− 1.

The wind direction shown in Figure 11e is more associated with stable AMBL conditions (ζ > 0), where winds
predominantly blow from the south. However, this relationship between wind direction and Monin‐Obukhov
stability is less pronounced than its relationship with sea‐air temperature difference (Figure 11b). Similar to
Figure 11b, anomalous wind directions are also observed under neutral AMBL conditions. Figure 11f suggests an
almost linear relationship between relative humidity and the Monin‐Obukhov stability parameter. This linear
relationship underscores the importance of both mechanical and thermal factors in defining the stability of the
AMBL. The linear and nonlinear relationships observed between ζ, sea‐air temperature differences, wind di-
rection, and relative humidity provide valuable insights into the behavior of the AMBL under various stability

Figure 10. Histograms of sailrone measurements separated into latitudes higher (red) and lower (blue) than 65°N. (a) Turbulent heat flux, (b) wind speed, (c) air relative
humidity, (d) sea‐air temperature difference, (e) wind direction (from), and (f) Monin‐Obukhov stability parameter ζ. Conditions of stability are defined in the text.
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conditions. This knowledge is essential for improving the parameterization of turbulent fluxes in climate models
particularly in representing stability‐dependent processes such as surface heat exchange, stratification, and cloud
formation in high‐latitude environments. Accurate representation of these processes is critical for simulating
Arctic amplification and associated feedbacks.

As shown in Figures 10 and 11, we define AMBL stability conditions based on the Monin‐Obukhov stability
parameter ζ as follows: unstable conditions (− 0.6 ≤ ζ < − 0.1), neutral conditions (− 0.1 ≤ ζ < 0.1), and stable
conditions (0.1≤ ζ < 0.6). The cutoff criterion of 0.6 is not arbitrary; the density distribution in Figures 10f and 11
indicates that ζ values greater than 0.4 have negligible counts. As noted in the introduction, the definition of
neutral conditions is based on empirical experiments, which is why we set the criterion at 0.1. Figure 11 dem-
onstrates that this limit approximates one‐third of the total measurements for neutral conditions.

To assess whether skin temperature measurements from NASA saildrone‐borne radiometers can improve the
accuracy of THF calculations under various AMBL stability conditions, we examine the correlation between
several key variables and two definitions of AMBL stability: the Monin‐Obukhov stability parameter and bulk‐air
temperature difference in Figure 12. First, the time series of the bulk‐air temperature difference and wind vector
show a strong correspondence, consistent with the observations summarized in Section 3.2, where southward
(northward) air advection correlates with unstable (stable) conditions. Second, the Monin‐Obukhov stability
parameter sometimes exhibits spikes when wind direction suddenly shifts while the wind speed is close to zero.
This behavior may reflect abrupt changes in thermal advection, suggesting that shifts in wind direction—when
associated with contrasting air mass properties—can serve as useful indicators of near‐surface stability transi-
tions at high latitudes.

Additionally, the correlation between the bulk‐skin temperature difference and the two stability definitions shown
in Figure 12 indicates that in 2019, there were more occurrences of the cool skin effect, as also observed by Jia and
Minnett (2023). In contrast, 2021 exhibited a linear relationship between the two, suggesting that the warm layer
effect predominated during this year. In other words, there were few instances where the skin temperature was
cooler than both the air and bulk temperatures for the year of 2021. Since wind speed also affects the Monin‐
Obukhov stability parameter ζ, the correlation between the bulk‐skin temperature difference and ζ is nonlinear.

Figure 11. Sea‐air temperature difference andMonin‐Obukhov stability parameter ζ in defining atmospheric marine boundary layer stability. (a) Relationship between ζ
and sea‐air temperature difference; (b) wind direction as a function of sea‐air temperature difference; (c) relationship between sea‐air temperature difference and ζ;
(d) wind speed as a function of ζ; (e) wind direction as a function of ζ (f) Air relative humidity as a function of ζ. Values in each bar represent medians.
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A linear regression can be established within the bulk‐air temperature difference range of − 2 to 4°C, as shown in
both Figures 12 and 13a. As noted in Figure 12, the relationship between the bulk‐skin temperature difference and
the Monin‐ Obukhov stability parameter is nonlinear; however, a similar line has been added in Figure 13c to
illustrate the three quadrants with most possible observations. Schematics related to (a) and (c) are shown in (b)
and (d), respectively.

The combination of (a) and (b) in Figure 13 indicates that measurements often show a positive bulk‐skin tem-
perature difference (i.e., cool skin effect) in quadrants I and II across the four NASA saildrones. Conversely, the
warm layer effect observed in quadrant III is less pronounced compared to the cool skin effect. Additionally, when
using bulk‐air temperature difference to define boundary layer stability, the measurements show a comparable
number of stable and unstable conditions. The combination of (c) and (d) reverses the x‐axis of (a) and (b) to
reflect boundary layer stability. These panels show the correlation between the bulk‐skin temperature difference
and the Monin‐Obukhov stability parameter. Thus, the three quadrants with the most measurements are I, II, and
IV. Figure 13d also distinguishes different stability conditions along the x‐axis: neutral stability is controlled by
wind shear, whereas the left side represents buoyancy‐driven mixing and the right side represents enhanced
stratification.

To distinguish between the cool skin and warm layer effects in the surface skin layer, we list in Table 4 the
percentage of measurements in each quadrant of Figure 13 for the years 2019 and 2021. Notably, quadrant II
contains about 22% more measurements than quadrant III in 2019. This discrepancy supports the development of
a new model by Jia and Minnett (2023), which primarily accounts for the cool skin effect while considering
diurnal warming (i.e., warm layer effect) as a secondary factor for this region. However, with the new data from
2021, the warm layer effect now predominates over the cool skin effect, representing approximately 3% more
measurements. This change is also evident in Figure 13c that shows the relationship between bulk‐skin tem-
perature difference and the Monin‐Obukhov stability parameter: quadrant I is about 25% more prevalent than
quadrant IV in 2019, whereas quadrant IV is 3% more prevalent than quadrant I in 2021.

Figure 12. Left: Time series of the bulk‐skin sea surface temperature (SST) difference, bulk‐air temperature difference, Monin‐Obukhov stability parameter, and wind
vector are shown for four NASA saildrones that measured sea surface skin temperatures: (a) SD1036 and (b) SD1037 from 2019, and (c) SD1057 and (d) SD1058 from
2021. Right: Two density distributions as functions of the bulk‐skin SST difference and the Monin‐Obukhov stability parameter, and the bulk‐skin SST difference and
the bulk‐air temperature difference, respectively representing the two methods used to define atmospheric marine boundary layer stability.
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We quantify the pure warm layer effect in the Arctic summer, specifically, to isolate the warm layer effect by
removing instances where the skin temperature is higher than both the air and bulk temperatures. Figure 14
compares turbulent heat fluxes estimated with or without using skin temperatures by the COARE algorithm with
three approaches: (a) seawater bulk temperature with cool skin correction applied, (b) seawater bulk temperature
without cool skin correction, and (c) measured skin temperature without adjustments. Boundary layer stability
was defined under three conditions by 2 methods: the Monin–Obukhov stability parameter ζ (introduced

Figure 13. (a) Relationship between the bulk‐skin temperature difference and the bulk‐air temperature difference for four
NASA saildrones. The colors represent the percentage of observations in each bin. (b) Schematic representation of the
conditions shown in (a). (c) Relationship between the bulk‐skin temperature difference and the Monin‐Obukhov stability
parameter ζ for four NASA saildrones. (d) Schematic representation of the conditions shown in (c).

Table 4
Percentage (%) of Measurements in Each Quadrant in Figure 13

Quadrant I Quadrant II Quadrant III Quadrant IV

Total (bulk‐air difference) 57.3 31.9 9.6 1.3

Year 2019 57.2 32.6 9.2 1.1

Year 2021 59.9 15.5 18.4 6.3

Total (M‐O stability parameter) 34.6 54.2 1.2 10.0

Year 2019 35.4 54.0 1.0 9.6

Year 2021 15.9 59.4 6.0 18.6
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previously) and a sea‐air temperature difference‐based classification, which defines stable conditions
(− 4°C≤ΔT < − 1.5°C), neutral conditions (− 1.5°C≤ΔT < 1.5°C), and unstable conditions (1.5°C≤ΔT < 4°C).
To ensure the relevance of the temperature ranges and to eliminate outliers, we removed the bulk‐air temperature
differences greater than 5°C and bulk‐skin temperature differences greater than 1°C.

For unstable conditions, as defined by the Monin–Obukhov stability parameter (− 0.6 ≤ ζ < − 0.1), the imple-
mentation of cool skin correction results in a reduction of outgoing THF by approximately 6% from that when
seawater bulk temperature is used. In contrast, when using measured skin temperature, the reduction in THF is
more pronounced, approximately 21%. This general trend persists under neutral conditions (− 0.1 ≤ ζ < 0.1).
Under stable conditions (0.1 ≤ ζ < 0.6), the application of cool skin correction increases the air‐sea temperature
difference, which in turn leads to an erroneous enhancement of downward THF into the ocean. However, when
measured skin temperatures are used, the downward THF decreases by about 9%. This suggests that using
measured skin temperatures rather than corrected bulk temperatures generally results in a reduced magnitude of
THF, thereby modifying the air‐sea heat budget in a significant manner. This highlights the importance of
considering AMBL stability conditions when interpreting skin and bulk temperature relationships and their
subsequent impact on THF calculations.

Figure 14. Turbulent heat fluxes as functions of (a) the Monin‐Obukhov stability parameter ζ and (c) sea‐air temperature difference ΔT. The figure compares three
settings using the COARE algorithm: (1) seawater bulk temperature with cool skin correction, (2) seawater bulk temperature without cool skin correction, and
(3) measured skin temperature without any corrections. Panels (a) and (c) illustrate the variation in heat fluxes across different stability parameter ranges. Panels (b) and
(d) present the average heat flux values for each COARE algorithm setting under different stability conditions. Values in each bar represent the mean of the
measurements.

Journal of Geophysical Research: Oceans 10.1029/2024JC022313

CHEN ET AL. 19 of 23



Table 5 summarizes turbulent heat fluxes, net heat fluxes, and the SST‐THF
coupling coefficients under different AMBL conditions using various rep-
resentations of temperature in the COARE algorithm for calculating turbulent
heat fluxes. The table only shows different stability conditions defined by ζ,
as Figure 14 gives similar results in terms of the 2 methods of stability
definition. The results of Table 5 show that utilizing real skin temperature
measurements increases the downward net heat flux by 1.1 times under un-
stable and neutral conditions, while a decrease is observed under stable
conditions.

Regarding the air‐sea coupling coefficient, the use of real skin temperature
measurements generally decreases the magnitude of the SST‐THF coupling
by 31%, 46%, and 3% for unstable, neutral, and stable conditions, respec-
tively. These findings are consistent with expectations, as the use of real skin
temperatures typically reduces the air‐sea temperature difference, thereby
lowering the THF. This highlights the importance of accurate skin tempera-
ture measurements in refining the estimates of air‐sea heat fluxes and
improving the understanding of air‐sea interactions under varying stability
conditions.

4. Conclusion and Discussion
This study provides an in‐depth analysis of the AMBL in the Arctic region
during the summer‐to‐autumn transition period utilizing a comprehensive
data set collected by saildrones over five years from 2018 to 2022. The results
emphasize the critical role of synoptic‐scale events and surface conditions in
modulating the AMBL stability, which in turn influences air‐sea turbulent
heat fluxes. Key findings from the study include:

1. Temporal Variability in THF: The analysis reveals significant temporal variations in sensible and latent heat
fluxes. The dominant factor influencing the total sensible heat flux variation across the study period is the air‐
sea temperature difference, while wind speed and its covariance with temperature play secondary roles.

2. Impact of Wind Patterns: The wind direction significantly influences the transition between upward and
downward turbulent heat fluxes. Northerly winds, associated with cold air advection, lead to a consistent
removal of heat from the ocean surface, destabilizing the AMBL. In contrast, southerly winds bring warm air,
stabilizing the AMBL and leading to more frequent and synchronized changes in air and seawater temperatures
and suppressed turbulent heat exchanges.

3. Stability Conditions and Their Effects: This study identifies AMBL stability conditions using both the sea‐air
temperature difference and the Monin‐Obukhov stability parameter ζ, with the latter serving as the primary
definition because it better accounts for the balance between shear‐ and buoyancy‐driven mixing patterns.
Unstable conditions are characterized by higher sea‐air temperature differences and more dynamic near‐
surface atmosphere, whereas stable conditions are associated with lower wind speeds and saturated air,
leading to less dynamic structure.

4. Spatial Variability and Coupling Coefficients: The spatial analysis of SST‐THF coupling coefficients high-
lights significant differences between unstable and stable AMBL conditions. Unstable years, such as 2020,
show more consistent and larger heat flux variations, whereas stable years, like 2022, exhibit a wider range of
coupling coefficients, indicating more varied spatial scales.

5. Sensitivity of Heat Flux Estimates: The accuracy of THF estimates is highly sensitive to the AMBL stability
conditions. Algorithms not accounting for the predominant stable to neutral conditions in high latitudinal
regions may significantly overestimate the magnitude of THF.

The findings of this study have important implications for understanding the evolving climate system in the Arctic
region. The observed variations in AMBL stability and their impact on air‐sea heat flux highlight the complex
interplay between atmospheric and oceanic processes, particularly in the context of a warming Arctic. The results
suggest the necessity for climate models to incorporate accurate representations of AMBL stability conditions.
Traditional bulk flux algorithms, such as the COARE algorithm, may not adequately capture the unique thermal

Table 5
Turbulent Heat Flux, Net Heat Flux, and SST‐THF Coupling Coefficient in 3
Methods

Unstable Neutral Stable

Turbulent heat flux

Bulk (jcool = 1) 33.5 20.6 − 15.2

Bulk (jcool = 0) 35.6 21.9 − 15.3

Real skin (jcool = 0) 28.2 14.8 − 13.9

Net heat flux

Bulk (jcool = 1) − 112.5 − 113.1 − 126.9

Bulk (jcool = 0) − 110.4 − 111.9 − 127.1

Real skin (jcool = 0) − 117.7 − 119.0 − 125.7

SST‐THF coupling coefficient

Bulk (jcool = 1) 8.6 5.4 − 3.6

Bulk (jcool = 0) 9.3 5.7 − 3.7

Real skin (jcool = 0) 6.4 3.1 − 3.6

Note. Stability conditions were separated based on Monin‐Obukhov stability
parameter ζ. Units for THF and net heat flux: W m− 2. Units for the SST‐THF
coupling coefficients: W m− 2 °C− 1. The thresholds used to separate the data
into different stability groups were chosen to ensure a similar number of
measurements in each group. The standard deviations for each stability group
are not significantly different, so this information has been omitted for
clarity.
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features of high‐latitude regions, leading to potential inaccuracies in predicting air‐sea interactions and their
contributions to the Arctic energy budget.

The significant influence of synoptic‐scale events on AMBL stability and heat flux suggests that short‐term
atmospheric processes can have profound effects on the long‐term climatic trends in the Arctic. Understanding
these events and their frequency, particularly in the context of changing wind patterns and temperature gradients,
is crucial for improving predictive capabilities. The use of saildrones in this study has proven invaluable for
collecting high‐resolution data in remote and harsh environments. These autonomous platforms provide
continuous and detailed measurements that are essential for validating theoretical models and improving our
understanding of air‐sea interactions. Expanding the deployment of such platforms could enhance our ability to
monitor and predict changes in the Arctic environment.

Future research should focus on further refining our understanding of AMBL stability mechanisms, especially
under varying synoptic conditions. Additionally, it is crucial to explore the coupling between atmospheric sta-
bility and other oceanic processes, such as ice melt and ocean currents, to develop a more comprehensive view of
the Arctic climate system. Our study has linked the maximal values of the Monin‐Obukhov stability parameter ζ
to sudden transitions in wind direction, suggesting that wind direction changes could be an important indicator of
AMBL stability modification. Further empirical studies are needed to better compare the cool skin effect and
warm layer effect in surface skin layers. This study primarily addresses the warm layer effect observed during the
Arctic summer where a stable boundary layer results in a skin layer warmer than the in‐depth seawater tem-
perature but cooler than the overlying air temperature. Although the cool skin effect was noted, particularly in
2019, it was not analyzed in detail. In conclusion, this study highlights the critical need for accurate representation
of AMBL stability in climate models and emphasizes the value of high‐resolution observational data in enhancing
our understanding of air‐sea interactions in the rapidly changing Arctic region. By improving our knowledge of
these processes, we can better predict the impacts of Arctic amplification on global climate dynamics.

Data Availability Statement
The saildrone data for the five‐year period (2018–2022) were accessed from the NOAA PMEL ERDDAP website
by selecting the respective years at https://data.pmel.noaa.gov/pmel/erddap/tabledap/. Specifically, the 2018 data
are available at https://data.pmel.noaa.gov/pmel/erddap/tabledap/saildrone_arctic_2018.html, and the 2020 data
at https://data.pmel.noaa.gov/pmel/erddap/tabledap/2020_arctic_nos_all.html. For 2019 and 2021, saildrone
data sets must be selected individually on the ERDDAP site. NASA saildrone data were publicly accessible via
https://search.earthdata.nasa.gov/search?q=saildrone%20arctic. The ERA5 reanalysis data were retrieved from
the ECMWF Climate Data Store (Hersbach et al., 2020). Radiation data were obtained from the CERES website
at https://ceres‐tool.larc.nasa.gov/ord‐tool/jsp/SYN1degEd41Selection.jsp. The PMEL contribution number is
5674.
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