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FOREWARD 

From November 16-20, 1992, the National Weather Service (NWS) held the Third National 
Heavy Precipitation Workshop at the Pittsburgh Airport Marriott Hotel in Coraopolis, PA. The 
conference was attended by about 120 individuals representing both the public and private 
sectors, and the operational and research communities. Other participants included various users 
of heavy precipitation forecasts, as well as personnel from federal, state, and local emergency 
management agencies, and three visiting scientists from the Peoples' Republic of China. All 
told, 27 lectures, 29 posters, 5 different "hands-on" workshops, and a panel discussion were 
presented during the course of the week. This meeting proved to be an excellent forum for the 
discussion of issues and concerns related to the improved prediction of precipitation. 

The opening night (Monday) was comprised of a brief welcoming speech by Joseph DeNardo, 
a well known local TV weathercaster, and "slide show" by meteorologists and hydrologists from 
NWS offices (Sterling, VA; Dodge City, KS; Houston, TX; Norman, OK; and Tulsa, OK) with 
real-time access to information from the new WSR-88D radar system. Each forecaster reviewed 
several examples of the performance of the Doppler radar during heavy rain and/or snow events. 

Tuesday morning, the first full day of the conference began with an inspirational keynote address 
by Dr. Susan Zevin, NWS Eastern Region Director. Next, the emphasis shifted towards the 
user community and the activities of the various groups that translate NWS forecasts, watches, 
and warnings into decisions and actions. Joseph LaFleur, Pennsylvania Emergency Management 
Agency Director, shared insights from his many years of interaction and coordination with NWS 
officials. The remainder of the session on Tuesday morning followed this theme with 
presentations on: radar-based, value-added products from the private sector; the impact of river 
forecasts on the navigation industry; precipitation frequency analyses at a regional climate 
center; and an innovative heavy precipitation/flash flood training module produced by 
Cooperative Program for Operational Meteorology, Education and Training (COMET). (Note: 
throughout the week, two COMET professional development workstations (386 PCs with special 
audio/visual peripheral devices) were made available for the participants to gain first-hand 
experience with these types of training materials.) 

The focus of the mid-day session was on a panel discussion in which 10 representatives from 
several user and emergency management groups explained how they have integrated precipitation 
observations and forecasts into their operations, and stressed the need for the improved products 
and services in conjunction with the effort to modernize and restructure the NWS. The 
afternoon sessions on Tuesday, Wednesday, and Thursday, were comprised of 3-hour small 
group workshops, with the opportunity for participants to be exposed to new ideas, data analysis 
techniques, computer processing and display applications, and forecasting methodology. Four 
workshops were offered each day; however, each participant was allowed to attend only one 
session per day. 

One of the "hands-on" workshops demonstrated how the integration of data from satellites, the 
Doppler radar network, wind profilers, surface mesonet observations, and numerical prediction 
models can be used as a powerful training tool to carry out in-depth analyses of important 
atmospheric processes and interactions. Three sophisticated workstations and the comprehensive 
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data sets used for the course to train NWS science and operations officers in meso meteorology, 
were provided by COMET in support of this activity. Another workshop provided a chance for 
each participant to formulate, calibrate, and validate probabilistic QPFs for hydrologic river 
basins. This innovative approach and forecast methodology are the result of an on-going 
COMET-sponsored cooperative project among various individuals from the Department of 
Systems Engineering at the University of Virginia and the forecast staff at the NWS office in 
Pittsburgh. The other workshop offered each day focused on the major effort managed by the 
NWS Office of Hydrology to develop a new interactive river forecast system for the modernized 
NWS. Three key aspects of this project were demonstrated on powerful RISC workstations 
provided by the Office of Hydrology and the Ohio River Forecast Center in Cincinnati: (1) the 
multi-stage, multi-sensor precipitation processing system; (2) a procedure to mosaic QPFs for 
use by hydrometeorological analysis and support function forecasters; and (3) the interactive 
operational river forecast system being tested at the Arkansas-Red Basin River Forecast Center 
in Tulsa. A fourth workshop, which was offered on Tuesday afternoon only, exposed 
participants to new technology related to precipitation estimation, and the integration and use of 
this information on a PC-based workstation. In particular, representatives from WSI 
Corporation discussed the development and application of their new radar-based product to 
estimate precipitation, and the corresponding workstation software package to display this 
information on a high-resolution, local map background. 

The activities on Tuesday concluded with an early evening icebreaker, which provided small 
groups of individuals an opportunity to share ideas and discuss issues of concern on a more 
informal basis. 

Wednesday began with an early morning session devoted to the production and use of QPFs. 
Dr. Roman Krzystofowicz from the University Virginia made the lead, invited presentation on 
this topic. Other presentations highlighted the following topics: the value of QPFs during a 
flood event over Western Washington; COMET training activities in hydrometeorology; the 
application of passive microwave data from satellites to enhance precipitation forecasts; effective 
understanding and use of QPFs produced by dynamical models; and the estimation of 
precipitation amounts from routine surface observations. 

Mid-day on Wednesday was devoted to poster presentations (both electronic and printed 
displays). The posters addressed the following concerns: heavy precipitation in conjunction 
with storms of tropical origin; flood producing coastal fronts; synoptic weather patterns 
associated with major flooding; decision trees and other objective forecast aids; and an 
assortment of detailed case studies related to flood producing weather systems. In addition, one 
of the electronic displays focussed on information provided by Zephyr Weather Information 
Service's LPATS national lightning detection network . 

On Wednesday afternoon, the workshops were repeated. However, a session on the use of water 
vapor imagery and theta-E analysis techniques (conducted by NESDIS personnel) replaced the 
one on radar-based precipitation estimates provided by WSI. This workshop introduced the 
concept of a "Satellite Forecasting Funnel" with several laboratory exercises, which proved to 
be quite popular with many of the NWS forecasters. 
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The conference banquet was held on Wednesday evening. Dr. John Cahir, Associate Dean at 
The Pennsylvania State University, spoke on the use of output from improved mesoscale 
dynamical prediction models. Dr. Cahir's presentation was both enlightening and entertaining 
as he stressed the need for enhanced understanding of mesoscale meteorology, and the 
importance of careful interpretation by skilled forecasters. He also noted education and 
professional development do not end when an individual completes the requirements for a degree 
at a university, but that these are life long pursuits nurtured by an acquired disposition for 
growth and knowledge. 

On Thursday morning, the theme again refocussed on the NWS modernization program with a 
concentration on hydrometeorology. Dr. Michael Hudlow, NWS Office of Hydrology Director, 
delivered the invited lead presentation entitled "Greater Emphasis on Hydrometeorology in the 
Modernized National Weather Service." Five other lectures followed up with information about: 
a mesoscale QPF experiment in Oklahoma; the cooperation of RFC personnel with the 
forecasters at the Kodiak Weather Service Office during a heavy rain event; plans for 
hydrometeorological training at the NWS Training Center in Kansas City; examples of Doppler 
radar precipitation estimates contaminated by melting snow; and a discussion of the importance 
of the accurate identification of the location of remote sensors for small scale analysis and 
forecasting. 

Several printed display and electronic poster presentations highlighted various local forecasting 
tools and case studies of heavy rain and snow events during the mid-day session on Thursday. 
These included: characteristic hodographs associated with heavy precipitation; evaluation of 
forecasts from a mesoscale dynamical model; the apparent relationship between lightning 
detection data and precipitation; the performance of the WSR-88D during heavy rain events in 
Oklahoma and Pennsylvania; and various analyses of major snowstorms in Alaska, Colorado, 
Oklahoma, and North Carolina. Also, one of the electronic displays previewed an innovative, 
interactive technique that is under development to improve the local predictions for flash floods 
on headwater rivers. 

The four different "hands-on" workshops were presented for the final time on Thursday 
afternoon. These in-depth sessions, taught by experts and supported by sophisticated computer 
hardware, were the highlight of conference for many of the participants. 

The Friday morning session, which concluded the workshop, was comprised of 8 lectures on 
floods, flash floods, and heavy snow events. Dr. Charles Chappell from the COMET staff 
presented the invited lead talk entitled "Dissecting the Flash Flood Forecasting Problem." This 
fascinating presentation was followed by lectures from both NOAA researchers and NWS 
operational forecasters on the following topics: the relationship between the surface geostrophic 
wind flow and nocturnal mesoscale convective storm development; a case study of flooding over 
Oklahoma; detailed analyses of snowstorms across the Central Plains and the Ohio Valley; the 
use of the WSR-88D to improve warnings and forecasts; and the importance of high-resolution 
radar data for the computation of accurate maximum and stream basin average rainfall over 
small drainage areas. 
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The conference provided each participant with numerous opportunities to learn about and 
experience a wide range of issues, research developments, and operational applications 
associated with the improved prediction of heavy precipitation from the perspective of both those 
who produce and make use of the forecasts. This Postprint Volume contains a representative 
selection of the papers associated with these presentations. 
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National Weather Service 
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Steps Toward an Integrated Approach to 
Hydrometeorological Forecasting Services 

Susan F. Zevin 
NOAA, National Weather Service 

Eastern Region 
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1. INTRODUCTION 

In the 23 years since Hurricane Camille 
devastated Virginia with 27 inches of rain in 
24 hours (Environmental Science Services 
Administration 1969), a major area targeted 
for the hydrometeorological forecast service 
improvements has been flood and flash flood 
forecasting (National Oceanic and 
Atmospheric Administration 1978; National 
Weather Service 1982). The need for such 
improvements arose from several 
occurrences of disastrous flash floods tbat 
resulted in major loss of life and extensive 
property damage (National Oceanic and 
Atmospheric Administration 1972, 1977; 
National Weather Service 1991, 1992). The 
names are a nightmarish litany in our 
memories--Camille, Agnes, Black Hills, 
Taccoa, Buffalo Gap, Johnstown, Brush 
Creek, Big Thompson, and Shadyside. The 
greater awareness of the operational and 
theoretical problems of providing flash flood 
forecast services also helped focus attention 
on the less spectacular, but equally deadly 
situations in which one or two persons are 
swept away by rapidly formed torrents of 
water. Statistics consistently have shown 
that 80-90 percent of the annual flood 
related deaths are caused by flash floods. 
Forty percent of these deaths are related to 
stream crossing or highway fatalities 
(National Oceanic and Atmospheric 
Administration 1993). 
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2. EMERGENCY RESPONSE 

To respond to the safety needs and damages 
arising during thunderstorms or heavy 
downpours, the National Weather Service 
(NWS) recognized that local agencies must 
be able to mobilize public work sections, 
such as law enforcement and highway 
maintenance departments. Decisions for the 
mobilization of personnel and equipment 
include tbe following: 1) increasing 
personnel temporarily by extending shifts, or 
calling on extra people; 2) locating and 
positioning equipment and personnel; 3) 
acquiring additional or special equipment by 
renting or borrowing from other agencies; 4) 
determining the type of equipment needed 
and the location and duration of use; and 5) 
timing of repairs and/or equipment removal 
(Zevin et a!. 1983). 

Decisions for storm responses must be made 
preceding the occurrence of flash floods or 
severe storms. Most actions within the 
capabilities of local agencies, such as traffic 
control and operation and maintenance of 
roadways and drainage structures, are taken 
at the onset of storms. These actions may 
be necessary whether or not a severe event 
occurs. For example, at grade stream 
crossings must be closed for substantially 
lower stages than flood. River barges 
require many hours of lead-time in order to 
relocate to secure moorings prior to the 



onset of flood pool levels. Information from 
the NWS is needed on the potential of 
occurrence, areal extent, movement, 
intensity and duration of the storms before 
they occur. The information is crucial for 
determining how and when personnel and 
equipment will be deployed. Knowing that 
ultimate! y our service requirements flow 
from our users, we will focus later on an 
update of progress and requirements for the 
future. 

3. MAGNITUDE OF THE PROBLEM 

As part of its mission to provide flood 
warning services, the NWS provides site
specific flood forecasts for 3000 of the 
approximately 20,000 flood prone 
communities in the United States. We do a 
good job of forecasting for these sites. 
However, floods that form in less than 24 
hours and flash floods (i.e., those occurring 
within 6 hours of the causative event) have 
continued to plague forecasters. 

Much of the difficulty lies in the time it 
takes to complete the operational forecast 
procedures, from data collection, to 
processing, to analysis, to dissemination, to 
response. Additionally, there are inherent 
flaws in each of the flood forecast system 
components (e.g., components of data 
collection systems may be out for 
maintenance; there may not be sufficient 
rainfall data in space and time to forecast 
accurately the runoff in small basins; 
precipitation forecasts may be inadequate or 
lacking [Davis and Drzal 1991]). 

The Shadyside flood resulted from a 
combination of synoptic scale and mesoscale 
features which focused over southeast Ohio 
to produce a brief period of intense rainfall 
on saturated ground, causing a devastating 
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flash flood. According to the disaster 
survey (National Weather Service 1991), the 
small scale of the event and the rapidity at 
which it evolved are beyond the detection 
and warning capability of current NWS field 
technology and may even approach the 
limits of improved capabilities expected in 
the near future. 

The service record until now reflects this 
concern. Verification data from a national 
sample of flash flood events have shown that 
75% of flash flood warnings are issued with 
less than !-hour lead time, and more than 
50% are issued when the flood already has 
been observed (National Weather Service 
1982). Lead time for watches has averaged 
about 3 hours. But, as we know from 
Shadyside, the watch often does not evoke 
the sense of emergency for meaningful 
response when coverage extends over a wide 
geographic area. When we can focus on 
specific basins and vulnerable areas, even 
the watch becomes a very effective tool for 
local response--as we have seen recently in 
the Cherokee flood of western North 
Carolina. Thus, on many fronts, from the 
field forecasters, to emergency managers, to 
the public, in academia, and in systems 
development, the hydrologic and 
meteorological communities have searched 
for solutions to such a great source of 
forecasting frustration. 

4.COMPREHENSIVE METHODOLOGY 

A comprehensive model of the flood 
forecast -response process envisions a system 
coupling operational forecasting processes, 
human response, and economic 
consequences (Krzysztofowicz and Davis 
1983). When viewed this way, the entire 
process could be amenable to evaluation of 
its ex ante economic value; and the 



performance of alternate system designs 
could be measured, leading to optimized 
planning (Krzysztofowicz 1992a). Scoping 
further into the components of a systems 
approach, and acknowledging the need for a 
comprehensive forecasting process, an 
operational flash flood forecasting system 
has been conceptualized as having the 
following major components (Zevin 1986): 
a quantitative rainfall observation system; a 
quantitative rainfall prediction system; a 
streamflow forecast component; and linkage 
to a decision response system. 

In addition, the system must be amenable to 
operational implementation in a number of 
ways, including: automatic on-line 
operation without extensive intervention by 
forecasters; handling of forecast and 
observed rainfall data from multiple sources; 
efficient computations given computer 
resources; integration with current and 
planned forecast algorithms and technology; 
and a probability estimation component in 
order to incorporate the uncertainties about 
the observed and forecast data, and to 
enhance the information provided to 
decision-makers. Implicit in such a 
framework are the philosophical acceptance 
by forecasters of their abilities to perform 
the needed duties, and the availability of the 
tools required for training and professional 
development. 

Though the systematic portrayal of the 
forecast-response process came more than a 
decade after Camille, the evolution of 
services intuitively has acknowledged the 
linkages to users throughout the entire 
history. NWS approaches to system design 
necessarily have concentrated on optimizing 
operational forecasting methods, recursively 
ingesting new information in a series of 
improvements. This is offered not as cliche 
or simplistic articulation of the natural 
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evolution of scientific concepts toward 
societal improvements, but rather to 
highlight the sense of community among this 
small group of dedicated scientists and 
engineers, and the dynamic, interactive 
environment we have created, which has 
allowed the efficient and expeditious 
conversion of theory into service. 

In a sense, all the studies and work 
accomplished in the last 20 years have been 
searches within this framework. The NWS 
has maintained a vision of an ideal operation 
for 2 decades and has made significant 
strides in several areas. And recently, a 
comprehensive approach, promulgated by 
management, and accepted by all 
components of the forecast community has 
come into view. Within the last 2 years, we 
have been able to demonstrate clearly a 
comprehensive hydrometeorological 
approach grounded m theory, using 
analytical solutions, fully applicable and 
achievable in an operational setting by both 
hydrologists and meteorologists. Only 
looking back over these last 20 years of 
disparate, sometimes halting, variously 
flawed, and seeming disjoint attempts can 
one see the wisdom and flow leading to an 
integrated, systematic, operational and 
organizational approach to flash flood 
forecasting. Now, we review the major 
steps that have brought us to our conference, 
and pay homage to those who have 
contributed so much along the way. 

5. EARLY YEARS 

Earliest proposals for a systematic 
operational and organizational approach 
emerged in the wake of disastrous flooding 
in northern Ohio in July of 1969, followed 
by Camille in August. Implemented in 1970 
nationwide, the approach set criteria for 



service products based on rainfall intensities 
and corresponding runoff; a quantitative 
precipitation forecast; and indications of 
heavy rainfall based on radar reports. With 
a requirement for runoff criteria, the first 
flash flood guidance programs were 
instituted at the River Forecast Centers 
(RFCs) by August of that year. Southern 
Region led the way in July with 
computerized guidance tables. Values were 
updated by the RFCs on Tuesdays and 
Fridays. The program was designed to 
focus organizationally as well as 
scientifically. The NWS (then called the 
Weather Bureau) set up 10 Warning 
Coordination Centers to initiate calls and/or 
coordinate the program with the National 
Meteorological Center (NMC). The flash 
flood guidance was provided to River 
District Offices, Weather Bureau Forecast 
Offices, and regional coordination centers to 
anticipate flood runoff, depending on the 
best estimate or forecast of rainfall. 
Information flowed between the 
meteorological and hydrologic community 
essentially in one direction (i.e., there was 
no direct operational contact between the 
RFCs and other NWS offices prior to or 
during events). 

Even in these early times, the uncertainty of 
the forecast rainfall and runoff, and the 
impact on decision makers was noted. 
NMC Newsletter 71-5 summed up various 
difficulties in the operational use of 
quantitative precipitation forecasts (QPF) 
(e.g., II percent area correct for 2-inch 
rainfall; difficulty in QPF forecasting for 
scattered thunderstorm activity with 
(isolated) heavy rains; and problems with 
time distributions of the forecast rainfall). 
Many forecasters hoped the advent of the 
Limited-area Fine Mesh (LFM) model 
would improve the guidance products 
significantly. This was not to be the case, 
however, as it was discovered that 
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precipitation forecasts derived from the 
LFM could be overestimated by about a 
factor of two (Junker eta!. 1989). 

Considerable debate ensued concerning the 
origination of the precipitation forecast, and 
who was in the best position and had the 
best knowledge and information to issue the 
product to the public. The Meteorologist in 
Charge at the Weather Service Forecast 
Office (WSFO) in Raleigh, NC, wrote the 
Eastern Region (ER) Director in 1971 
regarding the pros and cons of which office 
should issue the Alert or Watch, the WSFO 
or the River District Office: "The WSFO, 
if its program is properly implemented, will 
have greater knowledge of meteorological 
events within its area of responsibility than 
any other Weather Service entity ... " 

Weather Service Operations Manual 
(WSOM) Chapter E-13 (rev. 1974) 
described criteria for issuance of a flash 
flood Alert, Watch, or Warning in terms of 
amounts of rainfall required to produce 
flooding and the amount of rain forecast for 
the alert period. A Watch was defined "if 
meteorological and antecedent conditions 
indicate a good probability (greater than 30 
percent) that flash floods will develop within 
a designated area ... " and a Warning was 
defined "if flash flood-producing 
precipitation is reported or its probability as 
indicated by radar or other reports is such 
that flash flooding is considered imminent 
(at least 80 percent), or if reliable confirmed 
reports .... or other causative event make the 
probability of flash flooding at least 80 
percent." There were no data bases or 
verification data to support establishment of 
these probabilistic criteria. Rather, there 
was an intuitive sense that, on the average, 
1 of 3 watches and 8 of I 0 warnings should 
verify. 



However, even with the recognition of the 
need for both hydrologic and meteorological 
data, and an interlinking of these in a 
systematic way, the two operational 
communities pursued solutions on separate 
organizational and operational tracks--the 
hydrologists through improvement of RFC 
guidance products and runoff algorithms 
(i.e., the runoff component of an integrated 
system, and technological solutions to the 
rainfall observing systems); and the 
meteorologists through quasi-objective 
identification of potentially heavy rainfall 
(i.e., the rainfall prediction system). 
Variously, one would hear throughout the 
NWS that flash flooding either was a "hydro 
problem" (if the meteorologists were 
speaking), or it was a "met problem" (if the 
hydrologists were speaking)! 

Hydrologists took the path leading to 
development of flash flood alarms, self-help 
schemes, and automated community flood 
warning systems, which put the flood 
identification and response in the hands of 
the community, basically circumventing the 
need for systematic NWS involvement in 
real-time. Again, note the idea of the 
probability of flash flooding as stated in a 
November, 1971 ER memorandum: 
" ... Note under 'REMARKS' any special 
information you have which may be used to 
subdivide counties wherein flash flood 
probabilities vary greatly." This set the 
stage for NWS scientists to help especial! y 
vulnerable communities to be self-sufficient 
in their flood response plans, and the 
operational forecasting community could 
focus on specific locales in the 
watch/warning program if potentially heavy 
rainfall was anticipated. 

These community procedures started with 
local volunteer spotter networks, relying on 
manual reading of river and rain gages, and 
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telephone reports to local officials. Forecast 
precipitation was not used, but was implied 
through use of the watches. This also led to 
the search for technology solutions--starting 
with flash flood alarms. Developed initially 
in the early 1970s, the alarms were 
expensive, experimental systems. 

These systems by-passed the need for 
precipitation data and forecasts; and with the 
alarm sounding in a local Emergency 
Operations Center (EOC), decision making 
and response were entirely in the hands of 
the local community. There was no direct 
feedback in real-time to the NWS; the alarm 
provided warning basically for one point (or 
reach) along the affected stream, giving lead 
time to the community equal to the travel 
time of the flood wave. Other communities 
in the basin remained vulnerable. The 
alarms were deemed excellent for the single 
warning purpose, too expensive for the 
NWS to invest in, and not worthwhile for 
industry to produce. By 1973, the project 
was abandoned as not being operationally 
feasible on a large scale. However, the 
concept of this type of alarm remained as 
one of the best solutions for specific flash 
flood prone basins. 

6.DETERMINISTIC METHODOLOGIES 

In 1978, a National Flash Flood Program 
Development Plan signaled the first NOAA
wide recognition of the need for a 
coordinated nationwide program with 
specific goals and objectives, and 
appropriated funds. The plan recognized 
the progress made in a number of areas, 
including the burgeoning use of self-help 
schemes, the expansion of NOAA weather 
radio, the implementation of the Automation 
of Field Operations and Services (AFOS), 
and improvements in hydrologic modelling. 



A 5-year schedule of activities was built on 
a modular concept--implementing 
regionalized programs in high-risk areas, 
supported by centralized facilities for 
forecasting heavy precipitation, mesoscale 
analysis and monitoring of weather as it 
develops, and alerting field offices to the 
potential of flash floods. The plan relied 
heavily on developing a prototype automated 
flood warning module to cover the highest 
risk area--a 12 county nucleus at the 
intersection of Kentucky, West Virginia, and 
Virginia (National Oceanic and Atmospheric 
Administration 1978). In the plan, emphasis 
shifted from the more expensive river stage 
alarm to the less expensive, but areally more 
comprehensive, network of rain gages. 
Over the years, these networks, linked with 
automated data collection software in 
various combinations, resulted in a spectrum 
of auto'mated flash flood warning systems. 

For example, directly born from the national 
program prototype, the Integrated Flood 
Observing and Warning System (!FLOWS) 
solved the flood problem with rain gage 
networks linked to county and state 
emergency communications systems rather 
than as basin specific systems. With two
way voice and data communications systems 
and interlinked computers, the system was 
designed so that NWS and state/local 
officials could exchange information in real
time. 

Automated Local Evaluation in Real-time 
(ALERT) (National Weather Service 1982) 
systems were a breakthrough in service 
provisions primarily in the Western Region. 
Rei ying on point rainfall from basin-specific 
networks of automatic reporting gages, 
ALERT systems are located in and used 
direct! y by communities to minimize time 
between detection and warning. In an effort 
to extend the lead time for response, some 

6 

of the automatic algorithms projected 
rainfall 15 minutes into the future by using 
persistence based on observed data. 

However, the concept of an automated flood 
warning system is deceptively simple. The 
extreme difficulty of designing and 
implementing the communications and rain 
gage networks can take years. The intensive 
resources needed to maintain the systems are 
major drawbacks to more comprehensive 
national coverage. These challenges 
effectively have stunted the spread of these 
systems to more than the most obviously 
vulnerable communities. Hence, the dream 
of the national program development plan 
never was consummated. 

The thousands of flood-prone communities 
continued to be served during the ensuing 
years through the watch/warning program. 
Efforts continued in the meteorological 
community from the early 1970s to improve 
the watch/warning program through 
identification of potential flash-flood 
producing rainfall. Keying on the link 
between the rainfall observation component 
and the runoff component of the 
comprehensive system, the Manually 
Digitized Radar (MDR) efforts of Moore 
and Smith (1979) related the occurrence of 
flash floods in the southern NWS 
administrative area to the radar reflectivity 
values from which estimates of rainfall rates 
(intensities) were taken. The system was 
manual. An MDR table indicated the 
probability relationships between the 
indicated heavy rain and the potential for 
flash flooding. The Tulsa RFC developed a 
computer program relating accumulated 
rainfall to the flash flood runoff criteria 
issued by NWS RFCs. This was the first 
link between a rainfall observation and the 
runoff prediction system for evaluation of 
flash flood potential. The MDR approach to 



assessing flash flood potential gained 
acceptance by forecasters for its simple 
application. These forecasters would, 
otherwise, have no objective criteria on 
which to base their watches or warnings. 
The MDR program and its subsequent 
relation to flash flood rainfall criteria was a 
major first step toward incorporating 
objectivity into flash flood forecasting 
(Newton 1984). 

MDR and its enhancements, however, 
lacked several important elements for a 
comprehensive system. First, it did not 
allow for the incorporation of forecast 
rainfall. And although it accounted for 
errors in the rainfall observations, it did not 
provide for integration of data from other 
systems. Both a plus and a minus for the 
MDR was that it directly related rainfall to 
flash flooding, thus accounting for all the 
uncertainty in models, measurements, 
parameters, and initial conditions in one 
probability distribution (May 1977). So, it 
was simple, efficient, and computationally 
pleasing. However, lumping all of the 
uncertainties also took away the flexibility of 
linking the program with other observation 
and input systems. In addition, the sample 
of flash floods on which the probabilities 
were based had biases with respect to 
location within a particular administrative 
region. Therefore, it could not handle local 
variations, which contribute to flash 
flooding. 

Concentrating specifically on the longer 
term prediction problem, the Heavy 
Precipitation Branch (HPB) of the NMC was 
created in 1977 specifically to focus on the 
potential for severe floods and flash floods. 
With 4 people for only partial 24-hour 
coverage, HPB began its mission with 24-
hour hand-drawn products, later adding the 
6-hour panels. With access to RFC data 
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files on the central computer, HPB retrieved 
the flash flood guidance amounts for 
comparison with the national forecast 
rainfall product. This was the first product 
that included the real-time interlinking of the 
meteorological forecast component with 
precomputed runoff criteria. 

Efforts by local forecasters also flourished 
in the 1970s, targeting the specifics of the 
forecast area, incorporating past experience 
during flash flood producing rainfall 
situations with local physical, geographical, 
and population characteristics. To cover the 
more extreme events, forecasters performed 
post-storm analyses of the meteorological 
characteristics of numerous flash flood 
producing rainfalls (Muller and Maddox 
1979; Maddox eta!. 1980; Scofield 1978). 
Belville et al. (1978) worked on a view of 
the limited area QPF, which grew from the 
Palo Duro Canyon floods, the knowledge of 
which extended throughout the Southern 
Region into the mid-1980s (Belville and 
Stewart 1984). The knowledge gained from 
these analyses has been used to train 
meteorologists and as general guidance 
available to forecast offices. The 
information was used subjectively and was 
not linked objectively to other real-time 
forecast procedures. The studies recognized 
the regional characteristics of the most lethal 
types of storms and were the first attempts 
by forecasters to provide localized QPFs, an 
important step as local forecasters tried to 
apply their skills to such special forecasts. 
Nonetheless, the operational implementation 
of these techniques eluded forecasters-
results were inconsistent from storm to 
storm, there was no technology base by 
which to ingest the QPF, no programmatic 
framework or guidelines for local forecasters 
to follow, no formal tracking or verification 
of results. Still, our hats are off to these 
pioneers who pointed the way toward an 



understanding of regional processes and sub
synoptic scale signatures. 

7. NWS EASTERN REGION EMPHASIS 

The Northeast River Forecast Center was 
the first to ask permission to use QPFs as 
input to its real-time river forecasting 
program. The purpose was twofold: to 
extend the lead time for forecasts of Flood 
Stage and Crest Stage, and to reduce "stair 
stepping"--the successive forecasting of 
higher river stages for a single forecast point 
during a prolonged flood event--in river 
forecasts (Kachic and Summer 1990). With 
the use of QPF in the initial release, the 
forecaster could reduce the number of 
revisions required. Seizing on the merits of 
this latest forecasting methodology, the ER 
implemented the program regionwide in 
1979. 

The program immediately ran into 
opposition from field personnel. From 
hydrologists, there were concerns about 
conversion from point QPFs to mean areal 
precipitation values and the lack of 
confidence in rainfall predictions, and from 
meteorologists, complaints about staff 
workload, computer resource limitations, 
and a general lack of confidence in their 
abilities to produce such localized and 
special forecasts from event to event. 

The ER program continued the NWS-wide 
tradition of organizational solutions, again 
keying on the role of the local forecast 
office to interact directly with its associated 
River Forecast Center. A national program 
of Critical Flood Support Offices (CFSOs) 
was mandated. The role of the CSFO was 
to tailor the NMC QPF and temperature 
products for RFC operational use during 
designated Critical Flood Periods. In 
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tailoring the QPF products for the RFC, the 
CSFO began with the NMC manual and 
model output as guidance (Funk 1991; Olson 
1984), then modified the amounts 
subjectively to obtain basin averages. The 
latter characteristic of the QPF, that of 
average basin QPF, was a significant 
departure from previous definitions and uses 
of QPF, and forced yet another key real
time operational linkage between RFCs and 
WSFOs. 

Amid growing recognition of the potential 
improvements to service programs, 
especially in the wake of disastrous floods in 
the Appalachian Region in November 1985, 
the program reached a further milestone in 
1987 when the Charleston, WV, WSFO 
began a program to provide daily QPF to 
the Ohio RFC (Arkel.l and LaPlante 1991). 
QPFs were issued early in the morning, and 
updated in the evening, allowing enough 
lead time for input to the operational river 
forecasting models. This enhanced the 
experience of the WSFO forecasters to think 
of their areas of responsibility in terms of 
basin response to every precipitation event. 
Other ER offices soon followed suit. 
Following the Charleston example, daily 
QPF support to the Ohio RFC was begun by 
the WSFO Pittsburgh forecasters in 1988, 
giving estimates of the areal average 
precipitation amounts for 8 individual basins 
over a 24 hour forecast period. The Ohio 
RFC was involved from the start of the 
program, helping to define the basins 
according to input requirements of the river 
forecast models and explaining the need for 
and operational significance of basin tailored 
QPFs to the users. The Boston · WSFO 
contributed a program that transformed 
hand-drawn isohyetal analyses to basin 
average precipitation suitable for input to the 
Northeast RFC forecast systems. Building 
on that program, the Cleveland WSFO 



automated the hand-drawn portion of the 
program, and converted the output areal 
precipitation to a format for transmission to 
the RFC (Kachic and Summer 1990). 

This cascade of operational applications 
from one office to another signified a 
growing grass roots recognition of the need 
for and capability of field forecasters to 
produce QPFs. The Ohio RFC continued its 
training and indoctrination workshops with 
each WSFO in the Ohio Basin. With 
nudging from station managers and the 
Southern and Central Regional Directors, 
and sometimes grudging acceptance by 
WSFO staffs, by 1991 8 WSFOs in the Ohio 
RFC area of responsibility were contributing 
daily QPFs to that forecast center's 
operations. The input now has evolved into 
a vectored format for immediate input to the 
new interactive computer programs being 
used to demonstrate NWS modernization 
concepts. 

8. PROBABILISTIC METHODOLOGY 

We note that operational developments 
basically focused on single estimate QPFs 
and associated runoff values. We were 
trying to gain the same accuracy in our 
rainfall forecasts as were inherent in rainfall 
observations. However, it was obvious to 
others that this was a naive goal on our part. 
Both the academic community and NWS 
program interests began to view forecasting 
problems from more comprehensive 
perspectives of the users. 

Modern probabilistic approaches are built on 
a long tradition of probabilities in weather 
forecasting, beginning in 1904 with attempts 
to determine probabilities objectively 
through the relationship between surface 
observed variables and the probability of 
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precipitation. In 1906, confidence factors 
were operationally applied and verified for 
five weather parameters by Cooke. Hughes 
(1980) also notes a 1920 study on 
probability of precipitation forecasts and 
several studies on other possible applications 
in 1949 and 1950. In 1965, the first 
national public releases were made of 
probability of precipitation occurrence. 
However, it was the development and 
implementation of Model Output Statistics 
(MOS) .in the mid-1960s that led to the 
routine use of probability forecasts by the 
Weather Bureau in its public forecasts 
(Glahn 1979). The advent of high speed 
digital computers, an extensive data archival 
system, and advances in numerical weather 
prediction models allowed the NWS to 
develop automated procedures to produce 
forecasts of numerous meteorological 
variables--the Model Output Statistics. 

Charba (1987) made significant contributions 
by using MOS techniques with archived 
manually digitized radar data and 
precipitation output from the LFM. He 
produced two objective forecasts of heavy 
precipitation, one for the zero to 6-hour and 
one for the 3 to 9-hour time periods. Data 
were stratified by regions of the country, for 
spring, summer, and fall seasons. These 
MOS products were in a sense, updating 
schemes, making heavy use of hourly 
surface and manually digitized information 
combined with climatic frequencies of 
precipitation amounts. Verification and 
comparison with other national! y produced 
QPFs showed that the MOS product scored 
well for the 0-6 hour time frame and the 
evening hours (Charba et al. 1988). 

In the field offices, Murphy et al. (1982) 
studied the capability of forecasters to 
produce probabilistic QPF amounts in an 
experiment with the San Antonio WSFO in 



1981-82. They recognized the important 
and difficult challenge to forecasters and set 
out to investigate the ability and skill of 
forecasters in meeting this challenge, and to 
compare these locally generated subjective 
forecasts with the MOS objective forecasts. 
Their preliminary analysis of the experiment 
pointed out that forecasters were able to 
formulate reliable and skillful probability 
forecasts for small amounts of precipitation 
(i.e., less than .25 inches of rainfall). They 
showed the definite tendency of forecasters 
to overforecast larger precipitation amounts, 
"reflecting a belief frequently held by 
forecasters that it is better to overforecast 
than underforecast significant weather events 
such as large precipitation amounts." 
Significantly, Murphy et al. noted several 
key behavioral factors that contributed to the 
overall study results, pointing out that 
forecasters had no prior training in making 
probabilistic forecasts, and that they 
received no feedback during the experiment 
as to how well they were meeting the 
forecasting challenge. 

Thus, the first 15 years after Camille saw 
numerous efforts in three of the primary 
components of the forecasting process: the 
rainfall observation systems; the rainfall 
prediction systems; and the runoff 
algorithms. All activities were pointing to 
some future real-time integration of the 
components. However, development of the 
linkage to a human response system and a 
model of economic evaluations remained. 

9. VALUE OF PROBABILISTIC 
FORECASTS 

The mid-1980s saw a significant change in 
viewing the value of probabilistic forecasts. 
Most economic evaluations were usually 
performed based on an ex post approach in 
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which the value of the forecast is measured 
after the forecasts and events have occurred 
(Winkler and Murphy 1979). Notable 
applications of the ex post approach are 
found in: a description of snow removal 
decision-making by municipalities 
(Thompson and Brier 1955); the use and 
value of precipitation forecasts to the raisin 
industry (Kolb and Rapp 1962); and use of 
frost (temperature) forecasts by fruit 
growers (Katz and Murphy 1979). 

An ex ante approach to the value of 
probability forecasts was described by 
Winkler and Murphy (1979). In this 
method, the expected value of the forecast is 
measured before the preparation of the 
forecast and the observation of weather 
events. The economic evaluation makes use 
of a model to minimize expected expenses 
associated with a response that depends on 
a weather forecast. The lowest expected 
expenses are achieved by minimizing the 
expected sum of costs of the response and 
losses associated with the occurrence of 
adverse weather events. The probabilities 
are given in the forecast. The analysis is 
carried through successive stages of 
decision-making by the forecast user as new 
forecasts are received. 

Krzysztofowicz and Davis (1983) 
determined the value of categorical flood 
forecasts by calculating the expected annual 
reduction of losses (costs of response, plus 
flood damage sustained). They modeled a 
total system, including the forecast, 
dissemination, decision, and response 
process. And, they tested the effect of 
various response strategies on the worth of 
the systems. In this framework, it was 
possible to model the worth of 
improvements to either the forecast or 
response process and to determine the most 
efficient economic solutions. 



Alexandridis and Krzysztofowicz ( 1981) 
simulated the application of a decision 
model in the framework of Bayesian 
decision theory. They evaluated the use of 
categorical and probabilistic forecasts in 
short term scheduling of power generation 
based on a single-period power load 
forecast. The power load forecast was 
transformed from a temperature forecast. 
This study was the first to apply decision 
models to the use and evaluation of 
continuous variables; in this case, 12-24 
hour categorical and probabilistic forecasts 
of temperatures. 

10. DECISION METHODOLOGIES 

Winkler and Murphy (1971) first described 
the forecaster's aggregation, assimilation 
and use of information as a subjective 
forecasting process in the framework of 
Bayes' Theorem. They speculated that the 
Bayesian process is used intuitively by 
forecasters to make subjective evaluations of 
event probabilities. Through academic 
pursuit, NWS and University of Arizona 
personnel investigated the application of 
Bayesian decision theory to the flood and 
flash flood forecasting problem. With 
NWS' s advances in technology, especially 
with respect to data collection and analysis 
of mesoscale weather features, and 
considering the high costs (time and 
personnel) of repair of damages versus those 
of preparation for response, it was 
recognized that the NWS could serve 
sophisticated users better through the 
provision of probabilistic forecasts of flash 
floods (Krzysztofowicz 1985; Zevin and 
Davis 1985; Zevin 1986). The probability 
of flash flooding for a specific forecast 
period could form the basis for public 
issuance of flash flood watches or warnings, 
depending on preset criteria for the local 
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forecast area. Or, where more sophisticated 
users were involved, the output could be 
used for mobilizing resources, staff, and 
equipment (Zevin et al. 1983). The ability 
of local agencies to prepare for flooding, 
based on a probability forecast, would be 
more cost effective than awaiting issuance of 
a flash flood watch or warning under current 
forecast operations (Krzysztofowicz and 
Davis 1983; Krzysztofowicz 1983). 

In the development of a probabilistic 
approach to flash flood forecasting, Zevin 
(1986) proposed a Bayesian framework that 
explicitly updated probabilities--the 
probability of a flash flood is the probability 
that potential areal rainfall over the forecast 
period, conditioned on the forecast 
information, exceeds the soil moisture 
deficit. The solution was defined 
deterministically following progress already 
made in the field organization (i.e., 
flooding in the future is indicated when the 
sum of future rainfall, termed "actual 
potential rainfall," plus the rainfall 
accumulated since the last determination of 
the soil moisture deficit, exceeds the 
calculated deficit). The Bayesian 
methodology used a real time forecast, a 
likelihood function, and a prior probability 
distribution of areal rainfall to arrive at an 
updated posterior distribution of areal 
rainfall conditioned on the forecast. In 
updating information about flood conditions 
up to a specified time through consecutive 
forecast periods, k, k+l, k+2 ... , the 
updated distribution in period k, after 
adjustment for rainfall in that period; 
becomes the prior distribution in the 
following period, k+ 1. 

The posterior distribution of forecast rainfall 
for the time specified can be convoluted 
with the posterior distribution of 
accumulated rainfall. The resultant 



probability distribution of rainfall amounts, 
when compared with the soil moisture 
deficit, gives the probability of flash flood 
occurrence. Thus, a probabilistic statement 
of flash· flood potential could be made for 
intervals extending through one or more 
forecast time periods. 

Three factors, the forecast, the likelihood 
function, and the prior distribution, were 
needed. The forecast was assumed to be 
obtainable from an appropriate source in an 
acceptable format (e.g., a probability of 
precipitation amount produced from a 
national or local forecast office). Of course, 
the initial prior must be a suitable 
distribution for use in the particular 
circumstances, either objectively or 
subjectively derived. Climatic priors of 
rainfall, or some conditional distribution of 
rainfall given the actual meteorological 
conditions, are derived from data bases. 
The likelihood functions, those conditional 
functions of the particular forecast given 
some values of areal rainfall, are developed 
from actual cases and verification data. 

Davis and Keefer (1989) showed that 
Charba's objective forecasts were feasible 
surrogates for likelihoods in. a Bayesian 
methodology. However, these MOS 
products were somewhat restricted in their 
use by field forecasters because overlapping 
time periods meant that the product crossed 
6 hour forecast periods, and the products 
covered a time frame less than 24 hours. 
The MOS also is derived from the maximum 
amount reported in each 40x40 miles grid. 
square which · tends to cause the 
overforecasting as noted in the Charba et a!. 
(1988) study. 

Wilks (1990) proposed two methods of 
formulating conditional probabilistic QPFs 
by using subjective forecasts. The first 
method involved a simple conditional 
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probability of precipitation (PoP) given that 
rainfall greater than 0.01" occurred. The 
second method was conditional both on the 
occurrence of measurable precipitation and 
on the magnitude of the PoP forecast. 
Results showed that the skill of the PoPs 
conditioned on climatology appeared to be 
comparable to or slightly better than the 
subjective probabilistic QPFs produced in 
the 1982 Murphy eta!. study and the MOS 
PoPs. Wilks further surmised that these 
subjective QPFs could be more skillful than 
previous experience indicated if appropriate 
climatological distributions of conditional 
precipitation amounts were to be consulted 
as one element of the guidance. Wilks' 
study depended on point probabilities, as 
contrasted with Zevin' s proposal, which 
relied on areal forecast probabilities. 

Other theoretical and academic studies 
addressed the individual components of a 
flood forecasting system, either rainfall
runoff models or improved measurement 
systems or forecast rainfall models. 
Johnson and Bras (1978) described the 
history of statistical approaches to the 
rainfall prediction problem. They 
recognized the non-stationarity of rainfall, 
an element lacking in previous statistical 
prediction systems of rainfall. They 
accounted for this non-stationarity in a 
multivariate statistical model for predicting 
future rainfall rates at specified locations. 
Their model was set up in state-space form 
in order to maxumze computational 
efficiency. Unlike many state-space 
formulations, the Johnson and Bras model 
could handle rainfall predictions for multiple 
lead times. 

Kitanidis and Bras (1978) envisioned 
problems of prediction and fJ!tering 
intuitively as the solution of a marginal 
distribution and as a Bayesian solution, 
respectively. However, with reference to 



solution of both prediction and filtering 
distribution, analytical solutions to the 
general non-linear problems usually were 
not available, and the form of equations was 
not suitable for direct implementation on a 
digital computer. Numerical solutions 
required an approximation of distributions 
through a finite set of parameters. Instead, 
as a practical solution, they suggested the 
use of a linear system equation and Gaussian 
distributions, which require only the first 
and second moments. 

Kitanidis and Bras (1978) noted the 
extensive use of the concept of state space 
modeling in modern mathematical systems 
theory. They applied this concept to the 
problem of forecasting river flows. For 
short duration rainfall, Bras (1976), Johnson 
and Bras (1978), and Georgakakos and Bras 
( 1982) showed that the state-space 
formulation of the QPF problem is valid and 
applicable. Their work was pursued but 
never implemented into NWS real time 
hydrologic forecasting operations because of 
an inability to derive the requisite 
probability distributions, and lack of 
computational power for calibration and real 
time solution. 

11. PRACTICAL APPLICATIONS 

But, "progress often comes from a return to 
the rejected"--(Jean Rostand), and 20 years 
of operations, applications and theoretical 
developments converged at WSFO 
Pittsburgh in May of 1990. As noted 
previously, the forecasters had been 
preparing area QPFs since June 1988 for 
eight basins of the upper Ohio River. 
Verification scores indicated positive skill in 
both 24-hour and 6-hour amounts, with an 
obvious bias toward overforecasting. A 
partial explanation was offered by 
Krzysztofowicz and Drake (1992): "The 
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single estimate QPF does not allow the 
forecaster to convey the degree of 
uncertainty about the estimate." And 
further, this uncertainty likely varies from 
event to event. They proposed that 
quantification of the uncertainty would have 
two benefits: 1) it would aid the forecaster 
in making unbiased judgments; and 2) it 
might provide valuable additional 
information to forecast users for the purpose 
of risk analysis and decision making. 

Again, highlighting a key linkage between 
operational hydrology and meteorology, it 
was shown clear! y that in order to be of use 
in river forecasting, the areal QPF must 
reflect the basin weighted average of 
precipitation, · similar to the weighted 
averaging (such as Theissen polygons) used 
by hydrologists to determine observed basin 
precipitation. According to Krzysztofowicz 
and Drake: "What is essential is the ability 
to make an overall judgment of the 
smoothed precipitation field over the basin." 
A second major aspect was highlighted by 
the WSFO Pittsburgh forecasters. They 
indicated that though they found national 
guidance (model and MOS) helpful, it was 
not directly applicable for their use in 
converting to areal average QPF (Davis and 
Drzal 1991). 

Krzysztofowicz and Drake (1992) proposed 
that probabilistic QPF could be specified by 
three exceedance fractiles describing 
uncertainty in a forecast of the areal average 
precipitation amount expected during 24-
hours from the forecast time. They further 
proposed that the 24-hour amount be 
disaggregated into 6-hour amounts 
describing the timing of the rainfall over the 
forecast period. 

This work, funded under the Cooperative 
Program for Operational Meteorology, 
Educational, and Training (COMET) 



auspices, has been a model partnership 
between forecasters and academics, theory 
and operations. Much earlier, and also 
more recently, Murphy (1981, 1991) had 
been convinced that NWS forecasters could 
subjectively quantify the uncertainty inherent 
in forecasts for a variety of weather 
variables in a reliable and skillful manner. 
He envisioned a scenario for success: 
"Thus, it is not unreasonable to conclude 
that with additional training and experience 
and the (possible future) availability of 
objective guidance forecasts, together with 
detailed and time! y feedback concerning 
their performance, the forecasters could 
produce even more reliable and skillful 
probability forecasts of these variables in the 
future." 

Mirroring these prophetic thoughts, training 
workshops were held at WSFO Pittsburgh 
with follow up interactive sessions-
methodology was tested, then modified 
according to forecaster input. Training 
included: interpretation of verification 
results and understanding the thought 
processes to identify biases in the forecasts 
and probabilistic reasoning to enhance 
judgmental skills (Krzysztofowicz and Drake 
1992). Additionally, the verification scores 
were shared regularly with the forecasters, 
with immediate feedback on the next shift, 
and a more thorough review at the end of 
each month. Each forecaster also was made 
aware (confidentially) of his/her individual 
verification scores. 

Results of this experiment over time have 
shown that forecasters can produce 
probabilistic QPFs that can be input directly 
into hydrologic forecast models, and 
therefore are potentially valuable for flood 
forecasting; and that such forecasts can be 
formulated within the normal duties and 
responsibilities of the forecast shift. The 
forecasters, initially reluctant to take on the 
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project, now consider these forecasts a 
matter of routine, and their skill is regarded 
with considerable pride. The original 1971 
memo from the Meteorologist in Charge of 
WSFO Raleigh was prophetic. 

An entire forecast methodology consists of 
a computerized forecasting aid and provides 
a framework for the judgmental process, 
displays local climatological guidance, 
facilitates the integration of information 
from numerical and statistical guidance 
products, and takes the forecaster's input 
and prepares the final product for 
transmission to the Ohio RFC (Faivre et a!. 
1992). Out of the project has also come 
groundbreaking work in the comparison of 
alternate forecast systems (Krzysztofowicz 
and Long 1991; Krzysztofowicz 1992b) and 
reliability of warning systems 
(Krzysztofowicz et a!. 1992), and full 
operational setup of the Bayesian 
methodology as proposed by Krzysztofowicz 
(1985) and Zevin ( 1986). 

12. SUMMARY 

The last 20 years have seen a steady march 
by operational forecasters and theoreticians 
toward a comprehensive procedure for 
forecasting flasb floods. From the earliest 
plans, there have been consistent appeals for 
operationally feasible systems, which would 
integrate meteorological variables with 
hydrologic criteria. The notion of 
probabilistic forecasts of rainfall and 
flooding have been a part of the envisioned 
solution every step of the way. Successes 
were borne from operational efficiency and 
organizational necessity, and supported by 
interested and challenged scientists . and 
engineers convinced of the promise of 
service to the public. 



Today, we are at a watershed in our pursuit 
of those original goals of a nationwide flash 
flood forecast program. All of the work up 
until now has been developmental, through 
incremental grass roots field efforts, and 
through successive jumps in the application 
of statistical and decision theories. We have 
known for so long who we are, and why we 
are here--and looking back now to those first 
steps, we have known all along where we 
needed to be going! It is now that we know 
the components, their theoretical constructs, 
their analytical solutions, and their 
operational procedures. These efforts are no 
less than WORLD-CLASS--with 
breakthroughs in the real-time application of 
Bayesian methodology and decision theory 
on spatial and temporal mesoscales. They 
come at the prescient moment in National 
Weather Service history when we are 
implementing the technologies that finally 
can support the efficient computation and 
ingest of the requisite data. Unlike other 
NWS Risk Reduction activities that are tests 
of the ingest of data and the use of 
technologies in an operational framework 
(and I do not minimize the significance of 
these), the QPF activities are bold 
operational manifestations of scientific 
theory fully integrated into the forecast 
process on a day-by-day basis. 

Now, we enter an era of implementation! 
This conference is the kickoff. You will 
see, touch, interact with and experience the 
tools needed to take us into the next phase 
of forecast methodology. We must continue 
our work toward a better understanding of 
the physical meteorological processes while 
exploring with our fabulous new detection 
equipment. Though our developmental 
work is far from complete, we must not 
wait longer to convince ourselves that, in 
the words of that 1971 memorandum: "The 
WSFO, when its program is properly 
implemented, does have greater knowledge 
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of meteorological events within its area of 
responsibility than any other weather service 
entity." 

To this end at a minimum, I call for the 
following: 

1) The application and implementation of 
the probabilistic QPF framework at the 
9 WSFOs covering the Ohio River 
Basin; 

2) Mandatory incorporation of the 
theoretical and operational constructs of 
the probabilistic QPF into both the 
COMET Meteorology (COMAP) and 
Hydrometeorology courses, beginning 
in February 1993; 

3) Incorporation and Extension of the 
probabilistic QPFs into the 
Norman/Tulsa risk-reduction 
demonstration; 

4) Mandatory incorporation of the 
computer tools developed at WSFO 
Pittsburgh and the University of 
Virginia, as well as the Ohio RFC 
software, into A WIPS software. 

Let us move forward without hesitation to 
these tasks--I know we are worthy of them, 
as we have been for the last 23 years. 
Thank you, and have a BOLD, EXCITING 
conference! 
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1. INTRODUCTION 

From the earliest years of exploration and 
settlement of the Ohio Valley, rivers have 
been inseparably linked to the lives and 
livelihood of its inhabitants. Not only did 
the rivers provide access to the region, but 
they provided the means of establishing 
communication and trade with the industrial 
eastern United States, as well as the rest of 
the world. 

For many years the greatest problem facing 
those who used the river was reliable 
navigation. In those days, floods could 
wreak havoc on those who lived and worked 
in the flood plain. There was no method 
quick enough to warn of rapid snowmelt, or 
heavy rain, in headwater regions. The 
water just rose ... sometimes very quickly! 
But the low flows of summer and autumn 
and, less often, those of drought years, 
presented the real obstacle to commercial 
development. Raw materials and later, 
manufactured goods had to be transported to 
markets far away. Customers soon 
demanded reliable delivery schedules and 
would buy from whomever could provide 
such delivery. 
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More recently, since the establishment of 
reservoirs and a series of locks and dams 
along the Monongahela, Allegheny, and 
Ohio Rivers, low flow is rarely a problem. 
Of greater importance to commercial 
navigation is the quick rise in river levels. 
Such unanticipated rises can become the 
cause of expensive problems. One of the 
missions of the National Weather Service is 
to provide forecasts of such rises with 
enough lead time to help the commercial 
navigation industry to avoid these problems. 

2. EARLY HISTORY OF RIVER 
COMMERCE 

The Ohio River is formed at Pittsburgh by 
the confluence of the Allegheny River from 
the north and the Monongahela River from 
the south. It is doubtful that any other river 
in the United States has played a greater 
part in the commercial development of an 
unexplored continent. Its uppermost 
tributaries traverse areas of great natural 
resources, precisely those resources needed 
by the settlers of the lands west of the 
Allegheny Mountains as well as those who 
lived in the cities of the East. 



Discovered by the English in 1671 and 
partially mapped by 1688, it was not until 
the year 1700 that traders used the waters of 
the Ohio River to penetrate into the then
unknown Northwest Territory. Permanent 
settlers quickly followed, and by 1775, 
nearly 30,000 people of European descent 
lived west of the Allegheny Mountains. 

The increased population soon demanded 
progress in navigation on the Ohio and its 
tributaries. The earliest motive for regular 
river commerce was for the support of army 
garrisons assigned to protect the early 
settlements, which were usually located near 
rivers. However, the rivers were fickle 
servants, sometimes calm... sometimes 
violent.. .. sometimes in flood .... sometimes 
barely a trickle .... but always unpredictable. 

Despite these difficulties, river traffic 
steadily increased. In the year 1788, 323 
boats passed down the Ohio River carrying 
nearly 6000 people and their possessions. 
About 200 of these boats were built and 
launched at Brownsville, Pennsylvania, on 
the Monongahela River. Seventy such boats 
left Brownsville in a single day in 1796. 

As demand for goods and reliable 
transportation continued to increase, the 
capabilities of first the canoe, and then the 
flatboat, were surpassed. Two-way 
navigation was soon a must as increasing 
numbers of people and goods traveled to and 
from the more populated East into the 
inviting interior of the continent. The center 
of commerce at that time was at Charleston, 
Virginia, (now Wellsburg, West Virginia) 
where millers built a four-story warehouse 
over Buffalo Creek. This structure allowed 
them to load flatboats with flour at a rate of 
five barrels per minute. In 1802, flatboat 
commerce on Ohio headwaters had swollen 
to nearly 46,000 tons valued at 4.5 million 
dollars. 
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A "triangular trade" system developed 
where agriculture products, including 
timber, were shipped to New Orleans at the 
mouth of the Mississippi. In turn, goods 
like sugar and cotton were shipped by sea to 
the eastern industrial cities like Philadelphia 
where manufactured goods were shipped 
back to the frontier overland. The value of 
direct upstream trade remained at 10 percent 
of the downstream because of navigational 
difficulties. Keelboats could ride high water 
downstream with relative ease, but the trip 
upstream could barely average 6 miles per 
day. 

Each side of this trade triangle had to have 
reliable and reasonably priced transportation 
for the system to work, and during the 18th 
century and most of the 19th, river 
navigation on the Ohio and its tributaries 
made one side of this triangle unreliable. In 
the summer of 1803, Captain Merriweather 
Lewis stood at the point in Pittsburgh and 
wrote to President Thomas Jefferson: "At 
this stage of water, oxen make the best 
sailors on the Ohio River. " 

Low water continued to be the major 
problem through the early part of the 19th 
century. During the summer and autumn 
months, flatboats drawing as little as 12.5 
inches of water became stranded on the 
Monongahela and Ohio Rivers. Many 
people believed that it was unconstitutional 
for the federal government to become 
involved with inland improvements and so it 
was left to individuals, companies, and 
various local governments to attack the 
problem. 

In 1793, Virginia declared that the West 
Fork of the Monongahela River was a 
public, navigable waterway. By 1817, 
traffic was so heavy that the Monongalia 
Navigation Company was formed to build 
sufficient dams and chutes to supply slack 
water navigation for flatboats even in the 



summer and autumn. This brought mixed 
reaction, however, and these aids to 
navigation were soon destroyed by either 
floods or by individuals hostile to the idea of 
damming the rivers. 

The droughts of 1818 and 1819 brought the 
low-water problems to a crisis. In Pittsburgh 
alone, goods amounting to over 3 million 
dollars were left in warehouses waiting to be 
shipped. Wheeling, Virginia (now West) had 
become the temporary western terminus of 
the National Road and now threatened to 
replace Pittsburgh as the most up-river point 
of commerce. The city fathers of Wheeling 
claimed that 95% of all boats lost on the 
Ohio River could be blamed on low water 
above Wheeling. At about the same time, a 
survey made by Magnus M. Murray (later 
the fourth mayor of Pittsburgh) showed that 
there were 102 major obstructions to 
navigation on the Ohio between Pittsburgh 
and Louisville. 

But despite navigational and political 
obstacles, nearly 6000 steamboats of varying 
design were built on inland rivers between 
the years 1820 and 1880. The headwaters 
area around Pittsburgh produced at least one 
third of all steamboats ever built in the 
United States. But the use of these 
steamboats in the headwaters area did not 
thrive until 1844 when slackwater navigation 
was opened on the Monongahela River to 
Brownsville. By 1850, steamboat tonnage 
on inland rivers had surpassed the combined 
steamboat/steamship tonnage of the rest of 
the world, foreign and domestic. 

It is no wonder, then, that the governments 
of Ohio, Virginia, and western Pennsylvania 
threatened that continued failure by the 
federal government to act on these matters 
might actually impair the unity of the states! 
Feelings continued to run high during the 
next few decades. 
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The extensive use of the inland river system 
during the Civil War did little to encourage 
the federal government to take the lead in 
improving navigation. Even though the river 
fleet was carrying more tonnage than all of 
the ships of the British Empire, Congress 
continued to debate the merits of river 
improvements and, more specifically, the 
role of the federal government in such 
projects. Presidents held opposing views on 
the subject resulting in many more years of 
navigation problems and slower growth of 
industries, which needed very reliable river 
transportation. 

Another factor during the years of debate 
was the rapid growth of the rail industry. 
Responding to the needs of the war and the 
westward expansion, federally subsidized 
railroads made the packet boat companies 
nearly extinct by war's end. Despite a brief 
renaissance during the later years of the 19th 
century, by the year 1900, packet boats had 
near! y ceased to exist because of fascination 
with the speed of delivery offered by rail. 

For example, one packet line, which 
annually had carried $35 million in freight 
and some 80,000 passengers, failed within 
four years after the establishment of rail 
service between Pittsburgh and Cincinnati. 
But in spite of this, river improvements 
were finally underway with federal blessing 
and dollars. A new day for river 
transportation was about to begin. 
Gradually, the steam era gave way to that of 
diesel. Paddle wheels were replaced by the 
much more powerful propeller driven boats; 
wooden barges by those made of steel. 

In 1874, Major William E. Merrill of the 
U.S. Army Engineers had recommended 
that a so-called "moveable dam" be used on 
the Ohio River to create slack-water for the 
city of Pittsburgh. This recommendation 
was finally acted upon favorably in 1878 
when construction on Davis Island Dam, 



located 4.6 miles below Pittsburgh, was 
commenced by using at least some federal 
money. This dam was opened to 
commercial traffic in 1885 thereby giving 
Pittsburgh a year-round pool in which boats 
and barges could be fully loaded to await 
high water for passage down the Ohio 
River. The dam also served as a 
demonstration of the feasibility and 
usefulness of such a project. 

After construction of Davis Island Dam, 
large-scale river improvements were finally 
underway and by 1929 the entire Ohio River 
was open to slack-water navigation with a 
system of 46 structures. These locks and 
dams were designed to hold a navigable pool 
during periods of low flow. Their single 
600-foot by 110-foot locks handled the 20 to 
30 million tons of freight that moved on the 
river annually during the 1920's and 1930's. 
Many reservoirs had also been built in the 
headwaters of several Ohio tributaries not 
only to help in flood control, but also to 
generate electricity and to provide 
streamflow augmentation. 

Both world wars created tremendous demand 
for the industrial output of the states 
bordering the Ohio River. The rail system 
proved inadequate to handle the bulk 
shipments required by the mobilizing nation 
and so the inland waterways transportation 
was called upon to respond. And respond it 
did! Table 1 shows the increase in total 
freight traffic by decade from 1918 through 
the year 1948. This time period 
encompasses World Wars I and II. Since 
1948, the Monongahela River tonnage has 
continued to average between 25 million and 
40 million per year. 

3. RAINFALL, FLOODS AND QPF 

Since the advent of the lock and dam system 
on the Ohio and its major tributaries, 
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navigation has no longer been plagued by 
the problems of low water. Rarely does a 
navigational pool fall below the minimum 
water level required for safe passage of 
tows. Today's major navigational problem 
is the rapid fluctuation of water levels 
because of heavy rain, and/or snowmelt, and 
ice. Unexpected rapid rises (and the rises do 
not have to reach established flood stages) 
can cause moorings to break resulting in 
"breakaway" barges rushing downstream. 
Some locks cannot operate during periods of 
high water and barge traffic becomes 
"stalled" enroute to its destination. 

Traditionally, river forecasts have been 
made using computed runoff from rain that 
has already fallen. Based on these known 
point-rainfall values, basin average rainfall 
is estimated and basin runoff computed. 
Then by using hydrographs and rating 
curves, river levels are forecast. 

While Charles Ellet was rebuilding a bridge 
over the Ohio River at Wheeling in 1847, he 
stated: "A raingauge network located in the 
distant mountain summits would indicate 
approaching danger (from a flood), and the 
telegraph will announce the fact and the 
whole (event) may thus be controlled by the 
provisions of science." It was then that he 
also suggested a system of reservoirs to 
contain some of these flood waters for 
release during periods of low flow. 

Initially, flood forecasts for any downstream 
point on a river were based almost entire! y 
upon river levels upstream. Then, using 
20th century technology, it became possible 
to put Charles Ellet's concept of raingauges 
and runoff estimation into practice. 
However, waiting until after rain has fallen 
to issue a flood crest forecast is of little use 
to navigation interests in the headwater areas 
of the Ohio River Valley. For example, at 
some locations on the upper Monongahela 
River, flood stages can be reached so 



quickly that reports of rainfall amounts are 
often received after the flood stage or a 
stage critical to navigation has been 
surpassed! 

During the 1960's and 1970's, data from 
radars and satellites brought to the 
hydrologist near real time precipitation 
estimates. Communication speed increased 
tremendously and automated raingauge 
networks could be interrogated at will. But 
it remained for the development of 
sophisticated computer models and their use 
by experienced forecasters to allow for 
serious ventures into the area of forecasting 
future rain amounts. Also, there was a 
certain reluctance by hydrologists to move 
into the area of using future runoff. Rain 
and runoff used in river forecasting has a 
cumulative effect on all downstream river 
points. Small errors upstream become large 
errors downstream. 

All of these tools and the need for better 
notice of river rises coalesced into a QPF 
project that began in 1988. In the Eastern 
Region of the NWS, Weather Service 
Forecast Offices (WSFOs) at Pittsburgh 
Pennsylvania, and Charleston, West 
Virginia, along with the Ohio River Forecast 
Center (OHRFC) in Cincinnati, Ohio, began 
using QPF each day in the river forecast 
program for the upper Ohio Valley. The 
use of QPF has since expanded to include 
all of the rivers in the valley. Each of the 
WSFOs with hydrologic responsibilities 
within the area covered by the OHRFC issue 
QPF forecasts on a daily basis for use in 
computing forecast river levels. 

4. EXAMPLES OF RIVER 
FORECASTING AND QPF 

One example of how QPF can be used by 
commercial navigation interests occurred in 
early 1992. During the three-day period 
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from March 17 through March 19, a basin
average rainfall total of nearly 0.80 inch fell 
over the upper Monongahela River basin. 
The Cincinnati Antecedent Precipitation 
Index (API) model uses soil moisture 
conditions at the beginning of a rainfall 
event to calculate the rainfall/runoff 
relationships to be used to forecast river 
flows and stages. With an initial basin
average antecedent index of 1. 8, this rainfall 
was not enough to produce flooding 
anywhere in the basin. 

However, QPF values issued by WSFOs 
Pittsburgh and Charleston were high enough 
that computed runoff would briefly bring the 
river stage at Lock ?-Greensboro above 15 
feet. Figure 1 shows the QPF isohyets upon 
which the model input was based. Isohyet 
values ranged from 0.25 inch along the Lake 
Erie shoreline to the 1. 00 inch center in 
West Virginia. The resulting hydrograph is 
shown in Figure 2. This forecast meant that 
some measures would be taken by 
navigation interests. 

If, however, the QPF basin-average amounts 
had been on the order of 2.00 inches (Figure 
3), the resulting hydrograph at Lock 7 -
Greensboro would have been that shown in 
Figure 4 and other, more extensive actions 
would have been taken by the navigation 
interests on the Monongahela River. These 
actions are outlined in Section 5. The 
hypothetical isohyets in Figure 3 range from 
0.25 inch along Lake Erie to 2.50 inches in 
West Virginia. 

5. ACTIONS BY COMMERCIAL 
USERS OF QPF RIVER FORECASTS 

Modern Pittsburgh, Pennsylvania, is the 
largest inland port in the United States. 
Even when seaports are considered, it ranks 
as the fifth largest port in the nation. The 
economic impact of commercial navigation 



on western Pennsylvania, particularly on the 
Pittsburgh metropolitan area, is tremendous. 
Some 70 million tons of cargo are 
transported on Pittsburgh's three rivers 
annually, representing an estimated value of 
more than 2 billion dollars. 

Pittsburgh's waterways provide employment 
to many thousands of people in the area. 
Those directly dependent on the rivers for 
their jobs include employees of commercial 
navigation industries, terminal facilities, 
shipyards and government agencies such as 
the U. S. Army Corps of Engineers and the 
Coast Guard. Coal mines, steel mills, 
chemical companies and power plants are 
but a few of the industrial employers who 
rely on these waterways for their operations. 

There are m~or advantages to using modern 
river transportation. One benefit continues to 
be the reliability factor. Constraints that 
interrupt or delay barge traffic are rare. 
Therefore, shippers are able to provide their 
customers with better on-schedule delivery 
services than are possible by using other 
modes of transportation. Another is cost. 
It has been estimated that the average 
transportation costs are 300 times more by 
rail and 500 times more by truck than those 
by barge. 

It is not surprising, then, that any prolonged 
interruption or stoppage of barge traffic can 
have a detrimental impact on the economies 
that are served. In order to prevent such 
occurrences, the Pittsburgh District U. S. 
Army Corps of Engineers operates a system 
of navigational locks and dams along 
Pittsburgh's three rivers. These locks and 
dams are designed to ensure that river 
navigation pools are maintained at depths 
sufficient to support commercial navigation. 

The most serious problem that confronts the 
modern commercial navigation industry is 
high water. River velocities increase as the 
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water levels rise. High velocities make the 
piloting of tows more difficult and can cause 
loss of control. When navigating upstream 
against high velocity flows, transportation 
times increase dramatically. For example, 
during times of high water, the 
transportation time from Cincinnati to 
Pittsburgh increases by as much as several 
days. Shippers also lose valuable time when 
high water reduces bridge clearances. This 
actually can stop boat traffic at some 
locations. 

The hazards of high water are compounded 
when rivers rise quickly as those in the 
Upper Ohio River basin--especially the 
Monongahela River--are prone to do. If 
rises are not anticipated and protective 
precautions are not taken, barges can break 
free. Barges are moored by tying their 
cables to steel rings installed at various 
heights on fixed mooring cells. These 
cylindrical mooring cells are about 15 feet 
in diameter and are constructed of sheet 
pilings driven into the river bed and filled 
with concrete. As the river rises, moorings 
must be adjusted continually by tying the 
barge cables to higher rings on the mooring 
cells. If this is not done, the cables become 
too short, snap, and the barge is no longer 
secured. 

"Breakaway" barges are the navigation 
industry's nightmare. These uncontrolled 
barges can travel downstream at high 
speeds. A serious threat to life and 
property, "breakaways" have slammed into 
bridge piers, boats, marinas, lock walls and 
anything else in their paths. 

Breakaway barge incidents are also 
extremely expensive. The Consolidation 
Coal Company, just one of many waterways 
users, reported a revenue loss of 60 million 
dollars after a m~or breakaway barge 
incident which occurred during the Election 
Day Flood in 1985. During that flood, 



numerous barges traveled at breakneck 
speeds down the Monongahela River. 
About 20 barges became jammed in the 
gates at the Maxwell Dam, causing 
extensive structural damage resulting in loss 
of use of the lock for about a month. 

The Waterways Association of Pittsburgh, a 
commercial navigation industry group, has 
taken a proactive stance to eliminate 
breakaway barge incidents. In a cooperative 
effort among member organizations, 
government agencies and others, the 
Waterways Association develops educational 
programs and procedures designed to 
promote safe navigation on the rivers. 

The use of QPF in daily river forecasts has 
been a boon to commercial navigation in 
their ongoing effort to eliminate breakaway 
barge incidents. Users report that the longer 
lead time provided by using QPF in river 
forecasts allows them more time to receive 
the forecasts and take the necessary actions 
to secure their barges properly. 

Hydrologists at the NWS Forecast Office in 
Pittsburgh notify the Waterways Association 
of Pittsburgh immediate! y when levels 
critical to navigation are forecast. These 
critical levels, many well below official 
flood stages, have been established along the 
navigable portions of the Allegheny, 
Monongahela and Upper Ohio rivers. 

The most upstream forecast point that is 
critical to navigation along the Monongahela 
River is Lock and Dam 7 Greensboro (MR
L 7). When a stage of 15 feet is forecast for 
the pool gage at MR-L7, WSFO Pittsburgh 
notifies the Waterways Association by 
telephone. The Waterways Association 
immediately activates an extensive calling 
tree through which all members are alerted 
to the expected river rise. The entire 
notification process takes 15 minutes. This 
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allows the Association members to notify 
their customers of any delivery delays. 

For example, a forecast of 15 feet for the 
upper gage at MR-L7 alerts navigation 
interests to be prepared should it become 
necessary to take special high water 
precautions. Some barge companies begin 
to cut back on the size of their tows (reduce 
the number of barges per boat) at this point. 

When a crest of 17 feet or greater is 
forecast for the upper gage at MR-L7, barge 
companies initiate "protective mode 
procedures." At that time, all deliveries 
cease and boats steer their tows to the 
nearest available fixed mooring cells. 
Deckhands check to ensure that barges are 
securely tied to one another. Cables are 
adjusted continuously as the river rises. 

There is an outstanding spirit of cooperation 
within the commercial navigation industry in 
Pittsburgh. During high water, these 
companies work together to protect each 
other's fleets and willingly share resources 
and personnel in their common goal of 
eliminating barge breakaways. 

QPF river forecasts have proven to be a 
boon to the commercial navigation industry 
in western Pennsylvania and have been 
acclaimed industry wide. The increased 
lead times afforded by QPF provide precious 
hours for these users to take necessary 
precautions to prevent dangerous and costly 
disasters. 

6. CONCLUSION 

The worth of QPF in river forecasting 
continues to be debated in some circles. 
There are those who think only in terms of 
its use in forecasting dramatic rises in the 
headwaters of streams and smaller 



tributaries. Perhaps these are the most 
visible cases since floods, predicted or not, 
tend to capture the attention of the media 
especially when there are large dollar losses 
or human fatalities. Many times the more 
routine uses are either overlooked or remain 
unknown. We have shown one example of 
the usefulness of QPF to the commercial 
navigation industry. There are undoubtedly 
others. 

The mission of the National Weather Service 
is to protect lives and property from 
weather-related catastrophies. Certainly this 
extends to the saving of the extra damage 
costs incurred by the navigation industry 
associated with quick river rises that can be 
forecast by incorporating QPF into daily 
river forecasts. 

Stream 1918 1928 

Allegheny 2,290 3,480 

Monongahela 16,540 27,410 

Ohio 6,170 20,940 

Table 1. Total freight traffic in thousand tons 
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2,350 3,170 
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QPF isohyets over the upper Ohio Valley ranged from 
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Figure 2 Stage hydrograph at Lock 7 with Series 1 as the 
forecast without QPF and Series 2 as the forecast with QPF. Even 
this minor difference would have elicited a response from the 
Waterways Association and its members. 
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Figure 3 Hypothetical QPF isohyets over the upper Ohio Valley 
with a maximum of 2.5 inches of rain (in a 24-hour period) 
located over west Virginia. 
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Figure 4 Using the isohyets from Figure 3, the resulting stage 
hydrograph at Lock-7 shows significant differences between the 
non-QPF forecast (Series 1) and the QPF forecast (Series 2). 

28 



Probabilistic Hydrometeorological Forecasting System: 
A Conceptual Design 

Roman Krzysztofowicz 
Department of Systems Engineering 

University of Virginia 
Charlottesville, Virginia 

1. INTRODUCTION 

1.1 Systems Approach to 
Hydrometeorological Forecasting 

The ongoing modernization of the National 
Weather Service (NWS) aims at a broad 
improvement of services which, ultimately, 
should increase forecast values to the users 
and economic benefits to the nation. With 
respect to forecasts of river stages, research 
results and operational experience 
accumulated over the years point to an 
unequivocal conclusion: that in order to 
significantly Improve the service 
performance, one must take a 
comprehensive systems approach (Zevin 
1993). The essence of this approach is 
system integration at two levels: (i) at the 
theoretical level, it is necessary to couple 
meteorological forecasting of precipitation 
amounts, hydrologic forecasting of river 
stages, and decision-making for the purpose 
of issuing flood watches and warnings; (ii) 
at the operational level, it is necessary to 
couple forecast, decision, and verification 
procedures utilized by a River Forecast 
Center (RFC) with those utilized by Weather 
Forecast Offices (WFOs) within the RFC 
service area. 

Based on these premises, and building on 
past studies, the NWS Eastern Region has 
undertaken the development of an 
integrated, probabilistichydrometeorological 
forecasting system. The origins of the 

29 

concept, its broad objectives, and 
organizational ramifications are described by 
Zevin (1993). This article concentrates on 
a conceptual design of the system. The 
design embodies the systems approach, 
whereas methodologies for forecasting, 
decision-making, and forecast verification, 
which underlie design concepts but are not 

. detailed herein, rest on methods of Bayesian 
decision theory. 

1.2 Potential Benefits of Probabilistic 
Forecasts 

It is generally agreed that improvements to 
river stage forecasts should aim at three 
objectives: 
• increasing the lead time of forecasts; 
• increasing the reliability of forecasts (by 

eliminating a bias toward the 
underestimation of river stages during 
rises--the phenomenon known as stair
stepping, and by reducing forecast 
uncertainty--as measured by the posterior 
variance of river stages); and 

• quantifying forecast uncertainty in real 
time (by producing stage exceedance 
probabilities). 

All three improvements can potentially be 
realized (i) by extending an input time series 
of precipitation already observed with a 
probabilistic quantitative precipitation 
forecast (QPF), and (ii) by transforming this 
input into a probabilistic river stage 
forecast (RSF). 



Precipitation amount is one of the most 
difficult predictands and the major source of 
uncertainty in river forecasting. A 
probabilistic format of the QPF allows the 
forecaster to express the degree of 
uncertainty about the predictand. A 
quantification of this uncertainty has three 
potential benefits (Krzysztofowicz et a!. 
1992): it aids the forecaster in making 
unbiased judgments; it provides input 
necessary to produce probabilistic RSFs; and 
it provides additional information to forecast 
users. 

In addition to offering a longer lead time 
and unbiased estimates of river stages, a 
probabilistic RSF allows users to consider a 
tradeoff between the forecast uncertainty and 
the lead time. In effect, risks can be 
explicitly accounted for in decision making, 
and this additional information is expected to 
increase economic benefits of forecasts. 
These benefits may be especially significant 
to emergency management agencies, storage 
reservoir managers, waterways and barge 
operators during high rises and flood events. 
Likewise, a probabilistic RSF will allow the 
NWS to cast flood watches and warnings in 
a quantitative, probabilistic format, which is 
more informative and effective in conveying 
predictions of rare and severe weather 
events (Murphy 1991). 

2. PROBABILISTIC FORECASTS 

2.1 Probabilistic QPF 

2.1.1 Predictand 

Let W denote the basin average precipitation 
amount accumulated during a fixed period, 
long enough to cover an entire weather 
event or a significant portion thereof. Let 
W, denote the basin average precipitation 
amount accumulated during the ith 
subperiod, i € {1 , ... ,n}, where n is the 
number of subperiods such that W, + . . . + 
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W. = W. For each i, define a variate e, = 
W/W, representing a fraction of the total 
amount accumulated during subperiod i, so 
that 0 :::; e, :::; 1 and e, + . . . + e. = 1. 
Fractions ( e,, ... , e.,) are assumed to be 
stochastically independent of the total 
amount W. This property, termed the 
disaggregative invariance, was tested and 
confirmed for river basins in Pennsylvania 
via statistical analyses of hourly precipitation 
amounts accumulated over periods of up to 
24 hours. 

The predictand for a river basin is the vector 
(W; e,, ... ,e.,). The disaggregative in variance 
property enables us to decompose the 
forecasting problem into two independent 
tasks: (i) forecasting the total precipitation 
amount W for a period; and (ii) forecasting 
the temporal disaggregation (e., ... ,e.,) of 
any total amount into subperiods. 

2.1.2 Forecast for a River Basin 

The forecast consists of two parts, as 
illustrated in Figure 1: the first part is a 
probabilistic forecast of W; the second part 
is a deterministic forecast of (e., ... , e,). 
This dichotomy and the particular format of 
the forecast, which consists of (3 + n) 
estimates, is a result of a compromise 
between theoretical considerations (whose 
objective is to maximize the information 
contents of the forecast) and operational 
considerations (whose objective is to 
minimize the complexity of judgmental tasks 
required of a forecaster and the overall 
effort involved in forecast preparation). 

The first part of the forecast specifies three 
exceedance fractiles (x75 , X 50 , x,) of the 
total basin average precipitation amount W. 
With p denoting a probability number, 
0 < p < I, the lOOp% exceedance fractile 
of W is an estimate x,00p such that the 
exceedance probability is 

P(W > x,00p) = p, O<p<l. 



The 50% exceedance fractile is the median 
of W: PC:W > X 50) = PC:W < X 50) = 0.50. 
The 75% and 25% exceedance fractiles 
define a 50% credible interval about the 
median: P(x75 < W < x,) = 0.50. A 
continuous exceedance function ¥ of W can 
be estimated by fitting a parametric model to 
the three points {(x,, 0.75), (x50 , 0.50), (x,, 
0. 25)}. Then for any possible observation 
w of W, one can find the exceedance 
probability as PC:W > w) = i(w). 

The second part of the forecast specifies n 
expected fractions (z1, ... ,z,), which are 
estimates of (e1, ... ,e,). Specifically, z1 = 
E(81), where E denotes the expectation, 0 ::; 
z1 ::; 1 for every subperiod i € {l, ... ,n}, and 
z1 + ... + z. = 1, which implies that (n-1) 
estimates are sufficient. The estimates 
(z1, ... , z,) define the expected temporal 
disaggregation of any total basin average 
precipitation amount W accumulated during 
a period, into amounts (W 1, ... , W,) 
accumulated during the n subperiods. For 
any hypothesized total amount, say W = w, 
one can obtain the conditional expectation of 
W1 aS 

E(W1 I W = w) = z1w, 1 = l, ... ,n. 

A complete characterization of uncertainty 
about the temporal disaggregation is 
obtained by using the forecast (z,, ... ,z,) to 
update a prior (climatological) joint 
distribution of (81, ... ,e.,) into a posterior 
distribution from which a conditional joint 
distribution of (W" ... , W,, W = w) may be 
derived. 

In summary, the probabilistic QPF for a 
river basin specifies 3 + n estimates 

where the first 3 + (n-1) estimates are 
sufficient because of the constraint z, + ... 
+ z, = 1. In the operational testing of the 
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forecasting system conducted by the 
Pittsburgh office since August 1990, W is a 
24-hour basin average precipitation amount, 
which is disaggregated into four 6-hourly 
amounts. Thus, the probabilistic QPF for a 
river basin specifies seven estimates (x,, x50 , 

x,; z1, z,, z,, z,). Forecasts are issued twice 
a day for 24-hour periods beginning at 0000 
and 1200 UTC. These time periods will be 
used in illustrations and discussions 
throughout the remainder of this paper. 

2.1.3 Forecast for a Service Area 

Probabilistic QPFs for river basins are not 
prepared directly. Rather, these forecasts are 
computed from a source forecast which the 
WFO prepares for its service area. The 
source forecast is in a graphical/ 
alphanumerical format and consists of four 
elements: (i) isopleths of a spatially 
averaged precipitation field of the total 
amount accumulated during the period over 
the service area; (ii) a M x 3 matrix of 
exceedance fractiles, where M is the number 
of isopleths drawn by the forecaster within 
the service area; (iii) boundaries of 
disaggregation zones, which may be either 
drawn by the forecaster or assumed to 
coincide with boundaries of primary river 
basins into which the service area is divided; 
and (iv) a N x (n-1) matrix of expected 
fractions, where N is the number of 
disaggregation zones and n is the number of 
subperiods. · 

The graphical/alphanumerical format of the 
source forecast may be transformed into a 
grid format. This format consists of 3 + 
(n-1) grids; there are 3 grids with 
exceedance fractiles (x,, x50 , x,) of the 
spatially averaged precipitation field, and (n-
1) grids with expected fractions (z" ... ,z •. ,) 
of the temporal disaggregation. Either 
format can be used to compute the 
probabilistic QPF for any river basin within 
the WFO service area. 



2.2 Probabilistic RSF 

Let t denote the time measured on a 
continuous scale from the beginning of the 
period for which a probabilistic QPF is 
prepared. Let H(t) denote the river stage in 
a gauging station at time t. The predictand 
for a gauging station is a sequence of river 
stages {H(t): t = t,, t,, t,, ... ,t,}. Epochs tj, 
j = 1, 2, 3, ... ,r, coincide with epochs for 
which a hydrologic model employed by a 
RFC calculates the discrete hydrograph, for 
instance, t = 6, 12, 18, ... ,T hours. 

The probabilistic RSF for a gauging station 
consists of a sequence of exceedance 
functions 

{iif(h It) : t = t,, t,, t,, ... ,t,} , 

of the form 

ijf(h I t) = P(H(t) > h) , 

which specifies the probability of the river 
stage H(t) exceeding level h, for any h 
between the gauge datum and infinity. 
Figure 2 shows an example. 

Informative probabilistic RSFs may be 
produced for lead times up to T hours, 
where T S: (projection time of the 
probabilistic QPF) + (response time of the 
river basin). Beyond this horizon, the 
forecast exceedance functions ijf(h I t), if 
they are well calibrated, should tend toward 
a climatological exceedance function of the 
river stage (which may be conditional on an 
initial state of the river basin at timet = 0). 

3. CONCEPTUAL SYSTEM DESIGN 

3.1 An Integrated System 

The probabilistic hydrometeorological 
forecasting system is built of three 
components, as depicted in Figure 3: 
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• Probabilistic Quantitative Precipitation 
Forecasting (PQPF) system for a WFO; 

• Probabilistic River Stage Forecasting 
(PRSF) system for a RFC; 

• Flood Warning Decision (FWD) system 
for a WFO. 

The overall objective of the system is to 
optimize processing of information, 
beginning with the preparation of 
meteorological forecasts of precipitation 
amounts at the WFO, through the production 
of hydrologic forecasts of river stages at the 
RFC, to decision making concerning flood 
watches and warnings by the WFO. The 
system will rely on hydrologic models 
utilized by RFCs, and its processing 
requirements should remain within 
operational constraints of modernized RFCs 
and WFOs. Thus the system can be viewed, 
essentially, as a methodological 
enhancement to the NWS modernization 
efforts. 

3.2 Probabilistic Quantitative 
Precipitation Forecasting System 

The PQPF system is designed for a WFO 
and consists of three subsystems, as shown 
in Figure 4: 

• forecasting methodology (FOR); 
• local climatological guidance (LCG); 
• forecast verification (VER). 

The subsystems are integrated through 
input/output interfaces, and the total PQPF 
system is integrated into the NWS 
communication network. Information to be 
exchanged is as follows. The FOR 
subsystem can call QPF guidance products 
prepared by the National Meteorological 
Center (NMC) and the Techniques 
Development Laboratory (TDL), and 
climatological information from LCG. The 
LCG subsystem can pass information to 
FOR and VER. The VER subsystem 
receives forecasts from FOR and actual 



basin average precipitation amounts from the 
RFC; it can also retrieve climatological 
information from LCG. The forecaster can 
interact directly with any subsystem; the 
function of each is described below. 

3.2.1 Forecasting Methodology 

The purpose of the methodology is to aid a 
field forecaster in coupling principles of 
weather forecasting with principles of 
probabilistic reasoning, and to automate all 
algorithmic processing tasks. Its 
implementation takes the form of a human
computer forecasting system (FOR) shown 
in Figure 5. Its main components are 
judgmental tools and estimation procedures 
(Krzysztofowicz et a!. 1992). 

The purpose of the judgmental tools is to 
guide the forecaster's reasoning. With 
training and experience, these judgmental 
tools can be internalized by the forecaster to 
become part of his cognitive skills. There 
are two such tools: 

• an information processing scheme, 
which the forecaster follows to transform 
information from multiple sources into 
judgmental estimates; and 

• a protocol for assessing exceedance 
fractiles, which the forecaster follows to 
verify probabilistic properties of 
judgmental estimates. 

The purpose of the estimation procedures 
is to elicit judgmental estimates from the 
forecaster and then to transform this input 
into the final product, ready for transmission 
to the RFC. There are two interactive 
procedures: 

• a procedure for drawing isopleths of a 
spatially averaged precipitation field; and 

• a procedure for assessing the temporal 
disaggregation of a 24-hour precipitation 
amount into four 6-hourly precipitation 
amounts. 
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3.2.2 Local Climatological Guidance 

The purpose of the local climatological 
guidance (LCG) is threefold: it allows the 
forecaster to become familiar with 
climatological statistics of the predictand; it 
reinforces the frame for his judgments, since 
the format of LCG is identical with the 
format of the probabilistic QPF; and it 
provides the forecaster with climatological 
estimates of (x7.s, X5r, x25; Zt, Z2, Z3, z4), 
which play an important role in assessing 
final (posterior) estimates. 

The guidance is for each primary river basin 
and each month of the year. It is interactive 
and allows the forecaster to enter various 
hypotheses about the minimum basin 
average precipitation amount, and the timing 
of the precipitation; climatological statistics 
are then conditioned on these hypotheses. 
The statistics that can be requested pertain to 
the following: (i) an unconditional or 
conditional exceedance function of the 24-
hour basin average precipitation amount; (ii) 
an unconditional or conditional temporal 
disaggregation of a 24-hour basin average 
precipitation amount into four 6-hourly 
amounts; and (iii) an event tree of the 
precipitation timing and likelihoods of 
various hypotheses being true. 

3.2.3 Forecast Verification 

A probabilistic QPF specified in terms of 
seven estimates (x,, x50 , x,; z1, z,, z,, z,) is 
verified against the actual 24-hour basin 
average precipitation amount and its 
temporal disaggregation, which are 
calculated by the RFC based on raingauge 
observations. The forecast is verified with 
respect to four attributes: (i) calibration of 
the exceedance fractiles (x,, x50 , x,,); (ii) 
informativeness of the exceedance fractiles; 
(iii) bias of the expected fractions (z1, z,, z,, 
z,); and (iv) informativeness of the expected 
fractions. 



A comparison of the latest forecasts with 
actual amounts is available at 1200 UTC 
each day. Verification statistics are 
produced and reviewed with the forecasters 
at the end of each month. The group 
receives verifications for the latest month, 3 
months, and 12 months. For each period, 
there is a verification of all forecasts, as 
well as stratified verifications for every 
basin, and every forecast time. In addition, 
each forecaster receives, for his eyes only, 
verifications of forecasts he prepared during 
the latest 3 months and 12 months. 

3.3 Probabilistic River Stage Forecasting 
System 

The PRSF system is designed for a RFC and 
consists of four subsystems, as shown in 
Figure 6: 

• precipitation forecast processor (PFP); 
• river forecasting methodology (RFOR); 
• river climatological guidance (RCG); 
• river forecast verification (RVER). 

The subsystems are integrated through 
input/output interfaces, and the total PRSF 
system is coupled with the PQPF systems at 
WFOs. Information to be exchanged is as 
follows. The PFP subsystem receives 
probabilistic QPFs from WFOs and prepares 
input to RFOR. The RFOR subsystem 
produces probabilistic RSFs, which are sent 
to WFOs and the RVER subsystem. The 
forecaster can interact directly with any 
subsystem; the function of each is described 
next. 

3.3.1 Precipitation Forecast Processor 

The RFC receives probabilistic QPFs from 
all WFOs located within its service area. 
Processing of these forecasts involves tasks 
such as: (i) quality control, both judgmental 
and statistical; (ii) reconciliation of any 
significant discontinuities between 
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probabilistic QPFs for adjacent river basins 
lying within service areas of different 
WFOs; (iii) composition and review of a 
probabilistic QPF for the entire service area 
of the RFC; and (iv) computation of time 
series of basin average precipitation amounts 
that will be input into a hydrologic model. 

3.3.2 River Forecasting Methodology 

We env!Slon a hydrologic-statistical 
forecasting system structured as shown in 
Figure 7. The purpose of the system is to 
transform the probabilistic QPF for a river 
basin, or its sub-basins, into a probabilistic 
RSF for a station at the basin outlet. 

The forecasting methodology embodies three 
premises. First, it may be implemented 
with any deterministic hydrologic model. 
Second, it decomposes the total forecast 
uncertainty into hydrologic uncertainty and 
prec1p1tation uncertainty, which are 
independently estimated and then integrated. 
Third, it is based on principles of Bayesian 
inference (Krzysztofowicz 1985a). A brief 
description of the four components depicted 
in Figure 7 follows. 

Hydrologic model. The model employed by 
a RFC is deterministic and consists of a 
rainfall-runoff transformation and a river 
routing procedure. Given initial conditions 
and an input time series of 6-hourly spatially 
averaged precipitation amounts { w, : i = 1, 
2, 3, 4} for the basin or each of its sub
basins, the model outputs a time series of 
river stages {s(t): t = 6, 12, 18, 24, ... ,T}, 
which can be plotted as a discrete-time 
hydrograph. An input time series can be 
obtained from the probabilistic QPF as 
follows. Let W denote the unknown 24-
hour basin average precipitation amount, and 
W, denote the unknown amount in the i"' 6-
hourly subperiod. Conditional on the 
hypothesis that W = w, the expectation of 
W, is given by E(W, I W = w) = z,w, 



where z, is the expected fraction. By 
applying this expression to a hypothesis 
W = w10,., where w,OOp is the exceedance 
fractile corresponding to probability p on the 
exceedance function ~ of W, one may obtain 
a conditional time series of the form 

{w, = z,w,OOp : i = 1, 2, 3, 4} . 

A set of such conditional precipitation time 
series, each for a different probability p 
(say, p = 0.99, 0.75, 0.50, 0.25, 0.10), 
produces a set of river stage time series, and 
these are next input into uncertainty 
processors. 

Hydrologic uncertainty processor. Suppose 
the time series of the precipitation input is 
known perfectly. There still may be errors 
in the river stage forecasts caused by errors 
in forecasts of other inputs (e.g., 
evaporation rate), errors in measurements of 
hydrologic states (e.g., past precipitation, 
current soil moisture), and imperfections of 
the hydrologic model. The resultant forecast 
uncertainty is characterized in terms of a 
family of conditional probability density 
functions of the form f, (h I s, t), where h is 
a magnitude of the unknown actual river 
stage H(t) at time t, and s is an estimate of 
this stage produced by the hydrologic model 
under the hypothesis that the precipitation 
input is known perfectly. 

Precipitation uncertainty processor. Suppose 
there is no hydrologic uncertainty, and the 
unknown precipitation input is the only 
source of forecast uncertainty. This 
uncertainty may be characterized in terms of 
a density f,(s I t), where s is a magnitude of 
the river stage S(t) at timet that is output by 
the hydrologic model. This stage is a 
random variable because the precipitation 
input is random. And under the hypothesis 
that there is no hydrologic uncertainty, S(t) 
= H(t). 
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Integrator. Of ultimate interest is the 
predictive (Bayesian) density of the actual 
river stage H(t) at time t. When both types 
of uncertainties are present, hydrologic and 
precipitation, this density is specified by the 
total probability law: 

f(hi t) = J f 1 (his, t) f 2 (sl t) ds. 

The exceedance function iii of the river stage 
H(t) at time t is then readily obtained as: 

tjl(hit)=P(H(t)>h)=Jf(uit)du. 
h 

The processors that output densities f, and f, 
are envisioned as Bayesian post-processors, 
estimated partly off-line via a simulation 
experiment, and partly on-line via a 
contingency analysis conducted on a set of 
river stage time series produced by the 
hydrologic model based on the probabilistic 
QPF, as explained earlier. Prior 
distributions needed for Bayesian estimation 
and inference will come from the local 
climatological guidance described in Section 
3.2.2 and the river climatological guidance. 

3.3.3 River Climatological Guidance 

The purpose of the river climatological 
guidance (RCG) is to provide prior statistics 
and distributions of river stage time series. 
This information is needed by Bayesian 
uncertainty processors in the forecasting 
subsystem. It is also needed by the 
verification subsystem. The guidance will 
be developed for each river station and each 
month of the year. 

3.3.4 River Forecast Verification 

A probabilistic RSF, specified in terms of a 
sequence of exceedance functions for epochs 
t = 6, 12, 18, 24, ... ,T hours, is verified 



against a time series of actual river stages. 
For every epoch t, the exceedance function 
is verified with respect to two attributes: 
calibration and informativeness. Each 
verification statistic is next analyzed as a 
function of the forecast lead time t. It is 
anticipated that the verification statistics of 
probabilistic RSFs will be produced and 
reviewed on the same schedule as the 
verification statistics of probabilistic QPFs. 

3.4 Flood Warning Decision System 

The FWD system is designed for a WFO. 
Its purpose is to provide optimal rules for 
deciding flood watches and warnings based 
on probabilistic RSFs. The system is 
structured according to a decision-theoretic 
methodology (Krzysztofowicz and Davis 
1983; Krzysztofowicz 1985b), as shown in 
Figure 8. 

The disutility model provides a decision 
criterion. This criterion quantifies the 
relative values of outcomes of all possible 
decisions and events. These outcomes are 
economic, social, and behavioral. The 
human response model describes behavioral 
and social outcomes. The economic loss 
model describes economic outcomes such as 
cost of protective actions and potential flood 
damage, as well as constraints on 
implementation of actions imposed by the 
available time and resources. 

The decision model provides optimal rules 
for deciding flood watches and warnings. 
The optimization procedure conforms to the 
Bayesian postulates of rationality: it seeks 
a rule that minimizes the expected disutility 
of outcomes, given a probabilistic RSF. 
Two elements of the forecast enter a 
decision rule: the forecast lead time t and 
the probability of the river stage H(t) 
exceeding a threshold stage h, (for example, 
the flood stage) at time t. This probability 
is specified by the exceedance function as 
P(H(t) > h,) = iji(h, I t). The general 
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structure of an optinial decision ruJe is as 
follows: 

If P(H(t) > h,) . > p* 
and t < t*, 

then issue a flood alarm. 

The alarm may be either watch or warning. 
The probability threshold p* and the lead 
time threshold t* have two sets of values, 
one for the watch and another for the 
warning. These values are determined via 
the decision model, and they depend upon 
the disutilities of outcomes. Together, p* 
and t* characterize a tradeoff between the 
probability of flooding and the lead time of 
a flood alarm. This tradeoff is optimal from 
the viewpoint of users, or decision makers, 
whose disutilities have been represented in 
the model. 

The decision-theoretic methodology offers 
the possibility of tailoring flood alarms to 
user needs in two ways. First, it is possible 
to issue zone-specific alarms. To this end, 
the floodplain is divided into zones by 
elevations, say h,, h,, h,, ... ,hm, and the 
disutility model is estimated for floodplain 
dwellers in every zone. In effect, the 
decision about a flood alarm (watch or 
warning) can be made optimally for every 
zone. Second, purpose-specific alarms may 
be issued for various types of users, such as 
the general public, emergency management 
agencies, or managers of commercial 
establishments. Each type of users is likely 
to have a distinct disutility model. By 
estimating this model, the optimal thresholds 
p* and t* can be determined for the specific 
type of users. 

In summary, probabilistic RSFs and the 
decision-theoretic methodology will make it 
possible to replace the predominantly 
hydrologic criteria for issuing flood watches 
and warnings with comprehensive decision 
criteria, defined and estimated from the 
viewpoint of users. 



4. CLOSURE 

A conceptual design has been presented of 
an integrated probabilistic 
hydrometeorological forecasting system. 
The system is built of three main 
components. The current status of research 
and development is as follows. The 
Probabilistic Quantitative Precipitation 
Forecasting system has about one-half of its 
theoretical foundations completed, and its 
development reached the state of a partial 
prototype which is being tested operationally 
by the National Weather Service Forecast 
Office in Pittsburgh. Since the testing began 
in August 1990, over 2500 probabilistic 
QPFs have been prepared for two river 
basins. The Probabilistic River Stage 
Forecasting system awaits a detailed 
theoretical formulation and operational 
development. The Flood Warning Decision 
system awaits an adaptation of a general 
tbeory to its objectives and requirements and 
then operational development. 
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Figure I. Example of a probabilistic Quantitative Precipitation Forecast (QPF) for a river basin. 
(a) Exceedance function of the 24-hour Basin Average Precipitation (BAP) amount. 
(b) Expected temporal disaggregation of any 24-hour amount into four 6-hourly amounts. 
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Figure 2. Example of a probabilistic River Stage Forecast (RSF) for a gauging station. 
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Figure 3. An integrated probabilistic hydrometeorological forecasting system for a Weather 
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Figure 4. Structure and interfaces of the Probabilistic Quantitative Precipitation Forecasting 
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1. QUANTITATIVE PRECIPITATION 
FORECASTS 

The National Meteorological Center (NMC) 
and the Techniques Development Laboratory 
(TDL) of the National Weather Service 
generate a number of Quantitative 
Precipitation Forecasts (QPFs). These 
guidance products are available in Weather 
Service Forecast Offices via the AFOS 
system (Automation of Field Operations and 
Services). They provide forecasts of 
precipitation amounts over the conterminous 
United States. The exact definitions of 
predictands, forecast issuance times, valid 
periods, and display formats vary among the 
products. Because the predictands and the 
forecasts do not match input requirements of 
hydrologic models, these products cannot be 
used directly in river forecasting. However, 
they provide guidance to making QPFs for 
hydrologic purposes, where the predictand 
of interest is the basin average precipitation 
amount. 

2. SURVEY OF FORECASTERS 

In order to evaluate the usage and utility of 
QPF guidance products, a survey was 
conducted among nine forecasters from the 
Pittsburgh Weather Service Forecast Office 
(WSFO) in February 1991. These 
forecasters had been operationally preparing 
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QPFs for 3-1/2 years, including probabilistic 
QPFs for nine months. The predictand is 
the 24-hour basin average precipitation 
amount and· its four 6-hour summands. 
Forecasts are made twice a day at 0000 and 
1200 UTC for eight river basins. 

Fourteen QPF guidance products were 
evaluated. These products are listed in 
Table 1; their issuance times and valid 
periods are shown in Figure 1. 

Forecasters' opinions were elicited through 
a written questionnaire which is reproduced 
at the end. The next section summarizes 
results, and the following section compiles 
forecasters' opinions. The authors would 
like to stress that this survey represents only 
a snapshot of constantly evolving guidance 
products. Assessments such as this one 
should, perhaps, be conducted periodically, 
say annually. 

3. SURVEY RESULTS 

3.1 Usage and Utility 

The median forecaster in our group uses 
eleven of the guidance products, though not 
all simultaneously. Table 1 shows the usage 
per product. To evaluate the relative utility 
of each product, every forecaster who uses 
a product rated it on a 0-100 scale. The 



average ratings vary between 30 and 66, and 
their median is 57. This suggests that the 
majority of the products offer helpful though 
only partial information for forecasting the 
basin average precipitation. 

3.2 Overall Conclusions 

The compilation of forecasters' opmrons 
collected in this survey suggests that: 

1) None of the guidance products could be 
used alone and directly to prepare the basin 
average QPF. 

2) Some loss of information may occur 
because guidance products have different 
formats, many of which are incompatible 
with the predictand; thus a mental 
transformation of the guidance information 
is inevitable. 

3) The most preferred guidance products are 
those which result from an in-depth analysis 
by the NMC forecasters who specialize in 
quantitative precipitation forecasting; 
narratives substantiating their QPF guidance 
enhance the utility of the product. 

4) Even the most accurate guidance product 
·cannot be judged useful if the issuance 
times, valid periods, and formats are not 
compatible with the forecast being preparec. 

5) The perceived accuracy of the guidance, 
based on the forecaster's knowledge and 
experience, is a very important factor. This 
suggests that it would be very desirable to 
make objective verifications of QPF 
guidance products routinely available to 
local forecasters. 

4. CHOOSING AND USING 
GUIDANCE PRODUCTS 

Inasmuch as different guidance products 
possess different attributes and verification 

44 

statistics, experience is vital in deciding 
which products to use and when, and how to 
process \the information in order to make 
foreca&tJ, ~f the basin average precipitation 
amount~ The collective experience 
accum'ulated by nine Pittsburgh forecasters 
is compiled in the Appendix. 

The intent of this compilation is twofold. 
First, it is to share the experience with other 
forecasters, and ·especially to offer guidance 
to those who just enter the arena of QPFs. 
Second, it is a pilot effort at recording the 
experiential knowledge that could potentially 
form a basis for an improved design of the 
interface between the general-purpose 
products, prepared centrally by NMC and 
TDL, and a local forecaster who prepares 
user-specific products. 

In compiling and editing the assessments, 
only comments provided by the forecasters 
were included, even though other attributes 
may have been known. Thus, this 
compilation reflects solely knowledge and 
experience of forecasters as captured in the 
survey. 
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Table 1. Usage and utility of guidance products in preparation of probabilistic QPFs for river 
basins.* 

Guidance Product Number of Average 
Forecasters Utility 

AFOS Who Use It Rating on Rank 
# Name Identifier (Out of Nine) Scale 0-100 

1 0-6 H OBJ QPF OlE 1 30 14 

2 3-9 H OBJ QPF 02E 2 40 13 

3 6H RGL QPF-6H OlQ 6 53 11 

4 12H RGL QPF-6H 02Q 8 54 10 

5 18H RGL QPF-6H 03Q 9 56 9 

6 24H RGL QPF-6H 04Q 9 58 6 

7 LFM FOUS FRH64 8 52 12 

8 NGM FOUS FRHT64 7 61 4 

9 Excsv Rain Outlook 94E 7 59 5 

10 6H QPF-PDl 92E 8 64 3 

11 6H QPF-PD2 93E 8 65 2 

12 6H QPF-PD3 9EE** 8 57 7 

13 6H QPF-PD4 9FE** 8 57 7 

14 24H Day 1 QPF 94Q 8 66 1 

*Results of a survey conducted among nine forecasters from the WSFO Pittsburgh. 

**Products available only upon request. 
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Figure 1. Issuance times and valid periods of QPF guidance products. The times are in UTC. 
(Source: NWS Technical Procedures Bulletins.) 
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APPENDIX 
COMPILATION OF FORECASTERS' OPINIONS 

0-6 H OBJ OPF and 3-9 H OBJ OPF (TDL) 
Attributes: 
Only two forecasters indicated they had used these products which, according to them, have 
some usefulness during flash flooding. 

Usage Guide: 
1) The 0-6 H OBJ QPF either is valid for a period which ends before the valid period of the 

local forecast product, or is issued after the local forecast transmission deadline. 
2) The 3-9 H OBJ QPF's 6-hourly periods overlap two periods of the local forecast product. 

RGL OPF-6H. 6H. 12H. 18H. 24H (NGMl 
Attributes: 
1) Based on a good numerical model. 
2) Time periods are the same as in the local forecast, and the graphic format is easy to use 

in the QPF computer program.* 
3) Distributes rainfall in 6-hourly periods. 

Usage Guide: 
1) Majority opinion: Provides quick indication of general rainfall pattern, maximum and 

minimum rainfall areas. 
2) Majority opinion: Amounts are generally too high for basin averages. 
3) The 6H and 12H forecasts are valid before the local forecast valid periods. However, they 

can be used together with observed data to assess model performance. 

*A computer program is used to prepare the QPF which allows the forecaster to draw isopleths of the spatially 
av~~aged precipitation field. The program transforms these isopleths into basin average precipitation amounts. 

LFM/NGM FOUS 
Attributes: 
1) Provides numerical values, no interpolation necessary. 
2) Provides point, not basin average precipitation. 
3) Products are valid for 48 hours, and therefore provide forecasts in 6-hour increments for 

the entire local forecast period. 

Usage Guide: 
1) Mqjority opinion: Good for timing of precipitation in 6-hourly increments. 
2) Products are good for comparing the LFM and NGM model outputs. 
3) There are other elements of these products such as the vertical velocity and lifted index 

field which are helpful in precipitation forecasting. 
4) Products are good for checking liquid versus frozen precipitation, and estimating snow 

amounts in the winter. 
5) It was generally agreed that both the NGM and LFM products overestimate basin average 

amounts and that the NGM product is usually better than the LFM product. 
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Excessive Rainfall Outlook <NMC Forecast Branch) 
Attributes: 
1) No specific amounts are provided. 
2) Issued in time for use in the local forecast product. 

Usage Guide: 
1) Majority opinion: Helps to delineate areas of concern for flooding. 
2) Accompanying narrative may provide additional insights into assessing the synoptic 

situation and QPF guidance. 

6H OPF-PDl and PD2 (NMC Forecast Branch) 
Attributes: 
1) Prepared by forecasters who deal with QPF daily and have expertise in judging model 

performance and the synoptic situation. 
2) Forecasters who prepare these products have access to various sources of information that 

are not available in a local office. 
3) Graphic format similar to that used in QPF computer program. 
4) Six-hourly periods match forecast periods. 
5) Amounts less than 0.25 inch are not shown. 
6) Products not available in time for use in the 1200-1200 UTC local forecast. 

Usage Guide: 
1) Helpful in determining the overall precipitation pattern. 
2) Forecasted amounts are often much higher than basin averages and require a great deal of 

adjustment. 
3) Helpful in disaggregating the total rainfall into 6-hourly periods. 

6H OPF-PD3 and PD4 (NMC Forecast Branch) 
Attributes: 
1) Prepared by forecasters who deal with QPF daily and have expertise in judging model 

performance and the synoptic situation. 
2) Forecasters who prepare these products have access to various sources of information that 

are not available in a local office. 
3) Amounts less than 0.25 inch are not shown. 
4) Products available only upon request. 

Usage Guide: 
Amounts are generally too high. 
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24H Day 1 QPF (NMC Forecast Branch) 
Attributes: 
1) Majority opinion: Most of the time, this is a very useful product, helpful in determining 

24-hour amounts. 
2) Can contact forecaster who prepared the product to discuss and coordinate the QPF. 
3) Prepared by forecasters who deal with QPF daily and have expertise in judging model 

performance and the synoptic situation. 
4) Accompanying narrative helps to explain the thinking of the NMC forecaster who prepared 

the product. 
5) Graphic format similar to that used in QPF computer program. 
6) Available in time for use in the 1200-1200 UTC local forecast. 

Usage Guide: 
l) Useful as a check on the 24-hour total the forecaster has determined. 
2) Rain/snow breakout is helpful in winter. 
3) Amounts may be too high for basin averages, or tend to be maximum amounts. 
4) Precipitation amounts in this product are generally different, usually lower, than total of 

the 6H QPF PDl, PD2, PD3, and PD4. 

Why is the product you rated best. best? 
1) Majority opinion: Product is a result of in-depth analysis by forecasters specializing in 

QPF, with knowledge and experience applied to all available information. 
2) Most accurate product. 
3) Products give 6-hour breakdowns, good for precipitation timing. 
4) Available early enough to use in local forecast. 

Why is the product you rated worst. worst? 
1) Not accurate. 
2) Product time issuance and valid time not compatible with issuance time and valid time of 

the local product. 
3) Lack of availability on a regular basis. 
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QPF GUIDANCE PRODUCT QUESTIONNAIRE 

****************************************************************************** 

Part I: To be answered for each guidance product. 

QPF Guidance Product Name: -------------

AFOS Product Identifier: --------------

1. Do you use this product in preparing QPF? YES 

2. If not, why? 

3. If you use this product, please answer the following: 

a. Rate the relative utility of this product on a scale 0-100. 
(Circle your rating.) 

0 ... 10 ... 20 ... 30 ... 40 ... 50 ... 60 ... 70 ... 80 ... 90 ... 100 

NO 

b. What attributes (quality, format, timeliness, etc.) of the product 
are desirable? 

****************************************************************************** 

Part II: After you have answered the questions for each guidance product, 
please answer the following: 

1. Why is the product you rated best, best? 

2. Why is the product you rated worst, worst? 

****************************************************************************** 

Name: ____________________________ __ Date: _______________ _ 
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The Use of Quantitative Precipitation Forecasts in the 
Western Washington Floods of November 1990 

Stephen Hughes 
National Weather Service 

Northwest River Forecast Center 
Portland, Oregon 

1. INTRODUCTION 

Quantitative precipitation forecasts (QPFs) 
play an integral part in the daily operations 
of the Northwest River Forecast Center 
(NWRFC). This was never more apparent 
than during the severe flooding that took 
place in western Washington in November 
of 1990. 

During the period November 22-26 1990, 
major to record flooding occurred on 18 
rivers and numerous tributaries in western 
Washington. The flooding claimed two 
lives and produced well over 100 million 
dollars in property damage. In addition, 
450 cattle perished and 2000 evacuations 
took place. Several levees and dikes were 
breached with severe damage to homes, 
farmland, roads, bridges, and utilities. 

2. QPF 

QPFs have been utilized by the NWRFC for 
many years. During the flood season, the 
four National Weather Service (NWS) 
forecast offices in the NWRFC's area of 
responsibility issue QPFs once a day with 
the early morning forecast package. These 
four offices include Portland, Seattle, Boise, 
and Great Falls. When a flood or potential 
flood situation arises, the NWS forecast 
office in the given area updates the QPF 
throughout the day as needed. 
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Figure 1 shows an example of the QPF 
format that would be issued by the Weather 
Service Forecast Office (WSFO) in Seattle. 
The meteorologist forecasts precipitation 
amounts for ten stations over a three day 
period. Days one and two are divided into 
six hour periods. Day three is lumped into 
a single 24 hour period. Freezing levels, 
which play a major role in river forecasting 
in the Pacific Northwest, are also forecast 
through day three. 

These forecasts are entered into the 
hydrologic model at the NWRFC. The 
model takes the precipitation amounts and 
converts them to percentages of normal 
precipitation for each individual station. 
Each river basin has a set of derived 
characteristics to convert the station 
percentages to basin percentages and then to 
actual basin rainfall amounts. Figure 2 
shows how the Snoqualmie basin derives its 
precipitation forecast from a given QPF. 

The importance of the QPF in the operations 
of the NWRFC cannot be understated. The 
discussion that follows will briefly touch on 
the hydrologic model in use at the NWRFC, 
then detail the interaction between WSFO 
Seattle's QPF forecasts, the NWRFC's 
hydrologic model output, and actual 
observed precipitation values during the 
severe flooding which occurred in 
November 1990. 



3. HYDROLOGIC MODEL 

The NWRFC utilizes the Streamflow 
Synthesis and Reservoir Regulation 
(SSARR) model in its daily operations. The 
model is quite complex, but a few of the 
major components are displayed in figure 3 
and described below. 

During the flood season, observed and 
forecast precipitation and temperatures are 
input into the model on a routine basis. The 
model takes these temperatures, or freezing 
levels, and compares these against an area 
elevation curve specific to each basin. This 
is an important step as it determines what 
percentage of the basin will receive rain and 
what percentage will receive snow. The 
freezing levels also determine how much of 
the basin will contribute runoff through 
snowmelt. 

The snowmelt and rainfall are then 
combined as moisture input into the soil. 
The soil moisture index 787X(SMI~nother 
parameter the model uses to determine how 
much of the rainfall and snowmelt will be 
absorbed into the soils and how much will 
contribute to runoff. Once the amount of 
runoff is determined, the model separates 
this into baseflow and direct runoff. 
Baseflow is the component that reaches the 
underlying aquifers and deep groundwater. 
Direct runoff consists of surface and 
subsurface components. The surface 
component is comprised of the upper zones 
of the soil mantle while the subsurface is 
made of the middle aquifers. These two 
components added together essentially 
determine the timing and volume of the 
flood peaks. 

In actuality, the SSARR model is much 
more complex than the above description 
illustrates. The point to make here, is that 
the precipitation and temperature forecasts 
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are the main driving forces behind the 
model. 

4. FLOOD EVENT 

The Seattle WSFO first recognized the 
potential for . heavy rains and possible 
flooding as early as Monday November 19. 
At this time it appeared the heaviest rain and 
warmest temperatures would occur during 
the Thanksgiving holiday weekend. A 
heightened sense of awareness for flooding 
already existed due to the fact that this same 
area had experienced heavy rains and 
flooding only two weeks earlier. A special 
weather statement was issued to alert the 
public and emergency services to . this 
developing situation. 

The first QPF showing the heavy rains, was 
issued Tuesday morning November 20th. It 
indicated 3.5 to 4 inches of rainfall for the 
western Washington Cascades on day three. 
The NWRFC ran the hydrologic model and 
provided guidance that these forecast rain 
amounts and high freezing levels would 
produce major flooding in Western 
Washington streams. At this time, it 
appeared the flooding would occur late on 
Thanksgiving day in the headwater areas 
with downstream areas reaching flood stage 
the following day. 

The QPF issued Wednesday morning 
November 21 was much lighter than the 
previous days, but still produced rises to 
above flood stage on several streams. Based 
on the new model run, WSFO Seattle and 
the NWRFC made a decision to issue flood 
warnings for several western Washington 
streams. The flood warnings were based 
entirely on the QPF forecast, as the heavy 
rains had not yet begun to fall. These 
forecasts still indicated headwater areas 
rising to flood stage Thursday with 



downstream points reaching flood stage on 
Friday. Two updated QPFs were issued 
during the day with each successive update 
indicating higher precipitation amounts. 

The QPF issued Thursday November 22 
indicated 2 to 4 inches in the headwater 
areas. This produced forecasts to major 
flood levels on the Skagit, Snoqualmie, and 
Snohomish Rivers for Friday. Updated 
forecasts, with observed precipitation 
through 10 a.m., continued the flood flows 
on all northern Washington Cascade rivers 
with rises to major flood levels on the same 
nvers. 

The rainfall however, tapered off some 
Thursday afternoon, with the observed 
values lighter than anticipated in the 
mornings QPF. An updated run on the 
model indicated headwater streams would 
hold or fall slightly into Friday morning, 
then rise again Friday afternoon as the· rain 
was forecast to increase again. Peak 
forecasts were revised downward, but still 
indicated rises to major flood levels on the 
Skagit, Snoqualmie and Snohomish Rivers. 

The QPF issued early Friday morning 
indicated a fair amount of rainfall for day 
one, but much lighter amounts for days two 
and three. More importantly, freezing 
levels were expected to drop 3000 to 4000 
feet by midday Saturday. This drop in the 
freezing level would essentially shut down 
the snowmelt and greatly reduce the rainfall 
area, as much of the precipitation would fall 
as snow. Models run on this QPF showed 
only minor rises in the headwater areas with 
most streams remaining below flood stage. 
Downstream points were still expected to 
crest above flood stage, but below the major 
flood levels which were forecast the 
previous day. 

During the day Friday, the rainfall intensity 
began to increase once again. Freezing 
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levels, which at 4 a.m. were 5500 feet at 
Marblemount and 6500 feet at Seattle, rose 
to 8000 feet at both locations by 4 p.m. 
These were 1000 to 2000 feet higher than 
predicated in the early morning QPF. It 
soon became apparent that the National 
Meteorological Center (NMC) forecast 
models were not handling the weather 
situation well at all. Forecasters at the 
WSFO updated the QPF twice, each time 
increasing the rainfall and pushing up the 
freezing levels. 

Three examples of the dramatic differences 
in the streamflow forecasts with each 
successive QPF are displayed in figures 4 
through 6. The basin-wide QPF and 
observed precipitation values for the 
Snoqualmie River basin are displayed in 
figure 7. The initial QPF issued on the 23rd 
for Snoqualmie Falls showed only a small 
rise to about 15,000 cubic feet per second 
(cfs), well below the 20,000 cfs flood flow. 
Each updated QPF issued on the 23rd had 
dramatic effects on the model output. The 
third update produced a rise to nearly 
45,000 cfs. This was more than double the 
previous forecast cfs,but was still short of 
the 58,000 cfs which actually occurred. 

The picture was much the same on the 
Skykomish River at Goldbar. The initial 
QPF produced only a slight rise on the 
morning of the 24th. The following two 
updates improved on the forecast, out still 
fell short of the actual peak flow. When it 
all was over, the Skykomish River at 
Goldbar had surpassed the flood of record, 
cresting at 22.5 feet, 7.5 feet over the flood 
stage. 

The Snohomish River at Snohomish 
hydrographs show basically the same results 
as the Snoqualmie Falls and Goldbar 
hydrographs. The initial QPF issued Friday 
morning produced two very minor rises on 
the river on the 23rd and 24th, but overall, 



a receding trend. The second QPF 
produced slightly higher rises, but still 
remaining below major flood levels. The 
third QPF updated at 10:30 p.m. indicated 
flows exceeding major flood levels. 

The most significant forecast was issued by 
the NWRFC at 3:30 a.m. Saturday. The 
observed heavy precipitation which fell 
overnight was input into the model. This 
brought the forecast flows for nearly all 
northwest Washington rivers to above major 
flood levels. The lower Snohomish River 
forecast indicated record flow, well above 
the top of the levee system. · The NWRFC 
issued an updated forecast to the WSFO 
calling for major flood levels and strongly 
recommending a call to action statement 
urging evacuations. The public forecast was 
released by WSFO Seattle at 4:10 a.m. 
urging immediate evacuations of the lower 
Snohomish. This gave the public and 
emergency personnel 10 hours lead time to 
evacuate the flood plain. 

Another follow-up warning was issued by 
WSFO Seattle at 9 a.m. again urging major 
evacuation of the flood plain. At 2 p.m. 
Saturday, the levees were topped as the flow 
on the Snohomish River reached 92,000 cfs. 
The flow continued to increase to 
approximately 150,000 cfs at 1 P.M. 
Sunday. 

Forecasts on other western Washington 
rivers showed similar results of greatly 
improved accuracy with each update of the 
QPF. 

5. ANALYSIS 

The above examples clearly show the 
importance of the QPFs in the operations of 
the NWRFC. The QPF issued on Tuesday 
the 20th showing heavy rain for the 
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Thanksgiving holiday weekend was 
invaluable. It allowed the NWRFC to give 
a good estimate of the flood potential for the 
Thanksgiving holiday. This was especially 
important since many people would be 
leaving their homes during the holiday 
weekend. It also enabled the WSFO and 
NWRFC to coordinate with the U.S. Army 
Corps of Engineers and county emergency 
service agencies well in advance of when the 
actual flooding took place. The early 
warning allowed the U.S. Army Corps of 
Engineers to gain much needed flood control 
space in several of their projects. 

The updated QPFs issued on the 23rd 
enabled the NWRFC and WSFO in Seattle 
to keep the public and emergency personnel 
up to date on the very dangerous situation. 
The QPF released at 10:30 p.m. was 
especially valuable, as it reversed the trends 
of earlier forecasts which showed only small 
rises on most western Washington rivers. 
The 10:30 p.m. QPF allowed the NWRFC 
to predict rises to major flood levels on 
most of the western Washington Rivers. 

Quantitative precipitation forecasting fits 
into the mold of most weather forecasting, 
because it is far from an exact science. 
Much of it is based on experience and, 
especially in the west, on an understanding 
of the local terrain. The QPFs issued 
during the western Washington floods were 
at times very good and at other times only 
fair. In all fairness to the forecasters at the 
WSFO in Seattle, it should be noted that the 
meteorological model guidance from NMC 
was very inaccurate at times. Model runs 
made on the 23rd moved the front through 
the area Friday night with lower freezing 
levels and very little precipitation forecast 
for the area on Saturday. In actuality, the 
front stalled keeping freezing levels high and 
producing some of the heaviest rain of the 
event Friday night and into Saturday. 



At first glance it may appear that updating 
the QPF and the flood forecasts three times 
in one day may act to discredit the NWS in 
the eyes of the public and emergency 
personnel. The fact is, the most up to the 
minute precipitation forecast is being utilized 
to provide the best possible river forecast 
with each update. Emergency personnel and 
private citizens interviewed following the 
flooding were complimentary with the 
quality and timeliness of the warnings issued 
be the NWS. Those mentioning the number 
of forecasts were impressed with the ability 
of the NWS to remain on top of the 
situation. A once a day issuance of the QPF 
during flood events would not suffice in 
most cases. 

6. CONCLUSIONS 

When the flood waters had finally receded, 
42 homes had been destroyed, 600 more 
sustained major damage, and another 800 
experienced minor damage. Two lives were 
lost, one in a kayaking accident on a flooded 
river and the other a man who drove around 
two barricades and into a flooded area. 

Major evacuations were called for during the 
flooding. Many of the evacuations were 
based on the river forecasts, which in turn 
were based primarily on the QPFs. The 
Snohomish County Department of 
Emergency Management credited the 
forecast and warning issued early Saturday 
morning for evacuating people who later 
may have become trapped and even possibly 
lost their lives. 

The mountainous terrain and fast response 
of the rivers in the Pacific Northwest makes 
the use of the QPF essential. The response 
to the rainfall in the headwater areas is so 
quick in most rivers, that without the QPF, 
the river forecast would be nothing more 
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than a losing game of catch up. Many 
rivers peak as early as 6-8 hours after the 
heavy rain. By the time the observed 
precipitation could be gathered and input 
into the model, the lead time would be 
inadequate to provide much help to those in 
the flooding areas. As was the case in the 
Washington floods, the QPF can be used to 
warn people up to three days in advance of 
the flood threat. 

Without the use of QPFs during the 
Washington floods, the severe flooding 
could easily have been much more deadly. 
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18Z I ooz I 06Z I 12Z I 18Z I ooz I 06Z I 12Z I 12Z 
1.20 1 o.9o 1 o.4o 1 0.10 1 0.10 1 0.20 I 0.20 I 0.10 1 0.40 
o.7o 1 o.5o I 0.20 1 0.10 1 0.10 1 o.15 I o.1s I 0.10 1 o.3o 
o.9o I o.3o I o.1s 1 0.10 1 0.10 I 0.20 I 0.20 I 0.10 I 0.4o 
1.20 I o.8o I 0.40 I 0.10 1 0.10 I 0.20 I 0.20 I o.1o I 0.40 
1.40 1 1.20 1 o.4o 1 0.20 1 o.2o 1 0.20 I o.2o I 0.10 1 o.3o 
1.70 I 1.00 I 0.50 I 0.30 I 0.20 I 0.40 I 0.30 I 0.20 I 0.80 
o.2o 1 o.os 1 o.oo 1 o.os 1 o.oo 1 o.o5 I o.oo I o.oo I o.oo 
o.oo I o.1s I 0.2s 1 o.oo 1 o.os I o.oo I o.oo I o.oo I o.oo 
o.oo I o.oo I o.oo 1 o.oo 1 o.os 1 o.oo I o.oo I o.oo 1 o.oo 
o.oo 1 o.os 1 o.3o 1 0.10 1 o.os 1 o.oo I o.oo I o.oo 1 o.oo 

GO TO NEXT PAGE 

TOY DC-CREATION TIME Z (FOR UPDATES-USE CURRENT TIME) 
.B SEA 1124 DC112412 IDH12IHZIFNIDRH+61HZIFNIDRH+l21HZIFNIDRH+l8l 
.Bl HZIFNIDRH+24IHZIFNIDRH+301HZIFNIDRH+361HZIFNIDRH+421HZIFNI 
.B2 DRH+481HZIFNIDRH+72IHZIFN 
: .... FORECASTED FREEZING LEVELS, THOUSANDS OF FEET- TO NEAREST HUNDRED 

START ---------DAYl-------- ---------DAY2-------- DAYJ 
12Z I 18Z I ooz I 06Z I 12Z I 18Z I ooz I 06Z I 12Z I 12Z 

MARW1 s.s I s.o I 4.0 I 2.5 I 2.5 I 2.5 I 2.5 I 1.5 I 1.o I 2.0 
sEA 9.0 I 9.0 I 6.o I 3.5 I 3.0 I 3.0 I 2.5 I 2.0 I 1.s I 2.5 
GEG 8.5 I 8.5 I 8.5 I 6.0 I 3.5 I 3.5 I 2.0 I o.o I 0.0 I 0.0 
.END : :**ENTER ALL SIX-HOUR VALS OF FRZ FOR SIGNIFICANT FCST RAIN 
PERIODS 

Figure 1. WSFO Seattle QPF format. 

SNOQUALMIE BASIN <SOUP> 

Normal annual precipitation (NAP) = 125 inches 

The basin derives its forecast precipitation from: 
30% Seattle 
70% Stampede Pass 

From figure 1 QPF 

Forecast 
Alnount %NAP 

Seattle .70 1. 84% 
NAP~38 inches .so 1. 32% 

.20 .53% 

.10 . 26% 

Stampede Pass 2.70 1. 85% 
NAP=92 inches 1. 00 1. 09% 

.so .54% 

.30 .33% 

Computing %NAP for the basin Converting %NAP to basin precipitation 

SQUP ~ .JO(SEA %NAP) + .70(SMP %NAP) 
~ .30(1.84) + .70(1.85) ~ 1.85% 

.30(1.32) + .70(1.09) ~ 1.16% 

.30(.53) + .70(.54) ~.54% 

.30(.26) + .70(.33) ~ .31% 

1.85% x 125 inches 
1.16% x 125 inches 

.54% x 125 inches 

.31% X 125 inches 

2.31 inches 
1. 45 inches 
.68 inches 
.39 inches. 

Figure 2. Deriving basin average QPF from point forecasts. 
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Figure 3. Streamflow synthesis and reservoir regulation model. 

57 



70 

60 

50 

"b 
40 

30 

20 

10 

MAJOR 
FLOOD 

FLOOD 
STAGE 

SNOQUALMIE RIVER AT SNOQUALMIE FALLS NOV 1990 

. 
• 

---- OBSERVED 
·-·-·-11/23 0600 PST QPF 
- -- 11/23 1730 PST QPF 
--··-- 11/23 2230 PST QPF 

I 
I 
I 
I 
I 

-------- 11/24 0600 PST QPF 

---

Jl/24 I Jl/25 

Figure 4. Snoqualmie River forecast and observed hydrographs. 
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Figure 5. Skyomish River forecast and observed hydrographs. 
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Figure 6. Snohomish River forecast and observed hydrographs. 
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QPF EXAt\1PLE - SNOHOMISH FLOOD 

SNOQUALl'tiiE- SNOQUALl'tiiE FALLS 

QPF 11/23 11/24 

04-10 10-16 16-22 22-04 04-10 10-16 16-22 

11/23 06P .19 .24 . 63 1. 16 .86 .33 • 19 

11/23 17P 1. 25 .97 .67 .33 .19 

11/23 22P 2.16 .67 .33 .19 

11/24 06P 2.31 1.44 .67 

OBSERVED .23 .so 2.32 1.59 2.58 2. 71 .83 

Figure 7. Snoqualmie basin forecast and observed precipitation. 

I. 
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Training and Education in Hydrometeorology for National 
Weather Service Hydrologists and Meteorologists 

Noreen 0. Stewart 
National Weather Service Office of Hydrology 

COMET/University Corporation for Atmospheric Research 
Boulder, Colorado 

Kenneth C. Crawford 
University of Oklahoma 

Norman, Oklahoma 

Timothy C. Spangler 
COMET/University Corporation for Atmospheric Research 

Boulder, Colorado 

ABSTRACT 

In cooperation with the National Weather Service (NWS) and in support of its modernization activities, a unique 
training and educating facility was established by the University Corporation for Atmospheric Research (UCAR). 
The UCAR-managed facility is known as the Cooperative Program for Operational Meteorology, Education and 
Training (COMET). 

The mission of COMET is to: create a stimulating environment for learning and problem solving in mesoscale 
weather forecasting and nowcasting; provide effective ways for university teachers and students, operational 
forecasters, and research development scientists to collaborate in advancing the weather services of the Nation; and 
enhance the development of modern synoptic and mesoscale meteorology courses in the universities. 

Because the hydrological services of the NWS are being expanded and upgraded in parallel with its meteorological 
services and because the modernization promises new hydrometeorological observing tools, COMET was asked to 
develop a course in operational hydrometeorology. The first course in February 1993 will provide an overview of 
the hydrometeorological forecast problem. It will bring in visiting instructors who are experts in areas significant 
to hydrometeorology and modernization. The course will also be case-study oriented based on the COMET Teaching 
Lab and PC workstations from the National Oceanic and Atmospheric Administration Forecast Systems Laboratory. 

The goal for the new hydrometeorology course is to improve the skills of the hydrometeorologist by: increasing the 
participants' knowledge and understanding of the interactions between meteorology and hydrology for llood events; 
enhancing the participants' knowledge of the capabilities, limitations, and applications of new hydrometeorological 
observing systems; improving the participants' understanding of the forecasting/nowcasting/waming of mesoscale 
meteorological events; and increasing the participants' understanding of the forecasting and warning system. 

1. INTRODUCTION 

With the rapid advances in technology and 
applications software for hydrology and 
meteorology, it became apparent that 
additional training would be required in the 
NWS to best utilize these advances. It also 
became apparent that the new technologies 
and applications software, such as would be 
provided by the Weather Surveillance Radar 

63 

1988 Doppler (WSR-88D) radar and 
Advanced Weather Interactive Processing 
System (A WIPS), would require a move 
toward the coupling of hydrology and 
meteorology, and provide new areas for 
research. As stated in Hydrometeorological 
Service Operations for the 1990's (Office of 
Hydrology, 1991): "This coupling should 
not be viewed as a total integration of the 
hydrologic and meteorologic service 



operations but rather as a functional joining 
of the two disciplines in ways that result in 
substantially improved hydrometeorological 
services". (Note, throughout the remainder 
of this paper, the Hydrometeorological 
Service Operations for the 1990's manual 
will be referred to as the HS 0.) 

To fulfill some of the training objectives 
described in the HSO, the Cooperative 
Program for Operational Meteorology, 
Education and Training (COMET) was 
asked to develop a course m 
hydrometeorology. The course was 
designed to effectively combine hydrology 
and meteorology, focusing on the impact 
that mesoscale meteorology and 
hydrometeorology have on hydrological 
forecasting. 

The HSO defines a hydrometeorologist as "a 
person who provides the interdisciplinary 
hydrologic and meteorologic expertise for 
the interpretation of those processes 
(weather, climate, and water movement) that 
affect the distribution and movement of 
water through the hydrologic cycle". In 
particular, two types of hydrometeorologists 
have been defined; Type A and Type B. 
The type A hydrometeorologist would have, 
in general terms, 15 semester hours of 
meteorology, 6 hours of hydrology and 2-3 
additional hours of either meteorology or 
hydrology. The Type B hydrometeorologist 
would have, in general terms, 15 semester 
hours of hydrology, 6 hours of meteorology, 
and 2-3 additional hours of either. 

In the move toward hydrometeorology, a 
new position has been developed in the 
NWS which meets either of the Type A or 
Type B qualifications; it is called the 
Hydrometeorological Analysis and Support 
(HAS) forecaster. In the modernized NWS, 
the HAS forecaster will be assigned to 
RFC' s and will be responsible for assessing 
observed river/rainfall data and precipitation 
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products received from various WSR-88D's 
to produce a final precipitation analysis 
(Stage III as described in Shedd and Smith, 
1991). The HAS forecaster will also 
assimilate Quantitative Precipitation 
Forecasts (QPF's) and Quantitative 
Temperature Forecasts (QTF's) from 
neighboring WFO's and produce final QPF 
and QTF products for the RFC forecast 
area. These products will be input into the 
NWS River Forecast System (NWSRFS), 
thus establishing the operational link 
between hydrology and meteorology. The 
HAS forecaster will therefore need a firm 
knowledge of both fields. 

2. TARGET PERSONNEL 

With the operational link between hydrology 
and meteorology in mind, the COMET 
Hydrometeorology Course has been mainly 
geared toward the HAS forecaster, but it 
will also be beneficial for Developmental 
and Operational Hydrologists (DOH's), 
Service Hydrologists, WFO hydrologic focal 
points, and RFC hydrologic forecasters. 
The DOH will attend the course to become 
more familiar with the new technology and 
to gain a better understanding of the HAS 
duties. The Service Hydrologist, or 
hydrologic focal point, will also gain 
familiarization with the HAS duties and the 
resultant products available to the WFO. 
Additionally, he or she will have an even 
greater effect on improving WFO-RFC 
relations, by learning in more detail, the 
needs of the RFC in regards to QPF and 
QTF. The RFC hydrologic forecaster will 
learn the function of the HAS forecaster so 
that he or she may act as a substitute for the 
HAS forecaster when necessary. It can be 
easily seen that the academic and experience 
backgrounds of the students attending the 
COMET course will be quite varied between 
hydrology and meteorology. 



3. COURSE DESIGN 

There are two groups that influence the 
overall design of the COMET 
Hydrometeorology Course. They are the 
NWS Hydrologic Training Council (HTC) 
and the COMET Curriculum Working 
Group (CWG). 

The HTC is composed of NWS employees 
from various areas. There is one individual 
representing each of the following positions: 
service hydrologist, RFC hydrologist, 
WSFO forecaster, and a representative from 
the Office of Meteorology. The director of 
the Hydrologic Research Lab in the Office 
of Hydrology is chairman of the HTC. The 
continuing role of the HTC with respect to 
the COMET Hydrometeorology Course, is 
to outline broad objectives for the course 
and to make routine assessments of its · 
effectiveness. 

The CWG consists of a combined group of 
NWS employees, including a representative 
from both the Office of Meteorology and the 
Office of Hydrology, representatives from 
COMET, and the university community. 
The ongoing role of the CWG is to establish 
specific learning objectives, and to review 
and approve course plans. The fact that the 
CWG is a combination of both operational 
forecasters (e.g. NWS employees) and 
university faculty, adheres to the teaching 
philosophy of COMET, which is: 

1. Instruction will be by university and 
operational scientists. 

2. Recent research results will be 
transferred to operations. 

3. A Case Study approach will be taken. 
(For the first Hydrometeorology Course, 
this will be about 30 percent of class time.) 
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4. Although training and education toward 
a particular profession is provided by 
COMET, specific job training will generally 
not be provided. 

5. Courses will be taught at an advanced 
level. 

Taking guidelines from the HTC into 
account, the CWG developed the following 
goals for the Hydrometeorology course: 

1. Increase the participants' knowledge and 
understanding of the interactions between 
meteorology and hydrology in flood events. 

2. Enhance the participants' knowledge of 
the capabilities, limitations, and applications 
of new hydrometeorological observing 
systems. 

3. Improve the participants' understanding 
of the forecasting, nowcasting, and warning 
of the mesoscale meteorological events. 

4. Increase the participants' understanding 
of the forecasting and warning system. 

A university professor of hydrometeorology 
will serve as lead instructor for the course. 
This person will be responsible for keeping 
the course moving toward meeting the 
previously mentioned four goals. He or she 
will also serve as the main contact for the 
students with regards to the content of the 
course. The lead instructor will therefore be 
involved with every aspect of the 
educational process entailed. 

Visiting professors and operational scientists 
will make up a good portion of the course, 
as specialists in particularly significant 
areas. These include mesoscale 
meteorology, quantitative precipitation 
forecasting, HAS functions and hydrology. 



Case studies will be employed in a 
workshop environment with the 18 students 
paired to the 9 COMET workstations. Due 
to the varied background of each student, an 
attempt will be made to pair those whose 
strengths are in hydrology with those whose 
strengths are in meteorology. Students will 
work through forecast exercises in Displaced 
Real Time (DRT) by using such data as is 
available on the workstation including NMC 
graphical models, radar, satellite, profilers 
and surface observations. A major case 
study involving both flash flooding and main 
stem flooding over a 5-6 day period, will be 
stepped through gradually in the class 
DRT's. Students will become involved with 
mesoscale meteorological forecasting 
hydrologic forecasting, precipitation 
processing, preparing QPF's, and 
assimilating QPF's. Unfortunately, the 
applications software that will be used in the 
A WIPS era will not be available on the 
workstations. However, some of it, such as 
the Navigation, Animation and Visualization 
(NA V) software and the Interactive Forecast 
Program (IFP; Shedd and Smith 1991) will 
be displayable by video projector by using 
an IBM 6000. Stage III of precipitation 
processing and QPF assimilation will also be 
demonstrated in like manner. 

4. PRE-REQUISITES 

Pre-requisites for the first 
Hydrometeorology course . will be 
completion of COMET modules 1, 2 and 
possibly 3 (depending on availability), and 
the NWSTC module on Skewt!LogP. The 
first COMET module is a workshop on 
Doppler radar interpretation, the second is 
on boundary detection and convection 
initiation, and the third on heavy 
precipitation and flash flooding. For the 
second hydrometeorology course, the fourth 
COMET module on the forecast process will 
also be required. Additionally, a list of 
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Knowledge, Skills and Abilities (KSA's) has 
been developed as a guide for those who do 
not qualify as a Type A or Type B 
H ydrometeorologist. It is as follows: 

1. Understand how and why atmospheric 
pressure changes with height. 

2. Understand the concepts of latent heat. 

3. Understand how local features (e.g., 
terrain slope, water surfaces, dry and wet 
soils) can modify local weather patterns to 
produce small-scale wind systems (e.g., the 
sea breeze). 

4. Understand how atmospheric moisture is 
measured (mixing ratio, dew point, wet 
bulb) and why it is important to Numerical 
Weather Prediction (NWP) models. 

5. Understand the concept of atmospheric 
stability and how it is displayed on a 
sounding. (Skewt/LogP module). 

6. Understand the difference in station 
pressure and sea level pressure, and how to 
draw isobars and isotherms. 

7. Understand the concept of constant 
pressure charts and the map analysis thereof. 

8. Understand how winds aloft (i.e., jet 
streams, troughs, ridges) influence the 
development of clouds and weather patterns. 

9. Understand the concept of air masses 
and fronts and the map analysis thereof. 

10. Understand the roles of persistence, 
climatology, trends and dynamics in weather 
forecasting. 

11. Understand the hydrologic cycle, 
including precipitation, evaporation and 
transpiration, surface streamflow, and 
groundwater. 



12. Understand the basic concepts of the 
unit hydrograph and rainfall/runoff relations. 

The following reference books can be used 
to provide refresher material on these 
KSA's: 

1. Introduction to Hydrology by Viessman, 
et al. (1989) 

2. Hydrology for Engineers by Linsley, 
Kohler, and Paulhus (1982) 

3. Meteorology for Today by Ahrens 
(1982) 

A one-day overview of meteorology will 
also be available for those students who may 
need a refresher or introduction to 
meteorology. This review will be available 
the day before class officially begins, and is 
on a volunteer basis only. This day can also 
be used to work on COMET modules if they 
have not been reviewed previously. At this 
time, a hydrology overview is not deemed 
necessary. However, it should be noted 
here that a NWS Basic Operational 
Hydrology course is being developed at 
NWSTC. One of its purposes is to provide 
some hydrologic background to 
meteorologists. This course should be 
availab-le prior to the third COMET 
Hydrometeorology course and could be 
taken as supplemental, but not required, 
training. 

5. COURSE CONTENT 

The content of the course will be comprised 
of a blend of meteorology and hydrology 
concentrating on mesoscale meteorology 
including satellite interpretation, the forecast 
process, quantitative precipitation 
forecasting (QPF), precipitation processing, 
and hydrologic forecasting. Hydrologic 
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forecasting will include an overview of river 
modeling and calibration, flash flood 
forecasting by using the new gridded flash 
flood guidance, and extended streamflow 
prediction (ESP). The material will be 
presented in both lecture and workshop 
format, apportioned approximately two 
thirds lecture and one third workshop. 

6. CONCLUSION 

It is expected that, as the backgrounds of the 
prospective students change, a corresponding 
up date of COMET's Hydrometeorology 
course will be undertaken. The two classes 
planned for 1993 will likely contain more of 
the basics in hydrology and meteorology 
than those classes to follow for two reasons: 
One, that some of the basic hydrology 
background could be received at the 
NWSTC course; and two, given the wider 
time frame and the fact that hydrologic 
personnel will be more aware of the future 
requirements, some of the basic meteorology 
and hydrology may be received by way of 
correspondence courses or local college 
courses. The main impetus, however, is to 
complete the required training for the 
eventual Modernization and Associated 
Restructuring of the NWS. The combined 
goal of COMET and the NWS is to provide 
the best possible training based on the latest 
research and advanced technology available. 
The COMET Hydrometeorology course 
should prove to be a good look at RFC
WFO operations in the modernized National 
Weather Service. 
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Appendix 1 

Course Schedule Overview 

WEEKI 

Operational Goals: Students will become familiar with the data available on the workstation 
(NMC models, radar, satellite, surface observations, and profilers), 
identify classic weather patterns, and begin an understanding of QPF. 

During the first week, the following will be presented: 

1. Meteorology Overview and/or Computer Module Worktime 

2. Course Goals and Objectives 

3. Mesoscale Meteorology 

4. Forecasting Process 

5. Workstation Practice 

6. Major case study 

7. NMC and TDL QPF 

8. Satellite Interpretation 

68 



WEEK2 

Operational Goals: Students will gain a more in depth understanding of QPF and begin to 
relate it to the other components of the hydrometeorological system. 
Course goals 1, 2, and 3 will be met in the DRT (Displaced Real Time) 
exercise. 

1. QPF POPs 

2. WFO QPF - WSFO PIT methodology 

3. RFC use of QPF in models 

4. Microphysics of Precipitation 

5. Precipitation Processing 

6. Assimilation of QPF 

7. Continuation of major case study 

WEEK3 

Operational Goals: Students will become more familiar with basic hydrology, RFC operations 
and the blend of the RFC and WFO in the modernized NWS. Course 
goals 1 and 4 should be met. 

1. QPF in Hydrologic forecasting 

2. Flash Flood Forecasting 

3. Gridded Flash Flood Guidance/ADVIS 

4. River Models - NWSRFS 

5. Specific River Models and Calibration 

6. Quantitative Temperature Forecasts (QTF) 

7. Extended Streamflow Prediction (ESP) 

8. Continuation of major case study with river forecasting 

9. WFO AWIPS Hydrology 

10. HAS forecaster workshop 

11. Disaster Survey 
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AD VIS 

ASOS 
AWIPS 
COMET 

CWG 
DOH 
DRT 
ESP 
HAS 
HSO 
HTC 
IFP 
KSA 
NAY 
NMC 
NOAA 
NWP 
NWS 
NWSRFS 
NWSTC 
PC 
PIT 
QPF 
QTF 
RFC 
TDL 
UCAR 
WARPS 
WSFO 
WSR-88D 

Appendix 2 

Acronyms 

The computer program title for the Flash Flood Hydrologic forecast 
Model 
Automatic Surface Observing System 
Advanced Weather Interactive Processing System (System only) 
Cooperative Program for Operational Meteorology, Education, and 
Training 
Curriculum Working Group 
Development and Operations Hydrologist 
Displaced Real Time 
Extended Streamflow Prediction 
Hydrometeorological Analysis and Support 
Hydrometeorological Service Operations for the 1990's manual 
Hydrometeorological Training Council 
Interactive Forecast Program 
Knowledge, Skills and Abilities 
Navigation, Animation and Visualization 
National Meteorological Center 
National Oceanic and Atmospheric Administration 
Numerical Weather Prediction 
National Weather Service 
National Weather Service River Forecast System 
National Weather Service Training Center 
Personal Computer 
NWS Pittsburgh forecast office 
Quantitative Precipitation Forecast 
Quantitative Temperature Forecast 
River Forecast Center 
Techniques Development Laboratory 
University Corporation for Atmospheric Research 
Water Resources Forecasting System 
Weather Service Forecast Office 
Weather Surveillance Radar- 1988 Doppler (NEXRAD) 
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Why Forecasters Can Improve Quantitative 
Precipitation Guidance from the Numerical Models 

Norman W. Junker 
National Meteorological Center 

Camps Springs, MD 

1. INTRODUCTION 

Listening to the talks on the first day of the 
workshop made me think of a baker 
watching bread· dough rise. The baker 
punches down the dough to keep it from 
rising too much. The advances in 
technology are exciting. We will be able to 
see things we've never seen before. These 
advances have led to high expectations, but 
sometimes expectations, like bread dough, 
get overblown and need to be brought down. 
The first part of the talk will try to put in 
perspective the impact of the new 
technologies on .precipitation forecasting; 
the second half will discuss a few 
performance characteristics of the NMC 
Nested Grid Model. 

NEXRAD, profilers, remote soundings from 
satellites, automated aircraft -borne observing 
systems and other new sources of data will 
probably increase our skill significantly in 
generating quantitative precipitation 
estimates and shorter range forecasts (i.e., 
0-6 hr, 6-12 hr) that will facilitate the 
issuance of flash flood warnings. 
Therefore, warnings should be dramatically 
improved. However, improvements to 
longer range precipitation forecasts such as 
12-36 hr (Day 1) or 24-48 hr (Update) or 
36-60 hr (Day 2) quantitative precipitation 
forecasts (QPFs) will probably be much 
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more gradual. Fig. 1 shows the Day 1, 
Update and Day 2 threat scores for 1.00" by 
the forecasters at the National 
Meteorological Center (NMC). Despite the 
increases in resolution of the operational 
numerical models, the improved model 
physics, and dramatic improvement in 
satellite coverage that came with the advent 
of geostationary satellites, the scores shown 
in Figure 1 show no dramatic, sustainable, 
order of magnitude increase in skill. 
Instead, scores have increased (improved) 
slowly since QPFs were started in the 
1960's. History argues that quantitative 
precipitation forecasts having a lead time of 
over 12 hours will continue to improve at a 
slow, steady pace during the coming years. 

There are numerous reasons why numerical 
models have and probably will continue to 
have problems forecasting quantitative 
precipitation. A few of these are: 1) The 
current spacing of soundings is too sparse 
to represent some important mesoscale 
features. 2) The lack of data over the 
oceans and Mexico. 3) the quality 
control of the data and initialization of the 
model can combine to smooth fields. 
These shortcomings can result in a model 
underpredicting the along stream variation of 
such important features as: a jet streak, the 
strength of a tropospheric fold, an 850 mb 
boundary or front, etc. Each of these can 



play a role in determining the intensity 
and/or location of precipitation. 4) Certain 
physical processes are parameterized 
because they occur on a scale below the 
resolution of the numerical models. The 
fluxes over land and water, convective and 
radiative processes are parameterized in the 
current operational models and may 
sometimes be unrealistically represented. 
5) The equations that govern the 
atmosphere are non-linear. Therefore, 
small almost imperceptible changes in the 
initial conditions can make significant 
differences to a model's forecast (Lorenz, 
1984). 6) The terrain in the models lacks 
detail. The terrain in the Nested Grid 
Model lacks important features such as the 
Cascade Range of Oregon and Washington 
and the Sierra Range of California. 

The new data sets (such as wind profilers, 
NEXRAD winds, etc) will help alleviate 
some of problems that occur from 
inadequate spacing of upper air data and the 
lack of data over oceans. But trying to 
assimilate different data sources into a 
model introduces a whole new set of 
problems that will need to be overcome. 
NMC is currently working on the quality 
control and assimilation problems and on 
how to most efficiently assimilate the data 
into operational numerical models (Hoke, 
personal communication). 

Each of the six factors mentioned above 
reduces the operational numerical models 
ability to predict precipitation accurately. 
Some of the errors introduced into the 
models are random, while others appear to 
be systematic and are themselves somewhat 
predictable. Funk (1991) has outlined some 
of the empirical rules and techniques used 
by meteorologists within the Forecast 
'Branch of the Meteorological Operations 
Division at NMC to predict quantitative 
precipitation. He also notes that the 
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knowledge of the strengths and weaknesses 
of the operational models is incorporated 
into these subjective quantitative 
precipitation forecasts. Forecasters need to 
understand the performance characteristics 
of the models to use them most efficiently 
when predicting quantitative precipitation. 
The remainder of this paper will concentrate 
on a few of the performance characteristics 
of NMC's Nested Grid model. 

2. NGM PERFORMANCE 
CHARACTERISTICS THAT CAN 
AFFECT QPFs 

Junker et al. (1992) have shown that the 
NGM's performance characteristics vary by 
season; Figures 2a and 2b show the NGM 
biases (top) and threat scores (bottom) for 
0.01" during winter and summer seasons, 
respectively. The NGM shows the highest 
threat scores (most skill) during winter and 
the lowest scores (least skill) during 
summer. The NGM has a very high bias, 
generally exceeding 2.00, over most of the 
conterminous U.S. during summer. During 
the winter the area having a bias of equal to 
or greater than 2. 00 is restricted primarily to 
the Gulf Coast States and portions of the 
Rocky Mountain States. Junker et al. 
(1992) have also shown that the NGM 
general! y overpredicts the frequency of light 
precipitation and underpredicts the frequency 
of heavy precipitation during most of the 
year. 

The NGM's performance in predicting 
precipitation also appears to be dependent on 
the location of the storm track. Figure 3 
shows the threat scores for 0.50" during the 
cold seasons (Nov. 1988-April 1989 and 
Nov. 1989-Apri11990). The arrows on the 
figure indicate the primary storm tracks 
during the period of the study. In general, 
the highest threat scores are found north of 



the storm track. The NGM appears to have 
more skill in forecasting overrunning, grid 
scale precipitation and less skill when the 
precipitation is a result of convection along 
a cold front (Houghton and Rubin, 1990; 
Junker et al., 1992). 

The performance of the NGM for heavier 
amounts during the cold season warrants a 
closer look. Figure 4 shows the bias for 
0.50" or more amounts for the same cool 
seasons. Note the broad area of low bias 
across the South. The NGM has an even 
lower bias for higher thresholds and usually 
drastically underpredicts the rainfall 
associated with the heaviest rainfall events 
(Junker and Hoke, 1990). The NGM also 
has lower threat scores (shows less skill) 
over the South than the North. 

The NGM's problems forecasting heavy 
precipitation over the South warrants a 
closer look. A large part of the NGM's 
problem can b~ explained by work done by 
Janish (1991, 1992) on return flow cases 
over the Gulf of Mexico during the cool 
season. Figures 5a and 5b show the 950 mb 
observed and 48-h forecast wind vectors and 
mixing ratios valid 1200 UTC 14 February 
1988. The forecast winds exhibit more of a 
westerly component than the observed. At 
first glance this appears to be a small 
difference. Nevertheless, the difference has 
a huge impact on the low-level convergence 
along a front. 

The difference between the NGM 48-h 
forecast 850 mb wind vectors and the 
corresponding verifying analysis during 
period 4 of Janish's. study more clearly 
illustrate this point. Both the 48-h forecast 
total (Fig. 6a) and ageostrophic (Fig. 6b) 
winds have a northwesterly bias. The 
observed winds, therefore, have a stronger 
southeasterly component than forecast by the 
NGM. The stronger than forecast 
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southeasterly component of the observed 
wind field would serve to enhance the low
level convergence along a front as it moves 
across Texas. By contrast, the more 
northwesterly component of the forecast 
winds on Fig. 6a and 6b would act to 
decrease the convergence along any 
approaching front. This mishandling of the 
low-level jet, which tends to decrease the 
low-level convergence along the cold front, 
is one of the contributing factors to the 
NGM's problems in forecasting heavy 
precipitation in the South. 

Another important element is the 
mishandling of moisture. The observed 
mixing ratios (Figure 5a) across Texas for 
the 14 February case were higher than the 
forecast mixing ratios (Figure 5b). To 
explain why the forecasts were deficient in 
moisture, Janish looked at forecast, 
initialized and observed soundings (Figure 
7) along the Gulf Coast. He found that the 
model forecasts lost the inversion that 
usually is located at around 850 mb, and 
found the forecasts cooled the lowest layers 
of the atmosphere and warmed the air above 
them too much, which acted to stabilize the 
thermal profile. By contrast, the profile 
during a cold outbreak is usually very 
unstable below the level of the inversion 
because the cold air advecting over the 
much warmer waters of the Gulf steepens 
the lapse rate. Convection develops in this 
unstable layer, helps modify the air mass, 
and lifts moisture to the level of the 
inversion where it is capped and pools. The 
forecasts with their more stable temperature 
profile have problems generating the 
convection, lifting the moisture, and since 
there is no inversion, pooling it. The 
forecast 850 mb dew points and relative 
humidities over the Gulf of Mexico during 
return flow events are therefore often much 
lower than those observed. These lower 
than observed relative humidities (Figure 8) 



probably contribute to the NGM's 
underprediction of heavier precipitation 
amounts. 

Janish's work was done prior to the advent 
of the Regional Data and Assimilation 
System (RDAS) (Petersen et al., 1991). 
However, NMC forecasters feel the 
problems with the air-sea interaction 
documented by Janish are still present in 
current "frozen" version of the NGM. 
Figures 9a and 9b show the observed and 
48h forecast 850 mb dew points valid at 
0000 UTC 5 July 1992. The forecast dew 
points over most of the Gulf are 
significantly lower than the observed, and 
the moisture gradients are much weaker. 
The NGM still appears to underpredict the 
dew points over the Gulf of Mexico. The 
underprediction of the dew points and 
weakening of the moisture gradients make it 
hard for the NGM to properly predict the 
differential advection of moisture that can 
lead to a rapid destabilization of the airmass. 
During this case, the NGM missed a nine 
inch rainfall event in Kansas (not shown). 

The problems with the NGM's ageostrophic 
wind field is not limited to the lower-level 
jet. Fig. 10 shows the observed minus the 
12-h forecast 250mb winds valid 1200 UTC 
Nov. 16, .1987. Considerable differences 
existed between the two and these 
differences have significant implications to 
a forecaster trying to use the gridded output 
from the NGM. If the NGM has trouble 
predicting the ageostrophic wind field at 250 
mb, then it probably has trouble forecasting 
the areas of upper-level divergence and 
lifting needed to generate precipitation. 
Forecasters should realize that the vertical 
motion fields from the operational models 
can have significant errors in placement 
and/or magnitude and that the heaviest 
rainfall often occurs south of where the 
model is predicting the strongest upward 
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motion. 

The comments above are not intended to 
downplay the importance of the operational 
numerical models as a forecast tool. Much 
of the. improvement in weather forecasts is 
a direct result of the advances in numerical 
weather prediction. Instead, the comments 
are meant to inform forecasters of a few of 
the strengths and weaknesses of the 
numerical models so he or she can take 
them into account in their forecasts. In 
general, the strength of the operational 
models is not in the location of the vertical 
motion fields or in the prediction of smaller 
mesoscale features. Their strength is in 
their ability to predict the overall synoptic 
scale and larger mesoscale patterns which 
can be used to identify the synoptic and 
meso-a scale patterns favorable for heavy 
rainfall such as those documented by 
Maddox et al, Spayd and Schofield. As 
Funk has stated (1991), "Pattern recognition 
is the foundation for forecasting heavy rain 
within the Forecast Branch." The 
numerical models provide a framework for 
applying the various conceptual models. 

3. A CAUTIONARY NOTE 

Even when a forecaster recognizes a 
characteristic error, he or she must think 
things through when using model output to 
forecast heavy rainfall. The author's 24-48 
h QPF ending at 1200 UTC March 12, 1991 
illustrates the danger of making a correction 
to . the model but not understanding its 
ramifications. The author felt the 48-h 
NGM suffered from a characteristic error in 
which it tracks the 500 mb low center too 
far north as the low moves across the Rocky 
Mountains into the Plains. This error is 
common when three conditions are met: 1) 
a strong ridge is present west of the short 
wave, 2) the subtropical jet is unusually 



strong with northwesterly flow west of the 
shortwave or westerly flow south of it, 3) 
when a negative height anomaly (at 700 or 
500 mb) is found in the Gulf of Alaska 
directly north of a flat positive anomaly. 

Figures lla, lib, and lie show the initial, 
the observed and 48-h forecast 500 mb 
heights for the case. The pattern fits the 
criteria mentioned above. A strong ridge 
was located over the East Pacific and a 
strong jet was digging down the west side of 
the trough. The author was confident that 
the NGM was forecasting the 500 mb low 
center too far north and east, and was 
underpredicting the rainfall across the 
Mississippi Valley. The assumptions about 
the 500 mb low and the stripe of heavy 
precipitation were correct, but the forecast 
stripe of heavy rainfall ended up parallel to 
the observed stripe (not shown). 

What went wrong? The forecast location of 
the rainfall was based on the 1000-500 mb 
thickness and precipitable water values 
predicted by the NGM. The author 
expected the stripe of heavy rainfall to align 
along the 565 dm thickness which was 
predicted by the NGM across southern 
Arkansas. As expected, the axis of heavy 
rain did fall along the 565 dm thickness. 
Unfortunately, the observed 565 dm 
thickness value verified farther north than 
forecast by the model. The axis of the 
observed heavy rainfall, therefore, occurred 
over northern Arkansas instead of southern 
Arkansas. The author failed to think of all 
the effects the 500 mb height field error 
would have on other fields. He expected the 
500 mb height field to be higher across the 
Mississippi Valley, but failed to link that 
change to a corresponding rise in the 
I 000-500 thickness values. Forecasters need 
to think each idea through before 
implementing it into a forecast. 
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4. CONCLUSION 

Forecasters at NMC have been able to use 
their experience, knowledge of the 
operational models and of conceptual models 
for heavy rain, and various empirical rules 
and techniques to improve the quantitative 
precipitation forecasts over those generated 
by the numerical models. Figure 12 shows 
a comparison between the 12-36h (Day 1) 
threat scores for 1" or greater amounts by 
the NGM (RAFS) and the Forecast Branch 
Meteorologists. The Forecasters have 
consistently scored higher than the models 
on a monthly basis. Despite the expected 
improvements in data assimilation and 
advances in numerical models, forecaster 
intervention is still, and will remain, needed 
to modify the model quantitative 
precipitation forecasts. Knowledge of the 
models and of what makes a large versus a 
small precipitation event are critical factors 
to improving the quantitative precipitation 
forecasts of the future. 
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FIGURES: 

Fig. 1. The annual threat score for 1.00" 
or greater amounts from the verification of 
Day 1 (12-36 hr), Update (24-48-h) and 
Day 2 (36-60-h) Quantitative Precipitation 
Forecasts (QPFs) issued by the Forecast 
Branch at NMC. 

Fig. 2. Plot of verification station 
locations ( +) with bias (top) and threat 
score (bottom) for 12-24-h NGM forecasts 
of precipitation amounts equal to or 
greater than 0.01 ". Values plotted are 
multiplied by 100. The 200 contour 
represents a bias of 2.00 during (A) the 
winter season, December 1988-February 
1989, and (B) the summer, June-August of 
1988 and 1989. 

Fig. 3. Plot of the verification stations 
( +) with threat score multiplied by 100 for 
12-36-h NGM forecasts of 0.50 or greater 
precipitation amounts during the cool 
seasons (November 1988-April 1989 and 
November 1989-Aprill990) with a 
contour of 50, and storm tracks 
represented by arrows. 

Fig. 4. Plot of the verification stations ( +) 
with bias multiplied by 100 for 12-36-h 
NGM forecasts of 0.50 or greater 
precipitation amounts during the cool 
seasons (November 1988-April 1989 and 
November 1989-April 1990). 

Fig. S. The NGM total wind vectors and 
mixing ratios at 950mb valid at 1200 UTC 
14 February 1988 with a mixing ratio 
contour of 1 g/kg, (A) the initial analysis, 
and (B) the 48-h forecast. From Janish 
1991. 

Fig. 6. The composite wind difference 
field for 850 mb for T-4 during the Janish 



study. Values are expressed as the 48-h 
NGM forecast minus the corresponding 
analysis and are displayed for the a) total 
wind field, b) the ageostrophic wind field. 

Fig. 7. 1000 to 700mb temperature 
profile comparison for 1200 UTC 14 
February 1988 at Lake Charles (LCH), 
La. between the observed RAOB data 
(solid), the NGM initial analysis (dashed) 
and NGM 48-h forecast (dash-dot). From 
Jan ish 1991. 

Fig. 8. Vertical cross section of the 
relative humidity difference between the 
NGM 48-h forecast and the verifying 
initial analysis valid at 1200 UTC 14 Feb. 
1988. The cross section extends from 22N 
95W to 40N 92W. Contour interval for 
relative humidity is 5%. From Janish 
1991. 

Fig. 9. NGM 850mb dewpoint analysis 
valid at 0000 UTC 5 July 1992 with a 
contour interval of zoe for the (A) initial 
analysis, and (B) 48-h forecast. 

Fig. 10. The difference in the 
ageostrophic wind field between the 12-h 
NGM forecast and the verifying wind field 
(forecast -observed) valid 1200 UTC 16 
November 1987, 

Fig. 11. The 500 heights and vorticity 
fields for (A) the initial analysis valid 1200 
UTC 20 March 1991, (B) the 48-h 
forecast valid 1200 UTC 22 March 1991 
and (C) the verifying analysis at the same 
time. 

Fig. 12. A compari_son of the annual 
threat scores for 1. 00" or greater 
precipitation amounts for the Day 1 
forecasts by NGM or RAPS (the bar 
graph) and the NMC Forecasters. 
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FIG. 4 
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Estimates of Hourly Precipitation Amount from Routine 
Observations of Current Weather 

Jerome P. Charba 
Techniques Development Laboratory 

Office of Systems Development 
National Weather Service 
Silver Spring, Maryland 

1. INTRODUCTION 

The Local A WIPS MOS frogram (LAMP) 
being developed at the Techniques 
Development Laboratory (TDL) will 
produce updates of centralized Model Output 
Statistics (MOS) forecasts at hourly intervals 
for projections to about 20-h into the future. 
The updated forecasts, which will be 
produced at National Weather Service 
(NWS) forecast offices, will be based on the 
analysis of hourly observational data and 
simple advective models (Glahn and Unger, 
1986). Among the weather elements for 
which updated forecasts will be produced is 
guantitative Qrecipitation forecasts (QPF) 
(Glahn et al., 1991). 

Previous work directed at producing QPF 
for projections in the range 0-9 h (Charba, 
1987; Charba, 1989) has shown that 
precipitation amount measured over a period 
just before forecast issuance time is a quite 
useful predictor. Thus, for application in 
the LAMP QPF program, antecedent 
precipitation observations are needed each 
hour. While the Automated S.urface 
Observing S.ystem (ASOS) will provide 
hourly precipitation measurements at all 
surface stations in the era of the modernized 
NWS, the full deployment of the system 
remains a few years away. For the interim 
period, use must be made of available 
observational data that are related to the 
instantaneous precipitation intensity. One 
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such data type is present weather obtained 
from conventional hourly observations 
recorded by human observers. This paper 
describes an analysis of the relationship of 
hourly precipitation amount to present 
weather. The derived empirical 
relationships are subsequently used to 
estimate hourly precipitation amount given 
the present weather observation. The study 
includes an analysis of the accuracy of the 
estimates. 

2. DEVELOPMENT OF 
PRECIPITATION ESTIMATES 

The approach used to obtain the 
precipitation estimates was comprised of two 
steps. The first step consisted of the 
development of contingency tables, each of 
which involved two independent variables 
and one dependent variable. One 
independent variable consisted of pre
defined categories of observed weather types 
based on the latest hourly observation. The 
second independent variable was identical to 
the first except that the weather observation 
was for the previous hour. The dependent 
variable consisted of mean values of the 
measured hourly precipitation amounts for 
various combinations of precipitation 
categories over the 1-h period spanning the 
two observation times. Such mean hourly 
precipitation amounts are also called 
expected hourly precipitation amounts in this 



paper. The second step of the estimation 
process consisted of the application of the 
derived contingency tables. That is, given 
the weather observation at a station for the 
present hour and for the previous hour, an 
estimate of the 1-h precipitation amount is 
obtained from the previous! y developed 
tables. 

Nine categories (or groups) of weather 
types, one of which was "no weather" and 
another "missing observation," made up 
each of the two independent variables (Table 
I). These groups were defined following 
derivation of experimental tables in which 
each of the weather types shown in Table I 
was singled out as a separate category. 
Because an excessive number of weather 
type combinations had no or just a few 
cases, grouping of some types was 
necessitated (Table I). The primary guide 
for grouping the weather types was the 
requirement that each weather type within a 
category must have exhibited a similar 
relationship to hourly precipitation amount. 
The reader should note that one type of 
commonly reported weather (thunder) does 
not appear among the categories in Table I. 
This intentional omission is in accord with 
the reference manual for surface 
observations (OFCM, 1988). The manual 
states that the amount of precipitation is a 
function of its intensity [Light<·), Moderate", 
or Heavy<•>], not of its character (thundery, 
showery, or steady). Thus, TRW (thunder 
with rainshowers) reports were designated as 
RW (rainshowers) reports. 

The database from which the present 
weather observations were taken was an 
archive, maintained by TDL, of the 
operational hourly surface observation files 
at the National Meteorological Center. The 
coincident hourly precipitation amounts were 
taken from the climatic hourly precipitation 
database, available from the National 
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Climatic Data Center. Stations from the 
two networks were used for 296 co-located 
points over the United States. The period 
used for development of the tables spanned 
1979-89. Any case for which a 1-h interval 
was bracketed by a report of some type of 
precipitation for at least one of the two 
observation times, or <:0.01 inches of 
precipitation occurred, or both events 
occurred was used for development of the 
tables. 

Since a large number (ll,345,051) of such 
"precipitation cases" occurred over the !!
year developmental period, it was possible 
to stratify the historical sample by season 
and geographical region. The seasonal 
stratification consisted of: 

Winter: 
Spring: 
Summer: 
Fall: 

December I - March 15 
March I - June 15 
June 16- September 30 
September 16- December 31 

The slight overlap of seasons was chosen to 
augment the sample sizes. The geographical 
stratification of the 296 stations is shown in 
Fig. I. The boundaries of the 12 regions 
were drawn subjectively, with consideration 
given to regional variations in precipitation 
climatology (Charba, 1985), and to the 
requirement of adequate sample sizes. 

A separate contingency table was derived for 
each of the 48 data stratifications. To 
develop each table, the two-dimensional 
matrix of computed mean hourly 
precipitation amounts was first hand
contoured. During contouring, smoothing 
of the amounts was introduced in areas of 
the matrix where the case counts were low. 
Also, the contours were extrapolated to fill 
in data void areas. The completed table was 
then obtained following subjective 
interpolation (from the contour pattern) for 
matrix elements with low or zero case counts. 



An illustration of a computer-contoured 
representation of a sample contingency table 
is shown in Fig. 2. In this figure, the 
current (or latest) weather observation is 
denoted as "ending of hour" and the 
previous observation is denoted "beginning 
of hour." Also, only the most common . 
precipitation type in each category in Table 
1 is shown in Fig. 2. Note that for light · 
drizzle (L·) and light rain (R) at both 
observation times, the expected hourly 
precipitation amount is :50.05 inches. For · 
heavy rainshowers (RW+), the amount is as 
much as 1.00 inches. Obviously, hourly 
amounts > 1.0 inch occur for individual rain 
events, but such extreme amounts were 
averaged with other lesser amounts during 
derivation of the table. 

Note from Fig. 2 that the expected hourly 
precipitation amount is more sensitive to the 
type of precipitation at the ending of the 
hour than it is for the beginning of the hour. 
For instance, the gradient in precipitation 
amount as a function of weather type is 
stronger in the vertical direction of the 
figure than in the horizontal. This result 
stems from the fact that weather 
observations taken by humans are actually 
valid up to 15 min before the hour. 
Therefore, the observation for the beginning 
of the hour is valid before the 1-h period 
over which the precipitation is measured. 

3. EVALUATION OF PRECIPITATION 
ESTIMATES 

3.1 Overall Performance 

The performance of the houri y precipitation 
estimates was evaluated on an independent 
sample from 1990-91. The performance on 
this independent sample, in some instances, 
was also compared with the performance · 
with the dependent sample in order to note 
statistical stability performance 
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characteristics of the estimates. In all 
performance tests, the precipitation amounts 
estimated from the tables were compared 
with coincident observed amounts. Also, 
cases for which the combination of weather 
categories was "none-none", "missing
none, 11 "none-1nissing, '' or "missing
missing" were excluded because the tests 
were designed to measure how well the 
estimated amounts agree with the observed 
amounts for "precipitation cases" only. 

Table 2 shows linear correlation coefficients 
between the estimated and observed amounts 
for both the dependent and independent 
samples. Included in the table is the 
correlation when the hourly estimates were 
accumulated over 3-h periods and then 
matched up with 3-h measurements. The 
test samples embody all seasons and all 
geographical regions. The correlation 
coefficient values ("' 0. 6 and 0. 7) indicate 
the estimates match up reasonably well with 
the observations. The level of 
correspondence between the estimates and 
the observations is believed sufficiently good 
such that fields of the estimates would be a 
useful predictor in the TDL's LAMP QPF 
effort. The goodness of the correlations is 
somewhat surprising, especially when one 
considers that the estimates are based on 
instantaneous weather observations that 
roughly bracket the 1-h precipitation 
measurement period. Also, the higher 
correlation for the 3-h amounts relative to 
the 1-h amounts results from the 
incorporation of four weather observations 
with the former versus just two observations 
with the latter. Finally, the finding from 
Table 2 that the correlations on the 
dependent and independent samples are 
about the same suggests that the 
performance of the estimates is statistically 
stable. 

While the correlation coefficients reveal a 
good linear relationship between the 



estimated and observed precipitation 
amounts, this measure takes no account of 
the bias characteristics of the estimates. For 
this study, the bias characteristics were 
examined through use of reliability 
diagrams. Fig. 3 shows the reliability 
diagram for the independent sample. In this 
diagram, the points depict means of the 
estimated precipitation amounts within 0.1-
inch intervals along the abscissa versus 
means of the corresponding observed 
amounts along the ordinate. Where the 
points fall along the 45-degree line the 
means of the estimates exhibit perfect 
reliability (or perfect bias). Fig. 3 shows 
the reliability to be quite good everywhere 
except at the high end of the estimates. For 
this extremity, the estimated values strong! y 
underestimate the observed amounts, but 
only a few observations are involved. 

The degree of correspondence between the 
estimated and observed precipitation 
amounts also can be viewed from frequency 
histograms. The histogram plot in Fig. 4 
shows that the frequency of the estimates is 
slightly greater than that for the observed in 
the 0.0 - 0.1 inch interval, and slightly less 
than the observed for all larger intervals. 
However, non-zero frequencies for the 
estimated amounts terminate in the 0. 9 - 1. 0 
inch interval, whereas non-zero frequencies 
for the observed amounts extend to 1.6 - 1. 7 
inches. The underrepresentation of the 
frequencies of the largest amounts is 
consistent with the finding from Fig. 3--that 
the extremely large amounts are 
underrepresented. This result is expected 
with the statistical approach used; it occurs 
because the heaviest amounts are extremely 
rare. 

3.2 Regional and Seasonal Variations in 
Performance of Precipitation Estimates 

The predominant type of precipitation, e.g., 
stratiform versus convective, can change 
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with season and geographical region; this 
will impact the performance of the 
precipitation estimates. Fig. 5 shows a 
strong variation among linear correlation 
coefficients for the four seasons and six 
selected regions. (The correlations in Fig. 5 
are shown for the dependent sample because 
the larger inherent samples yield a more 
coherent pattern among the individual 
correlations.) In particular, the correlations 
are lower over the Northern High Plains and 
Rocky Mountain regions than for other 
regions to the east or west. 

For the summer, the lower correlations in 
the western regions may be due to the 
prevalence of convective showers that have 
relatively short durations. This hypothesis 
was suggested by the contour patterns of the 
relevant contingency tables (not shown). 
The contour patterns showed very little 
sensitivity to the type of precipitation at the 
beginning of the hour. That is, for any 
precipitation type (especially of Moderate or 
Heavy intensity) at the end of the hour, the 
change in precipitation amount as a function 
of the precipitation type at the beginning of 
the hour was much less than that seen for 
the summertime convective regime for the 
Gulf Coast states (Fig. 2). 

The low correlations during the winter for 
the two western regions of concern is 
believed to result largely from the 
occurrence of extremely light precipitation 
amounts during this season. For instance, 
expected hourly precipitation amounts 
exhibited by contingency tables for the 
Northern High Plains (not shown) were 
almost exclusively ~0.02 inches. The poor 
correlation occurs because the resolution of 
the precipitation reports (to the nearest 0.01 
inch) is very close to the mean values in the 
table. 

For the eastern and West Coast regions 
shown in Fig. 5, the correlations were larger 



during winter and fall than during spring 
and summer. This result is consistent with 
the dominance of steady, stratiform rainfall 
during winter and the dominance of 
convective showers in summer. The slightly 
higher correlations during fall relative to 
spring suggests greater temporal steadiness 
of precipitation during the autumn. This 
result is consistent with the common 
awareness that precipitation systems are 
more convective and transient during spring 
when the atmosphere is more unstable and 
baroclinic. 

3.3 Regional and Seasonal Variability in 
the Precipitation Type and Amount 
Relationship 

During derivation of the full complement of 
48 contingency tables, it was noted that the 
contoured patterns of expected hourly 
precipitation exhibited substantial uniqueness 
as a function of season and geographical 
region. As an illustration of the diversity, 
Fig. 6 shows the pattern of expected hourly 
precipitation for the West Coast region 
during winter (WC/WIN), which is 
contrasted with the corresponding pattern for 
the Western Gulf region during summer 
(WG/SUM) (Fig. 2). Obviously, the two 
diagrams bear only a slight resemblance to 
one another. The weak similarity lies in 
that both diagrams show a general increase 
in expected precipitation as one proceeds 
from light to heavy intensities. On the other 
hand, the diagrams exhibit two major 
differences. One is that WG/SUM exhibits 
amounts two-to-three times greater than 
those for the WC/WIN in each of the three 
intensity categories. Another significant 
difference is that the WG/SUM shows an 
increase in precipitation amount as one 
proceeds from steady rain to showers for a 
given intensity, whereas WC/WIN shows no 
corresponding increase--in fact, a slight 
decrease in some instances. 
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A perspective on the first difference noted 
above between WG/SUM and WC/WIN can 
be gained by considering the observer 
guidelines for reporting precipitation 
intensity. According to OFCM (1988), 
stations with recording precipitation gages 
(which applies to all the stations used in this 
study) should report precipitation intensities 
according to the following criteria: 

Light''' ~0.10 in/h (or ~0.01 

inches in 6 min) 
Moderate" 0.11-0.30 in/h (or >0.01-

0.03 inches in 6 min) 
Heavy<+> > 0.30 in/h (or > 0.03 

inches in 6 min). 

A careful examination of Fig. 2 shows that 
WG/SUM exhibited expected hourly 
precipitation amounts that are either near or 
exceed the upper bounds of the Light and 
Moderate categories. For example, when 
Rw- occurs at both the beginning and ending 
of the hour the expected hourly precipitation 
is about 0.10 inches (at the upper bound of 
the Light category); however, when RW 
occurs at both times more than 0.40 inches 
is expected, which exceeds the upper bound 
of the Moderate category. A similar 
examination of Fig. 6, on the other hand, 
shows that for WC/WIN expected amounts 
for the Moderate and Heavy intensities each 
fall near the lower bound of the guideline 
intervals. 

The above differences in expected 
precipitation amounts between WG/SUM 
and WC/WIN undoubtedly stem from the 
different types of precipitation that 
characterize the two regions and seasons. In 
WG/SUM, where convective rainshowers 
are the rule, high rainfall rates are very 
common. For the WC/WIN, where 
stratiform, orographically-enhanced 
precipitation is the rule, high precipitation 
rates are quite rare. The contrasting 
frequency distributions of amounts between 



the two regions would account for part of 
the noted differences in expected amounts. 
In addition, a factor that would allow for the 
apparent discrepancy between the intensity 
criteria for hourly amounts and the expected 
hourly amounts, as noted above for 
WG/SUM, is that observers assess 
precipitation intensities over time intervals 
much shorter than one hour, as the 
guidelines permit. In fact, the degree of 
agreement between hourly amount guidelines 
for intensity and expected hourly amounts 
for WG/SUM is considered good in view of 
the great temporal variability associated with 
summertime convective showers. 

The underlying reason for the second 
difference between WG/SUM and WC/WIN 
noted above is also likely related to 
differences in the intensity of the convection 
for the two regimes. For the WG/SUM, the 
convection associated with the summertime 
showers is intense. Therefore, the resulting 
rainfall rates are high--quite likely higher 
than that common with steady rain for the 
same intensity category. For the WC/WIN, 
on the other hand, the convection associated 
with wintertime showers is weak. 
Therefore, the resulting precipitation rates 
might not average even as high as that 
associated with stratiform precipitation in 
the same intensity category. 

4. SUMMARY OF FINDINGS AND 
COl\fMENT 

The present study, in which observations of 
present weather were used to estimate 
hourly precipitation amount, has yielded the 
following results: 

1. The hourly precipitation estimates 
exhibited a level of accuracy such that they 
should be useful as a predictor variable in 
the LAMP QPF effort. 
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2. The prectpttation estimates were 
statistically reliable, except for rare, 
extremely heavy amounts. 

3. The accuracy of the estimates varied 
with season and geographical location. 

4. For particular precipitation types and 
intensity categories, the estimated amounts 
varied substantially with season and 
geographical location. 

The fourth among the above findings 
suggests, at least to some degree, an 
inconsistency in the manner observers report 
precipitation intensity between contrasting 
climatic regimes. Such an inconsistency 
could have a significant ramification for the 
transition to ASOS weather observations. 
Since ASOS assessments of precipitation 
intensity will be inherently consistent, an 
error would result in the precipitation 
estimates where ASOS reports of present 
weather were substituted for human reports. 
Actually, such a potential problem is of no 
concern for our particular purpose because 
our requirement of precipitation data at 
ASOS sites will be met by the direct hour! y 
measurements of precipitation provided by 
this system. During the transition period, 
our requirement will be satisfied by ASOS 
precipitation measurements where such 
stations exist, and by the precipitation 
estimates described in this paper where the 
observations remain manual. 
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Table 1. Categories of present weather types. Where 
not specified, the symbols denote the following: 
L M drizzle, Z - freezing, R - rain, S - snow, 
IP - ice pellets, C - combination of freezing and 
frozen precipitation, and W - showers. The super
script <-> denotes Light intensity, <+) for Heavy, 
and no superscript for Moderate. 

Category 

1 
2 
3 
4 
5 
6 
7 
8 
9 

Weather Type 

N (none) 
L-, L, L+, ZL-, ZL, ZL+, S-, SW-, IC 
M (missing) 
R-, ZR-, IP-, RandS, S, C 
RW-, SW, sw+, Rand IP 
R, ZR, zR+, IP, IP+, s+ 
RW 
R+ 
Rw+ 

Table 2. Linear correlation coefficients between estimated and ob
served precipitation amounts. 

1-h Amount 3-h Amount 
Sample 

No. Cases 
Correlation 

No. Cases Correlation 
Coefficient Coefficient 

Dependent 2,552,674 0.59 1,605,980 0.71 (1979-89) 

Independent 
463,619 0.61 296,695 0.73 (1990-91) 
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Figure 1. Developmental stations (points) and geographical regions. The 
regions are denoted as: Northeast (NE), Eastern Gulf (EG), Great Lakes (GL), 
Ohio Valley (OV), Northern Plains (NP), Southern Plains (SP), Western Gulf (WG), 
Northern High Plains (NH), Southern High Plains (SH), Rocky Mountains (RM), 
Southwest (SW), and West Coast (WC). 
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Figure 2. Contoured representation of the expected hourly 
precipitation amounts (inches) comprising the contingency 
table for the Western Gulf (WG) region during summer. The 
tick marks denote the precipitation categories in Table 1; 
the most common precipitation type in each category is shown. 
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An Excessive Rainfall Event Caused by the Remnants of a 
Tropical Cyclone, Theta-E Ridge, and Complex Terrain 

Scott D. Reynolds 
National Weather Service Office 

Burlington, Vermont 

1. INTRODUCTION 

Flooding has long been a major cause of the 
loss of life and property in the United 
States. The rising cost of flooding can be 
attributed, in part, to changing 
demographics nationwide, including 
increased urbanization, flood plain 
development and inflation. Vermont is no 
different, especially because of an increasing 
permanent and seasonal population. Since 
1970, five major flood events have resulted 
in Presidential Disaster Declarations in 
Vermont, including the flood event 
discussed here. 

A narrow band of excessive rainfall and 
significant flooding resulted from convective 
rainfall during the evening of 4 August 
1989, and the remnants of Hurricane 
Chantal during the early morning hours of 5 
August 1989. The result was flood damage 
totaling over 1.5 million dollars. Most of 
the damage was to bridges, roads, and 
drainage facilities (FEMA 1989). 

Because of events such as this, an increased 
emphasis has been placed on improved 
quantitative precipitation forecasts (QPF). 
Transportation, communications, and 
everyday routines are significantly impacted 
by flooding, especially in population centers. 
Therefore, early recognition of the potential 
for significant precipitation and flooding is 
critical. Anticipation, and subsequent quick 
actions by forecasters, can ultimately save 
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lives and provide a much greater service to 
the general public than just reacting to 
existing hydro-meteorological conditions. 

2. SYSTEM EVOLUTION 

2.1 Hurricane Chantal 

Chantal was the first hurricane of the 1989 
Atlantic hurricane season. It formed near 
the Yucatan peninsula of Mexico on 30 July 
and rapidly intensified to minimal hurricane 
strength by 2200 UTC on 31 July. Chantal 
made landfall along the Texas coast north of 
Galveston, around 1300 UTC on 1 August 
(Fig. 1). Damage totaling nearly 100 
million dollars was caused by hurricane 
force winds and excessive rainfall (6 to 12 
inches), which resulted in extensive flooding 
near Galveston (U.S. Dept. of Commerce 
1989). Chantal weakened rapidly as it 
continued inland, becoming extratropical on 
3 August as it moved toward the Great 
Lakes. 

2.2 4 August 1989 

Chantal's remnants aided in the development 
of thunderstorms that produced a band of 
heavy rainfall over northern Illinois. 
Rainfall amounts of 3 to 5 inches in less 
than 6 hours resulted in flooding in suburban 
Chicago (U.S. Dept. of Commerce 1989). 
By 1200 UTC, the remnants of Chantal had 
merged with a mesoscale convective system 



(MCS) over southeast Wisconsin. The MCS 
then continued east, reaching central Lake 
Ontario by 0000 UTC on 5 August. 

At 1200 UTC, the surface reflection of 
Chantal was near central Lake Michigan 
(Fig. 2a). The corresponding Nested Grid 
Model (NGM) initial 500-mb analysis placed 
the associated vorticity maximum and short
wave trough over southeast Wisconsin (Fig. 
2b). At 850-mb, dew point temperatures 
were generally around 15°C over New York 
and New England (not shown), and an 
equivalent potential temperature (8.) ridge 
extended from the southern Great Lakes into 
central New England (Fig. 2c). 

By afternoon, conditions had become 
favorable for thunderstorm development 
across New England. Afternoon heating, an 
increase in low-level moisture (surface dew 
points 70°F or greater), and a weak thermal 
trough at 500-mb aided thunderstorm 
development during the late afternoon across 
northern New York and western New 
England. 

2.3 0000 UTC - 5 August 1989 

The surface reflection of Chantal's remnants 
was located near Lake Ontario at 0000 UTC 
on 5 August. A mesoscale boundary 
extended from the low to near Albany, NY 
(ALB) and into southern New Hampshire 
(Fig. 3a). This feature was likely an outflow 
boundary from thunderstorms moving 
through southern Vermont. Surface dew 
point temperatures were over 70 °F across 
most of New York and New England, with 
a maximum near 75°F across much of 
Vermont. 

The 500-mb trough moved to the eastern 
Great Lakes by 0000 UTC, with a 14 X IO·' 
sec·' vorticity maximum centered near 
Trenton, Ontario (YTR; Fig. 3b). The 850-
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mb dew point temperatures (not shown) 
were still around l5°C over much of New 
York and New England, with an axis of 
maximum winds extending from Ohio to 
southeast New York. A e. ridge extended 
from Pennsylvania to Maine (Fig. 3c) at this 
time. 

Conditions were favorable for continued 
convective activity. Positive vorticity 
advection (PV A) was occurring across most 
of New York and New England. Soundings 
from nearby upper air sites showed 
substantial moisture content through the low 
and mid levels of the atmosphere (ALB 
sounding shown in Fig. 4). High moisture 
content was noted through the low levels of 
the atmosphere, with precipitable water 
values in excess of 2 inches (over 200% of 
normal). An unstable atmosphere was 
present with lifted indices below zero and K 
indices over 35 (Table 1). 

The 0001 UTC 5 August enhanced (Mb 
curve) infrared (IR) satellite imagery (Fig. 
5) revealed the thunderstorms that developed 
earlier across New York had moved into 
Vermont. The MCS that traversed the 
Great Lakes during the day, was now over 
central and northern New York. A second 
MCS formed over eastern Ohio and 
southwest Pennsylvania. Based on the 
enhanced IR and water vapor imagery (not 
shown), a vorticity maximum was located in 
eastern Ontario near Georgian Bay. 

2.4. 5 August 1989- 0000-1200 UTC 

The initial convection moved through 
Vermont by 0300 UTC, producing rainfall 
of 1 to 2 inches. By 0600 UTC (Fig. 6a), 
the meso-boundary had moved into southern 
Vermont, along a Glens Falls, NY (GFL) to 
Lebanon, NH (LEB) line. The meso
boundary remained nearly stationary during 
the next 6 hours and the low followed this 



boundary into southwest New Hampshire by 
1200 UTC (Fig. 6b). 

Nighttime IR satellite imagery between 0001 
and 1101 UTC (Figs. 5, 7a-b) showed a 
steady eastward progression of the northern 
MCS. There was little change in cloud top 
temperatures (-58 to -62°C) between 0001 
(Fig. 5) and 0501 UTC (Fig. 7a) with no 
substantial change in areal extent of the 
coldest tops. Based on this analysis, there 
appeared to be very little weakening of the 
MCS during the period. This was in sharp 
contrast to the MCS over Ohio and 
Pennsylvania, which weakened considerably 
during the same period. 

By 0701 UTC (Fig. 7b), a rapid warming of 
the cloud tops was evident, with only a 
small area of -52 to -58°C tops remaining, 
surrounded by a large area of -41 to -52°C 
tops. This was around the time of the 
heaviest rain in central Vermont. By 1101 
UTC (not shown), most of the enhanced 
cloud area moved into northern New 
Hampshire, with a decrease in the rainfall 
rates over central Vermont. 

Figure 8 shows rainfall distribution for the 
24 hours ending at 1200 UTC 5 August 
1989. The maximum reported rainfall was 
6.29 inches at Montpelier (MPV). Most of 
this rain fell between 0400 and 1200 UTC, 
during the period of cloud top warming. 

3. DISCUSSION 

The excessive rainfall of 4-5 August 1989 
appeared to be the result of a hybrid of two 
flash flood producers--a synoptic-scale 
cyclonic circulation system (CCS) and an 
"altered" synoptic-scale tropical circulation. 
Interaction of this system with the 9, ridge, 
meso-boundary, and complex terrain also 
contributed to the excessive rainfall. 

97 

3.1 Cyclonic Circulation System 

Spayd ( 1982) studied flash flood events in 
which warm-topped thunderstorms (warmer 
than -62°C) were embedded within a 
synoptic-scale cyclonic circulation system 
(CCS) identifiable by IR satellite imagery. 
Corresponding composites were developed 
for surface and upper air features. Elsner et 
al. (1989) studied the synoptic-scale features 
associated with a 1986 flash flood event in 
Milwaukee, Wisconsin and compared them 
to the Spayd CCS composites. A checklist 
for CCS identification was created by Elsner 
et al. (1989) based on a climatology of 
similar events from seven warm seasons (1 
June to 15 September), 1981 to 1987. This 
event showed some similarities to the Spayd 
(1982) CCS composite, and the Elsner et a!. 
(1989) climatologically-based criteria. 

Most of the CCS criteria were met for this 
event. These included: a circular vorticity 
center of ~14 x 10·' sec·'; 500-mb heights 
5700 m, or greater; 850-mb jet axis south 
and east of the heavy rain region; an 
identifiable surface low center; and surface 
dew point temperatures l7°C (63 °F), or 
greater. Technically, however, this event 
was not classified as a CCS because: a) it 
was associated with the remnants of a 
tropical system; and b) there was no 
identifiable closed low in the 850-mb height 
field. 

3.2. Synoptic-scale Tropical Circulation 

This system strongly resembled an "altered" 
synoptic-scale tropical circulation (Clark et 
a!. 1980). The remnants of Chantal 
remained identifiable while moving into 
northern latitudes, despite undergoing 
significant changes in horizontal and vertical 
structure. The system maintained a 
persistent eastward forward motion while 
moving through New England. 



Thunderstorms developed away from the 
circulation center during the afternoon due 
to surface heating, and weakened during the 
evening as the boundary layer stabilized. 
"Core thunderstorms" intensified due to 
maximum moisture convergence near the 
circulation center as low-level moisture 
inflow was unimpeded. Ward (1981) 
showed this to be common with synoptic
scale tropical circulation systems. 

As with typical "altered" synoptic-scale 
tropical systems, the maximum rainfall was 
north and east of the circulation center 
(Clark et al. 1980). This system retained 
some tropical characteristics (e.g. warm 
core, large moisture content), although it did 
not contain the typical cold-topped 
convection. The MCS remained warm
topped (as defined by Spayd 1982) 
throughout New York and Vermont, even 
though the tops of the MCS were colder 
than those of the surrounding convection. 
The cloud tops of the MCS warmed rapidly 
during the dissipation stage, as is typical 
with a synoptic-scale tropical circulation 
system (Scofield 1985). 

3.3 8. Ridge I Mesoscale Boundary I 
Terrain Effects 

The merging of the MCS and remnants of 
Chantal occurred near a e, ridge. Very 
often, e, ridges and associated tropical water 
vapor (6. 7 JLm) plumes align, and are 
indicative of relatively deep moisture and 
instability (Scofield and Robinson 1992). A 
forcing mechanism is then needed for 
thunderstorm development. In this case, the 
forcing mechanism was already in place (the 
merger of two dynamic systems that had 
their own lift--Chantal and the MCS). 

The excessive rainfall and subsequent 
flooding in suburban Chicago occurred near 
the e, ridge axis during the early morning 
hours of 4 August. The merged system 
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(MCS and Chantal's remnants, hereafter 
referred to as the remnants) then propagated 
east along the e. ridge. The high e., 
tropical-like environment, helped maintain 
the remnants while moving toward Vermont. 
The branch of the e. ridge that had been 
over southern Quebec (Fig. 2c) moved into 
central Vermont (Fig. 3c). The presence of 
low-level moisture with the water vapor 
plume allowed for increased rainfall 
efficiency with the thunderstorms associated 
with the remnants (Scofield and Robinson 
1992). 

The mountainous terrain of central Vermont, 
coupled with the mesoscale boundary, 
provided the essential focusing and lifting 
mechanisms. Low-level convergence along 
the meso-boundary in an area of high 
surface dew points focused the maximum 
moisture convergence over central Vermont. 
The interaction of the MCS moving over the 
mountains, in conjunction with the e. ridge, 
resulted in significant enhancement of 
rainfall rates in this area of maximum 
moisture convergence. A schematic of these 
features is shown in Figure 9. 

Water vapor (6.7 JLm) imagery from 0201 
and 1201 UTC (Figs. 1 Oa-b) indicated that 
the a vorticity maximum moved across 
central New York and southern Vermont. 
Strong drying behind the MCS was evident, 
in the form of a dry surge boundary. This 
is indicative of strong downward vertical 
motion upstream of the boundary (Weldon 
and Holmes 1991), and likely strong upward 
motion with the vorticity maximum itself. 

As the center of the MCS began moving 
through central Vermont, the winds at 
MPV, although light, were generally from 
the northeast (Table 2), indicative of low
level convergence occurring in the Winooski 
River Valley. (The Winooski River extends 
from Burlington (BTV) through Montpelier 
(MPV), with a west-northwest to east-



southeast orientation. The Green Mountains 
lie just to the west of MPV.) This 
converging air was then forced to rise 
rapidly as it approached the east slopes of 
the Green Mountains and the MCS. All of 
this coincided with the time of maximum 
rainfall. 

Heavy rain continued after the center of the 
MCS moved through central Vermont. 
Strong convection can continue even while 
negative vorticity advection (NV A) is 
occurring, provided moist unstable inflow 
continues to be directed toward a low-level 
boundary (Funk 1991). Once the inflow is 
interrupted, the convection and heavy rain 
diminishes. Persistent weak PV A and low
level convergence near the meso-boundary 
allowed heavy rain to continue until the low
level flow became more northwest, limiting 
the convergence and moisture inflow. 

4. CLIMATOLOGY 

A number of climatic factors should be 
considered while forecasting potentially 
excessive rainfall in the eastern United 
States. In a study of flash flood events from 
North Carolina to New England during the 
early 1980's, Fleming et al. (1984) found a 
maximum of occurrence of events from 
August 1 to 15, with another maximum 
from June 1 to 15. They also found that in 
the northern part of the study region, 89% 
of the events contained warm-topped 
convection. 

Capriola (1992) noted that nearly 50% of 
flood events during the hurricane season 
(defined as June through September) were 
directly attributed to tropical systems, or the 
remnants of tropical systems interacting with 
an old boundary or being drawn into a 
synoptic-scale cyclonic circulation system 
(CCS). Kane et al. (1987) found that the 
highest rainfall amounts produced by an 
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MCS typically fall to the right of the 
centroid of the -52 oc cloud shield. This 
was true for this case. 

Previous research (Bohl and Junker 1987) 
has suggested that outbreaks of heavy 
precipitation tend to occur along the same 
1000-500 mb thickness channel where 
convection first begins. In this case, the 
initial convective activity formed in a region 
with thickness values of approximately 5780 
m, and the MCS moved along similar 
thickness values. Rainfall from tropical-type 
systems, mesoscale convective systems, and 
in environments with very high precipitable 
water values (greater than 150% of normal) 
generally occur at higher thickness values 
than the climatic mean. The thickness 
values for this event were well above the 
climatic mean for August (5700 m) as 
determined in the Bohl and Junker (1987) 
study, with observed precipitable water 
values around 200% of the normal. 

5. CONCLUSIONS 

This excessive rainfall event highlights a 
couple of important points. First, it is 
essential to continuously monitor and track 
the remnants of tropical cyclones after 
landfall and dissipation. The remnants of 
tropical cyclones have produced significant 
flooding in the past. Some of the most 
extensive flooding ever recorded in Vermont 
occurred in 1927 as the remnants of a 
hurricane moved across the state. The 
Wellsville, New York flood of 1972 (Bosart 
and Carr 1977) was similar to this event in 
that there were two distinct rainfall events 
that moved across the same area. One event 
originated in the Ohio Valley, while the 
other was associated with the remnants of 
Hurricane Agnes. 

In October 1990, flash floods in South 
Carolina resulted from two separate rainfall 



events, the second being from the combined 
effects of the remnants of tropical storms 
Klaus and Marco (Charnick 1991). While 
the remnants of a tropical system alone may 
not produce excessive rainfall well after 
landfall, the interaction of other synoptic 
and mesoscale factors with the remnants 
often can combine to produce excessive 
rainfall and significant flooding. 

Detailed synoptic and mesoscale analysis, as 
well as "pattern recognition" are critical to 
successfully forecasting excessive rainfall 
episodes. While the numerical guidance 
currently available is accurate for synoptic
scale features, the models sometimes cannot 
fully resolve mesoscale features. 
Recognition of synoptic and mesoscale 
features indicative of flash flood potential, 
from the available observational and forecast 
data, is essential. These features may not be 
readily apparent, but a detailed analysis or 
reanalysis may make them more apparent. 
Greater understanding of storm structure and 
dynamics also are very important in 
successful forecasting of this type of 
mesoscale phenomena. 
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Table 1. Stability indices and precipitable water (PW) values. 

Station 
Buffalo (BUF) 
Albany (ALB) 
Portland (PWM) 

0000 UTC 5 AUGUST 1989 

K-lndex 
36 
39 
36 

Lifted Index 
-2 
-5 
-3 

PW 
2.26 
2.07 
2.27 

%Normal 
246% 
209% 
241% 

Table 2. Surface observations from Montpelier, VT (MPV), for 0600-1200 UTC 5 August 
1989. 

RS 0550 M4 OVC 2RF 027/69/69/0000/963/TE30 MOVD SE/81409 THREE 83 
SA 0650 M3 OVC lTRWF 028/69/69/0804/963/TB28 SE MOVG SE LTGCC 
SA 0750 E3 OVC lRF 029/68/68/0304/963/TElO MOVD SE 
SA 0850 E3 OVC lRF 022/69/69/3303/961/805 
SA 0950 E3 OVC lRF 018/68/68/0505/960 
SA 1050 E2 OVC 3/4RF 025/69/69/3406/962 
SA 1150 -X E2 OVC 1!2RF 029/68/68/3307/963/RF4110518 THREE 68 20629 
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Figure 1. Track of Chantal from tropical depression stage (1200 UTC 31 July 1989) through 
extratropical stage (1200 UTC 5 August 1989). 
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Figure 2. 1200 UTC 4 August 1989 analyses of: a) Surface; b) 500-mb heights (solid) and 
vorticity (dashed); and c) 850-mb Equivalent Potential Temperature (9,) (dashed line is the 9, 
ridge axis). 
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Figure 3. Same as Fig. 2 except for 0000 UTC 5 August 1989. 
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Figure 4. 0000 UTC 5 August 1989 sounding for Albany, NY (ALB). 
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Figure 5. Enhanced infrared (IR) satellite imagery (Mb curve) for 00001 UTC 5 August 1989. 
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Figure 6. Surface analysis for: a) 0600 UTC 5 August 1989; and b) 1200 UTC 5 August 1989. 
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Figure 7. Enhanced infrared (IR) satellite imagery (Mb curve) for: a) 0501 UTC 5 August 
1989; and b) 0701 UTC 5 August 1989. 
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Figure 8. 24 hour rainfall (inches) ending 1200 UTC 5 August 1989. 
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Figure 9. Meteorological composite coincident with the time of the heaviest rainfall in central 
Vermont (0600 UTC). Surface features from 0600 UTC analysis, upper air features based on 
0600 UTC water vapor (6. 7 ,urn) satellite imagery (not shown). Shading for terrain elevation: 
Darkest- above 2000 feet MSL; Lighter shade- 1000-2000 feet MSL. 
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Figure 10. Water vapor imagery (6.7 ~Lin) for: a) 0201 UTC 5 August 1989; and b) 0201 UTC 
5 August 1989. 
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The New England Coastal Front 
A Warm Season Example? 

Charles K. Kluepfd 
National Weather Service Forecast Office 

Boston, Massachusetts 

ABSTRACT 

On 5-6 Jnne 1992, southern New England experienced heavy rains in advance of a warm front. Torrential 
downpours occurred over portions of Connecticut, especially along the Connecticut River, which resulted in flash 
flooding. Storm totals in the vicinity of the river ranged from 3.5 to 7 in. The heaviest, flood-inducing rains fell 
between 0200 and 0700 UTC 6 June. 

This warm season event showed some remarkable synoptic similarities to the New England coastal front, normally 
a cool season phenomenon. A cold high pressure system was centered over the Canadian Maritimes, with cool air 
damming extending south into the Connecticut River Valley. At 500 mb, a negatively-tilted, closed low moved from 
western Pennsylvania to New York. Just prior to the time of most intense rainfall, a strong convergence zone 
developed over New England from near New Haven, CT, to just norfh of Boston, MA. The coastal front appeared 
to focus and enhance the precipitation over the Connecticut River Valley. 

The synoptic and mesoscale aspects of this heavy rain event will be discussed. Similarities and differences between 
the classic cool season New England coastal front and this unusual warm season case will be explored. 

1. INTRODUCTION 

This is a case study of a flash flood event 
that occurred in Connecticut over the 
Connecticut River Valley on 5-6 June 1992. 
By 0600 UTC 6 June, rainfall measurements 
from the automated rain gauge network 
indicated that rainfall in this area was 
exceeding the flash flood guidance values 
(Fig. 1) provided by the Northeast River 
Forecast Center (NERFC) in Bloomfield, 
CT. By 1200 UTC, 24-hour storm totals 
indicated that numerous areas in the 
Connecticut River Valley received 6-7 
inches of rain (Fig. 2). This resulted in 
serious flooding in New Haven and Hartford 

1Current affiliation: Office of Meteorology, 
Silver Spring, MD 
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Counties in central Connecticut. This 
situation appeared to the forecasters at the 
Weather Service Forecast Office (WSFO) in 
Boston as a case of moderate overrunning 
enhanced by strong positive vorticity 
advection (PYA) at 500mb. Forecasts prior 
to the event indicated that 1-2 in of rain 
could be expected from this storm. 

2. SEQUENCE OF EVENTS 

At 0000 UTC 6 June, a cold high pressure 
system (1038mb) was located just southeast 
of Newfoundland. To the south of the high 
was a broad fetch of confluent flow, 
funneling moist marine air into southern 
New England. The coldest air had moved 
well east of Maine, but surface temperatures 



between 50 and 60°F lingered across New 
England. A moderate overrunning pattern 
had developed over the area, with a warm 
front along 39 ° N latitude. Surface 
temperatures south of the front averaged 
around 70°F. At 500 mb (Fig. 3), a 
negatively-tilted closed low over western 
Pennsylvania was beginning to open and 
move northeast as an area of strong PV A 
reached southwest Connecticut. At 850 mb 
(Fig. 4 ), a low-level jet was evident over the 
northeast United States. 850 mb winds at 
Albany, NY, were 140° at 48 kt, while 
winds at Chatham, MA (CHH), were 150° 
at 32 kt. This jet helped to replenish 
moisture and maximize warm air advection 
over southern New England. The soundings 
at CHH and Atlantic City, NJ (ACY), 
indicated that the subtropical air that was 
overrunning the cool air near the surface 
was conditionally unstable (Fig. 5). At 
CHH, a very shallow inversion near the 
ground was overrun with moist, unstable 
air. The surface-based lifted index was 4, 
while the precipitable water was 1.29 in. At 
ACY, the surface-based lifted index was -4 
and precipitable water was 1.54 in with the 
moist, unstable conditions extending down 
to the surface. 

By 0300 UTC, a surface convergence zone 
(Figs. 6 and 7) developed across southern 
New England between Hartford, CT (BDL), 
and Providence, RI (PVD). Winds at BDL 
had shifted to north, while at PVD they 
veered to the southeast (speeds 8-15 kt at 
both stations). After the wind shift, the 
temperature at BDL dropped from 59'F to 
55· F, strengthening the north-south 
temperature gradient. GOES enhanced 
infrared (IR) satellite imagery (Fig. 8) 
showed warm top convective signatures of 
the "synoptic-scale cyclonic circulation" type 
(Spayd and Scofield 1983). In these 
situations, the convective tops generally 
form about 2-3 ° north or northeast of the 
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850 mb low. Cloud tops over Connecticut 
and Rhode island in this case generally 
ranged from -54 to -60°C (warm tops); 
however, some cold tops ( -60 to -64 ·C) 
were evident. New York City (NYC) and 
CHH radar reports indicated a large area of 
thunderstorms (VIP [Video Integrator 
Processor] levels 3-4) were centered near 
40'N 69'W. Further north, some 
convective rain showers (VIP level 2) 
developed in the conditionally unstable air 
over southern and central Connecticut by 
0330 UTC. 

By 0530 UTC, numerous VIP level2 echoes 
were observed over southern Connecticut, 
with some VIP level 3 echoes on the south 
coast of Connecticut between Bridgeport and 
New Haven. By 0630 UTC, there were no 
VIP level 3 echoes, but "training" of VIP 
level 2 echoes (convective tops to 30,000 ft 
MSL) was occurring from central Long 
Island through the Connecticut River Valley. 
Enhanced IR imagery showed that the 
coldest tops ( -60 to -64 ° C) had moved into 
extreme northern Connecticut, western 
Massachusetts, and Vermont by 0601 UTC 
(Fig. 9); however, warm tops remained over 
central and southern Connecticut, where the 
"training" of the radar echoes occurred. 
NYC radar indicated that this regenerative 
convection continued until almost 0830 
UTC. Final storm totals confirmed that the 
heaviest flood-producing rains fell over the 
Connecticut River Valley in southern and 
central Connecticut. It should be noted that 
the relatively low radar intensities of the 
convective echoes (primarily VIP level 2 
rain showers) were a deceptive feature of 
this storm. If it had not been for the 
automated rain gauge network in 
Connecticut, forecasters would have been 
unaware that the rainfall was so heavy. 

By 0830 UTC, the precipitation began to 
diminish in coverage and intensity, and by 



1200 UTC, most stations in southern New 
England were reporting drizzle. The 
positive maxima of temperature and 
moisture advection at 850 and 700 mb had 
moved north and east of Massachusetts, 
while the 500 mb low had moved to central 
New York, with the strong PV A north and 
east of Massachusetts. 

3. ANALYSIS 

The GOES IR water vapor satellite imagery 
(6.7 J,£m) at 0300 UTC (Fig. 10) showed a 
large cyclonically-shaped subtropical plume 
(Scofield and Robinson 1992) extending 
from the Caribbean Sea to New York and 
New England. The 850 mb equivalent 
potential temperature (e,) chart (Fig. 11) 
showed ridging off the mid-Atlantic coast 
and over the eastern Great Lakes. Although 
the e, ridging was located to the south and 
west of New England at 0000 UTC, the 
low-level jet provided strong positive e< 
advection over New England and New 
York. This axis of "deep" moisture and 
instability, which "connected" New England 
to the subtropics, provided the potential for 
convective development with heavy 
precipitation (Scofield 1991). The 
approaching 500 mb low from the southwest 
was most likely the trigger for the 
convection. 

The convergence zone, which developed by 
0300 UTC, had some strong similarities to 
the New England coastal front (Bosart et al. 
1972; Bosart 1975). Although the cases in 
these studies were all cool season events, 
some of the coastal front characteristics 
were observed with this warm season event. 
Cool air near the surface became trapped 
over interior and valley locations as a strong 
high pressure system to the north retreated. 
The subtropical air to the south overran this 
shallow layer of cool air. The convergence 
zone then developed between the two air 
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masses. By this time, the convective (VIP 
level 2) rain showers were beginning to be 
detected by the NYC radar. The low-level 
jet helped to maximize the advection of 
warm, moisture-laden, unstable air into 
Connecticut, keeping the regenerative 
convection going for several hours over the 
Connecticut River Valley. This case, just 
like the cool season studies, had the area of 
heaviest rainfall right along and just north of 
the coastal front, with mesoscale embedded 
convection enhancing the rainfall (Marks 
and Austin 1979). 

There were some differences between this 
situation and the previously documented cool 
season coastal fronts. While there was some 
increase in the temperature gradient with 
this case, the strong temperature gradients 
that characterize the cool season cases were 
absent. Also, unlike most cool season 
examples, explosive cyclogenesis (e.g., 
Bosart 1981) did not occur. 

4. CONCLUDING REMARKS 

With the heaviest rainfall from this system 
over the Connecticut River Valley, a 
question is raised. Why was the area of 
most intense rainfall limited to Connecticut? 
The coastal front extended all the way 
across southern New England. Northeastern 
Connecticut, northern Rhode Island, and 
parts of Massachusetts were also located just 
north of the coastal front; however, storm 
total precipitation in these areas was 
considerably less (1 to 2.5 in). These 
values were much closer to what WSFO 
Boston was forecasting for all of southern 
New England. The very localized 
regenerative convection seemed to be 
primarily confined to the Connecticut River 
Valley. Hence, this was an event for 
"nowcasting" (forecasting in the 0-3 hour 
time scale). 



The most difficult step for the forecasters 
was realizing that this situation had the 
potential to produce such heavy rain. When 
conditions on the global and synoptic scales 
point toward a potential for heavy 
convective rainfall, it is recommended that 
forecasters "shift gears" to a conventional 
short range analysis on the local scale. 
Radar, satellite signatures, surface reports, 
and other local tools can be used to fine-tune 
the forecast as conditions change. In this 
case, the data from the newest source 
available, the automated rain gauge network, 
gave the clearest short -term indication of the 
actual intensity of the rainfall. 
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Figure 1. Three, 6, 12, and 24-hour flash flood guidance (in) from the Northeast River 
Forecast Center on 6 June 1992. 
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Figure 2. Twenty-four hour precipitation (in) for the period ending 1200 UTC 6 June 1992. 
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Figure 3. 500 mb analysis for 0000 UTC 6 June 1992. Height contours (solid) are in dm; 
vorticity contours (dashed) are IO·' s·'. 

Figure 4. 850 mb analysis for 0000 UTC 6 June 1992. Height contours (solid) are in dm; 
temperature contours 
winds are in kt. 

(dashed) are in ·c. Station models are plotted with standard notation; 
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Figure 5. Environmental soundings from (a) Chatham, MA, and (b) Atlantic City, NJ, plotted 
on a skew T-log P thermodynamic diagram at 0000 UTC 6 June 1992, 
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Figure 6. Surface analysis at 0600 UTC 6 June 1992. Pressure contours (solid) are in rnb. 
The dashed line represents a pressure trough. Station models are plotted with standard notation. 
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Figure 7. Hourly station model plots of surface observations at Hartford, CT, and Providence, 
RI, from 2100 UTC 5 June to 1200 UTC 6 June 1992. 
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Figure 8. Infrared satellite imagery (MB enhancement curve) at 0301 UTC 6 June 1992. 
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Figure 9. As in Figure 8, except for 060 1 UTC 6 June 1992. 
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Figure 10. Water vapor satellite imagery (6.7 ~tm) at 0300 UTC 6 June 1992. 
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Figure 11. 850 mb equivalent potential temperature (e,) analysis at 0000 UTC 6 June 1992. 
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The Role of Surface Moisture, Convergence, and 850 mb 
Equivalent Potential Temperature on the Formation of a 

Flash Flood Producing Thunderstorm 

William H. Wilson 
National Weather Service Forecast Office 

Louisville, Kentucky 

1. INTRODUCTION 

On the night of 28 August 1989, a 
thunderstorm moved over Buchanan county 
in northwest Missouri. The thunderstorm 
produced localized very heavy rain, which 
resulted in flooding of roads, damage to 
railroad tracks, and a train derailment. This 
paper describes the role of surface moisture, 
convergence and equivalent potential 
temperature in the intensification of this 
thunderstorm. 

2. ANALYSIS AND DISCUSSION 

Infrared satellite imagery at 0100 UTC 29 
August (Fig 1) showed thunderstorms in 
Kansas and northern Missouri. A line of 
small convective cells was in northwest 
Missouri. This line indicates a boundary 
between the thunderstorms in Kansas and 
those in northern Missouri. At 0400 UTC, 
infrared imagery (Figure 2) showed 
thunderstorms had developed rapidly over 
northeast Kansas and northwest Missouri 
along the boundary. By 0500 UTC (Figure 
3), convective growth and cell mergers 
produced a small mesoscale convective 
system (MCS) in northwest Missouri. This 
is the time when the heaviest rain and 
flooding were occurring in Buchanan county 
(Storm Data, 1989). 
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The use of equivalent potential temperature 
(theta-e) in forecasting heavy convective 
precipitation has been discussed by Juying 
and Scofield (1989) and Funk (1989). Juying 
and Scofield ( 1989) state that the ridge axis 
of theta-e and areas of positive theta-e 
advection are favored locations of MCS 
development. 

In this case, the 850mb theta-e analysis for 
0000 UTC (Figure 4) indicated a 
pronounced axis of high theta-e air located 
from southwest Missouri to northeast 
Kansas. The superimposed 850 mb winds at 
0000 UTC indicate a positive advection of 
theta-e into northwest Missouri. By 1200 
UTC, the 850 mb theta-e field changed 
drastically (Figure 5). Lower theta-e air 
was in northern Missouri with negative 
advection implied. The explosive 
thunderstorm growth as seen in rapid cloud 
top cooling and heavy rain over Buchanan 
county occurred in an area that was along 
and just downwind of the theta-e ridge axis 
and within positive theta-e advection. 

The thunderstorm development also occurred 
within an area of high surface dewpoints. 
The 0000 UTC 29 August, surface dewpoint 
and streamline analysis (Figure 6) showed 
an axis of high dewpoints from southeast 
Missouri to southeast Nebraska. The 
streamlines indicate advection of moisture 
into northwestern Missouri and Buchanan 



county. By 0300 UTC, the axis of high 
dewpoints had shifted to central Missouri 
and southwest Iowa (Figure 7). 

Figure 8 reveals that convergence was 
present at 0000 UTC associated with a weak 
surface low over central Kansas and a 
trough axis extended from the low to 
northwest Missouri. At 0300 UTC, the low 
and associated convergence moved east to 
eastern Kansas (Figure 9). Pressure rises 
were strongest in central Kansas behind the 
low with weaker rises over eastern Kansas 
and northwest Missouri, coincident with the 
moisture axis (Figure 7). This location was 
near Buchanan county. The strong 
convection over northwest Missouri (Figures 
2 and 3) caused the formation of a mesohigh 
and maximum surface pressure rises over 
Kansas City at0600 UTC (Figure 10). 

The convergence moved· across northwest 
Missouri between 0000 utc and 0600 
UTC. During that time, the convergence 
was in an area of maximum dewpoints. 
This is the time when the heaviest rainfall 
occurred over Buchanan County. After 0600 
UTC, the meso high over Kansas City 
eventually pushed the convergence and 
moisture . axes east (Figure 11). The 
boundary that existed before the onset of the 
thunderstorms (Figure 8), helped focus and 
enhance moisture convergence as it moved 
into Buchanan county. Maddox et a!. 
(1978) have shown that high dewpoints play 
a role in the occurrence of significant flash 
flood producing thunderstorms. Bothwell 
(1988) also has discussed the role of 
convergence in the initiation and support of 
convection. 

3. SUMMARY AND CONCLUSIONS 

Thunderstorms in Kansas moved into an 
area of high surface dewpoints across 
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northwest Missouri and Buchanan county. 
The high dewpoint area was in place over 
northwest Missouri several hours before the 
onset of convection. Convergence, 
enhanced by a surface boundary, aided in 
the intensification of the thunderstorm 
complex. A ridge of high equivalent 
potential temperature air was over the 
Kansas and Missouri border. Positive 
advection of this air produced an 
environment conducive to the development 
and maintenance of strong convection with 
heavy rainfall over northwest Missouri. In 
this case, low-level (surface and 850 mb) 
features played the dominant role in the 
development of deep convection. While a 
weak 500 mb shortwave (not shown) may 
also have somewhat aided upward motion, 
the low-level moisture, convergence and 
equivalent potential temperature were most 
important. These mechanisms produced and 
intensified thunderstorms over Buchanan 
county resulting in damaging flooding. 
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Heavy Precipitation Types in South Carolina 

Richard J. Linton 
National Weather Service Forecast Office 

Columbia, South Carolina 

ABSTRACT 

South Carolina heavy rainfall events were categorized into the basic meteorological patterns of synoptic, tropical 
and trontal/mesohigh based on the methodology of a national study. The local study showed that most of the South 
Carolina heavy rainfall episodes were of the synoptic type. Most of the events occurred during the summer and 
along the coast. Mean weather parameters at the standard levels were obtained for each of the three patterns. The 
frontal/mesohigh type exhibited the greatest moisture and instability. The difference between the 850 mb and 300 
mb wind speed was greatest with the synoptic pattern and least with the frontallmesohigh pattern. Directional shear 
between these levels was greatest with the tropical pattern and least with the synoptic pattern. 

1. INTRODUCTION 

According to the NOAA publication Stann 
Data, there have been 21 flood related 
fatalities in South Carolina during the period 
!973 through 1990. Property and crop 
damage has exceeded $35 million during this 
period. A descriptive climatological study 
of heavy rainfall events was done for South 
Carolina to better understand this problem. 
This local study was based on the 
methodology used by Maddox eta!. (!979), 
where a national data set of flash flood 
events was categorized into basic 
meteorological patterns. 

2. HISTORICAL REVIEW 

Maddox et a!. (!979) obtained most of their 
data base by extracting flood events from 
Storm Data during the years 1973 to 1977, 
which resulted in !51 events being 
identified. Weather patterns associated with 
these flash flood events were obtained by 
exammmg the corresponding surface 
analysis and standard level charts at 850, 
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700, 500, 300, and 200 mb. Features 
common to the flash flood cases allowed 
events in the central and eastern United 
States to be grouped into three patterns: 
synoptic, mesohigh, and frontal. 

Synoptic-type flash flood events were 
associated with relative! y strong synoptic
scale cyclones or frontal systems. A major 
500 mb trough was slowly moving eastward, 
and the associated surface front was often 
quasi-stationary. Convection formed ahead 
of the front and repeatedly developed and 
traversed over the same area (Figure 1). 

Mesohigh-type flash flood events were 
associated with weak synoptic-scale systems 
and generally occurred near the large-scale 
500 mb ridge position. At the surface, a 
quasi-stationary thunderstorm outflow 
boundary triggered and focused the heavy 
rain. The rain occurred on the cool side of 
the boundary and was usually positioned 
southwest of the mesohigh center (Figure 2). 

Frontal-type flash flood 
associated with conditions 

events were 
similar to 



mesohigh events. The synoptic-scale system 
was weak and the event generally occurred 
near the large-scale 500 mb ridge position. 
Also analogous to the mesohigh case, the 
heavy rain fell on the cool side of the 
boundary. However, the boundary was a 
stationary or very slow moving synoptic
scale front, usually oriented west to east, 
instead of a thunderstorm outflow boundary 
(Figure 3). 

Maddox et a!. (1979) found that mesohigh 
events were the most common flash flood 
type. This pattern accounted for 34 percent 
of the flash flood events. Frontal and 
synoptic cases accounted for 25 percent and 
20 percent of the events, respectively. 

The monthly distribution of events indicated 
that July was the predominate flash flood 
month, accounting for nearly 25 percent of 
the sample. Geographically, a large number 
of the events occurred from the 
Appalachians westward into the Central and 
Southern Plains. There were relatively few 
events in the Southeast, especially during the 
summer. 

Mean weather parameters computed for each 
pattern are shown in Table 1. Not 
surprisingly, these parameters indicated a 
moist and unstable atmosphere. The K
index calculated with these parameters was 
39 for the mesohigh pattern, 38 for the 
frontal pattern, and 36 for the synoptic 
pattern. The difference between the 850 mb 
and 300 mb wind direction was greatest for 
the frontal pattern, while the highest 850 mb 
to 300 mb speed shear occurred with the 
synoptic type. 

3. DATA AND ANALYSIS 

Twenty-four hour rainfall amounts for 14 
stations that were evenly distributed across 
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South Carolina were obtained from the 
Southeast Regional Climate Center for the 
years 1955 through 1990. Rainfall amounts 
of 4 to 6 inches and greater than 6 inches 
were extracted from this data. Excluding 
events that were repeated at another station, 
the 4-inch and 6-inch criteria produced 
samples of 81 and 21, respectively. The 
data were stratified in this manner since 
experience has shown that 24-hour rainfall 
of 4 to 6 inches generally results in nuisance 
flood problems in South Carolina. 
However, amounts greater than 6 inches 
generally results in life-threatening flood 
problems. 

Surface maps from the NOAA publication 
Daily Weather Maps and standard level 
charts for 850, 700, 500, and 300 mb, 
obtained from the National Climatic Data 
Center, were used to type heavy rainfall 
events into basic patterns. The patterns 
were synoptic, frontal/mesohigh, and 
tropical. The synoptic and frontallmesohigh 
patterns were as defined by Maddox et a!. 
(1979), with the frontal and mesohigh 
patterns combined since the resolution of the 
Daily Weather Maps prevented 
distinguishing between the two. The 
additional classification, tropical, was used 
if an event was associated with a tropical 
cyclone or easterly wave. 

4. RESULTS 

Most of the South Carolina heavy rainfall 
events in this study were of the synoptic 
type for both heavy rain classifications ( 4 to 
6 inches and greater than 6 inches); 
however, this type was not as dominant 
when greater than 6 inches of rain fell. For 
the 4 to 6 inch category, the synoptic type 
accounted for 68 percent of the sample. 
Twenty-two percent of the events were the 
frontal/mesohigh type, and 10 percent were 



the tropical type. For the category defined 
as greater than 6 inches, the synoptic type 
accounted for 48 percent of the sample. 
Thirty-eight percent of the events were the 
tropical type, and 14 percent were the 
frontal/mesohigh type. 

Heavy rain occurred most often in the 
summer. Sixty percenr of the events 
identified by the 4 to 6 inch category and 
about 90 percent of the events in the greater 
than 6 inch category occurred during the 
period June through September. 

Geographically, the coastal area of South 
Carolina was the most favored region for 
heavy rain. Sixty-five percent of the events 
occurred within 100 km of the ocean for the 
4 to 6 inch category. Seventy-four percent 
of the events with greater than 6 inches of 
rain were in this region. 

Mean weather parameters for the patterns 
are shown in Table 2. The categories of 4 
to 6 inches and greater than 6 inches were 
combined to compute these statistics since 
the data set for the latter was small. The 
statistics for the synoptic type systems were 
separated into a warm and cool season, 
which decreased the standard deviations. 
The tropical and frontal/ meso high patterns 
were not separated in this manner because 
there were very few of these events during 
the cool season. The K-index based on the 
mean parameters was 37 for the 
frontal/mesohigh pattern and 34 for the 
tropical pattern. The K-indices for the 
synoptic pattern were 33 and 30 for the 
warm season and cool season, respectively. 
The values for the frontal/mesohigh types 
were similar to the Maddox et al. ( 1979) 
study, but for the synoptic type, they were 
lower. The difference between the 850 mb 
and 300 mb wind direction was greatest for 
the tropical pattern. Speed shear between 
these levels was highest for the synoptic 
type, as in Maddox's study. 

---------
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5. CONCLUSION 

A heavy rainfall study was done for South 
Carolina that was based on the methodology 
of a national study by Maddox et al. (1979). 
Although the national study used flash flood 
events, while the local study used actual 
rainfall amounts, there were several 
similarities. Both studies showed that 
excessive rainfall events were a summertime 
phenomenon. Also, many of the mean 
weather parameters computed for each 
pattern were similar. However, the studies 
differed in which pattern was dominant. 
For the national study, the meso high pattern 
occurred most frequently. Whereas, the 
local study indicated that the synoptic 
pattern occurred most often in South 
Carolina for both the 4 to 6 inch and the 
greater than 6 inch categories. 

Since 24-hour rainfall amounts greater than 
6 inches usually result in serious flooding in 
South Carolina, the heavy rain/flooding 
criterion used in the two studies probably 
did not account for the difference. The 
most likely reason was the geographic 
distribution of the events. A majority of the 
cases in the national study occurred in the 
Midwest, where a typical mesohigh would 
most likely be stronger than in South 
Carolina. The mesohigh is partly composed 
of air that has experienced evaporative 
cooling as it was transported downward 
from the mid-troposphere (Fujita 1956). 
Dry air is relatively limited during the 
summer in South Carolina compared to the 
Midwest. Therefore, less evaporative 
cooling is possible in South Carolina, which 
would result in a weaker mesohigh. Also, 
Midwest thunderstorms are most frequent at 
night, whereas South Carolina thunderstorms 
usually occur in the afternoon (Gregg 1930). 
In fact, in the national study, meso high 
cases were distinctly nocturnal. Therefore, 
in a typical heavy rain/flash flood scenario, 
any mesohigh that does form should be 



more persistent in the Midwest than South 
Carolina since the cool, stable air that 
constitutes the system would be better 
sustained at night. 

Synoptic-scale systems generally remain 
well north of South Carolina during the 
summer. However, when these systems do 
reach the state and interact with the very 
warm and moist air that characterize the 
region during the summer, heavy rainfall 
often results. This study indicates that this 
scenario occurs frequently enough to make 
the synoptic pattern the main heavy rainfall 
producer in South Carolina. 
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Table 1. Mean values of temperature, dew point depression, and wind direction and speed for 
flash flood events in the Maddox eta!. (1979) study. Standard deviations are in brackets. 

Level Temperature Dew Point Wind Wind Speed 
(mb) CC) Depression Direction (kt) 

CC) (degrees) 

Synoptic Pattern 

850 15 [3] 2 [1] 195 [28] 32 [ 11] 

700 5 [2] 3 [3] 215 [29] 36 [ 11] 

500 -11 [3] 8 [9] 220 [29] 47 [14] 

300 -38 [3] 10 [7] 230 [30] 57 [21] 

200 -50 [3] ----- 235 [32] 66 [21] 

Frontal Pattern 

850 17 [3] 4 [2] 200 [26] 20 [8] 

700 7 [2] 3 [3] 235 [30] 20 [10] 

500 -10 [3] 6 [7] 250 [34] 28 [12] 

300 -36 [3] 15 [11] 260 [29] 40 [16] 

200 -56 [3] ----- 270 [22] 47 [21] 

Mesohigh Pattern 

850 18 [3] 3 [2] 205 [33] 22 [8] 

700 7 [2] 4 [3] 230 [32] 21 [1 0] 

500 -10 [3] 6 [6] 240 [27] 27 [ 16] 

300 -36 [4] 10 [8] 255 [32] 37 [ 16] 

200 -57 [3] ----- 260 [40] 41 [20] 
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Table 2. As in Table I, except for South Carolina heavy rain events. 

Level Temperature Dew Point Wind Wind Speed 
(mb) ('C) Depression Direction (kt) 

('C) (degrees) 

Synoptic Pattern (May-October) 

850 15 [3] 3 [2] 190 !8 [7] 

700 6 [2] 3 [5] 220 18 [8] 

500 -9 [2] 5 [6] 220 22 [13] 

300 -35 [3] 8 [5] 230 38 [14] 

Synoptic Pattern (November-April) 

850 10 [3] 2 [2] 200 19 [8] 

700 I [3] I [2] 230 38 [II] 

500 -13 [2] 6 [7] 220 42 [15] 

300 -40 [2] ----- 240 70 [18] 

Frontal/Mesohigh Pattern 

850 17 [3] 3 [3] 140 15 [9] 

700 7 [2] 3 [4] 220 12 (5] 

500 -9 [2] 10 [5] 240 17 [9] 

300 -35 [3] 10 [5] 280 23 [I 3] 

Tropical Pattem 

850 16 [I] 2 [I] 080 20 [14] 

700 8 [2] 2 (3] 100 19 [14] 

500 -6 [3] 5 [4] 230 18 [I 3] 

300 -3 I [2] 7 [2] 250 26 [16] 
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Figure 1. Typical pattern at (a) the surface, (b) 850 mb, and (c) 500 mb for a synoptic type 
flash flood event (from Maddox et al. 1979). 
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The February 1992 Record Flash Flood Events 
In Southern California 

Jv01y J. Small 
National Weather Service Forecast Office 

Los Angeles, California 

1. INTRODUCTION 

Heavy rains occurred in southern California 
between 10 February 1992 and 16 February 
1992 (Figs. 1a & b). During this 7-day 
period several locations received over 20 
inches of rain, resulting in many reports of 
flash flooding. Lytle Creek Fire Station, 
located in the mountains about 60 miles east 
of downtown Los Angeles, exceeded the 
100-year return value for a 6-hour period. 
Opid' s Camp, located in the mountains 
about 20 miles northeast of downtown Los 
Angeles, received over 12 inches in a 24-
hour period (Tables 1 & 2). In all, there 
were 8 weather-related fatalities and total 
storm damages exceeding 94 million dollars. 
Some of the thunderstorms were severe, and 
there was even a tornado reported. 

Similar periods of very heavy rain occur 
periodically in southern California. In 
1983, very heavy rain resulted in flash 
flooding and major property damage. In 
1969, many locations in southern California 
exceeded the 100-year return values. One 
location, in the mountains northeast of Los 
Angeles, exceeded a 1000-year return value 
with over 37 inches of rain in 8 days. 

In this paper, the synoptic and mesoscale 
environment associated with the 10 February 
1992 through 16 February 1992 event are 
analyzed and compared to the flash flood 
characteristics described by Maddox et. a!. 
( 1980) and Fleming et. al. (1986). Two 
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major events are focused upon: 1) the 
Sepulveda Dam Flash Flood on 10 February 
1992; and 2) the Ventura River Flash Flood 
on 12 February 1992. 

2. THE SEPULVEDA DAM FLASH 
FLOOD 

2.1 Geographical and Topographical 
Setting 

The Sepulveda Dam is located in a valley 
about 15 miles northwest of downtown Los 
Angeles (Fig. Ia). The east-west Santa 
Monica Mountains lie 8 miles to the south 
with peak elevations 2000-2500 feet above 
mean sea-level (MSL). To the west and 
north, the terrain slopes gently upward over 
a horizontal distance of 20 miles to the Simi 
Hills and Santa Susanna Mountains, where 
peak elevations are 2000-4000 feet above 
MSL. 

2.2 Synoptic and Sub-Synoptic Setting 

At 1200 UTC 10 February 1992, 500 mb 
heights and vorticity from the Nested Grid 
Model (NGM) showed a deep low off the 
northern California coast (Fig. 2). A pair of 
embedded short waves near 33"N and 
117oW, and 3 I oN and I 25''W were rotating 
around the low center toward southern 
California. The corresponding 1200 UTC 
10 February 1992 surface analysis showed a 
cold front extending southward through 



California and offshore (Fig. 3). The 
Showalter, Lifted, and K-indices from the 
1200 UTC 10 February 1992 Point Mugu 
(NTD) sounding were 2, I, and 26, 
respectively (Fig. 4). By mid morning the 
front was east of California, and conditions 
were slowly improving in most areas, but 
the 1800 UTC 10 February 1992 visible 
satellite imagery (Fig. 5) showed a line of 
thunderstorms developing just north of the 
Santa Monica Mountains. 

During the next 4 hours, rainfall rates were 
quite impressive. The 15-minute, 30-
minute, 1-hour, 2-hour, 4-hour, and 6-hour 
rainfall totals for the Sepulveda Dam were 
between the 50-year and 100-year return 
values, with over 0.60 inches of 
precipitation during one I 5-minute period. 

At about 2100 UTC 10 February 1992 
floodwaters rose over Burbank Boulevard, a 
frequently-traveled artery through the 
Sepulveda Basin. Many motorists, trapped 
in the rapidly rising waters, had to be 
rescued by helicopter. The line of 
thunderstorms remained quasi-stationary 
through 0100 UTC 11 February 1992, then 
moved slowly northeastward. The flood 
waters crested an hour later at 702.7 feet 
above MSL, second only to the record 
height of705. I feet above MSL set in 1980. 

2.3 Comparisons 

The synoptic situation most closely 
resembled a Maddox type III flooding event 
illustrated in Fig. 6 (Maddox et. al. I 980). 
Mean surface and upper air parameters were 
also very similar. Maddox et. al. (1980) 
noted that flash flooding occurred when 
strong moist low level flow interacted with 
mountainous terrain, and occasionally 
triggering embedded thunderstorm activity 
which produced localized areas of very 
heavy rain. In this case, it seems the heavy 
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rain may be partially attributed to terrain. 
The heaviest rain appeared to fall over the 
northern slopes of the Santa Monica 
Mountains near the center of an 80 mile 
long east-west line of showers and 
thunderstorms. Lesser amounts fell to the 
north and south of the line of showers and 
thunderstorms. 

There were four synoptic/mesoscale features 
which suggested additional vertical forcing 
was supplied by the terrain. Surface winds 
in the vicinity of the line of thunderstorms 
indicated low level convergence. The line 
of showers and thunderstorms extended 
offshore about 50 miles west of the 
mountains. Some vertical motion was 
supplied by a second short wave. One 
strong contributor to the vertical motion and 
moisture fields was a jet streak and 
associated moisture plume (Kusselson, 
personal communication). The 1200 UTC 
I 0 February 1992 250 mb heights and 
isotachs (Fig. 7) showed a I 30 knot jet core 
approaching southern California with the 
line of thunderstorms in the left exit region 
of the jet. The position of the jet streak 
resulted in increased diffluence aloft and 
enhanced the vertical motion field over the 
area. The approaching jet streak can also be 
identified on the satellite imagery. A 
moisture plume, highlighted by a patch of 
cirrus near 30"N and 140"W in water vapor 
imagery (Fig. 8), was apparent at 0000 UTC 
10 February 1992, long before the flooding 
event occurred. An enhancement in the 
plume developed as it moved northeast and 
began feeding moisture into southern 
California by 1800 UTC I 0 February 1992 
(Fig. 9). The increase in the 250 mb winds 
at NTD from 65 knots at 1200 UTC I 0 
February 1992 to I 05 knots at 2200 UTC I 0 
February 1992, signifying a jet streak and 
additional vertical motion (Figs. 4 & I 0). 



3. THE VENTURA RIVER FLASH 
FLOOD 

3.1 Geographical Setting and Topography 
of the Ventura River 

The Ventura River Basin is shaped like an 
inverted triangle, located about 70 miles 
northwest of downtown Los Angeles (Fig. 
Ia), and receives runoff from the Santa 
Ynez mountains to the north, where the 
terrain gradually rises to above 5000 feet 
above MSL. 

3.2 The Synoptic and Sub-synoptic 
Setting 

The 1200 UTC 12 February 1992 NGM 500 
mb heights and vorticity from the NGM 
(Fig. 11) showed a deep trough and 
associated short wave approaching the 
California coastline. The 1200 UTC 12 
February 1992 surface analysis (Fig. 12) 
showed an approaching cold front. The 
1200 UTC 12 February 1992 and 1800 UTC 
12 February 1992 soundings at NTD showed 
Showalter, Lifted, and K-indices of 3, 3, 
30, and 5, 4, 26, respectively (Figs. 13 & 
14). 

The heaviest rain began at about 1300 UTC 
12 February 1992 at the upper reaches of 
the Ventura River and flood stage was 
exceeded short! y after 1600 UTC 12 
February 1992. Traffic was stopped in both 
directions on the Ventura Freeway when 
flood waters covered the roadway, while a 
mobile home park at the mouth of the river 
was flooded, washing several mobile homes 
downstream toward the Pacific Ocean. As 
in the Sepulveda Dam flash flood, 
helicopters were used for rescue operations. 

Again, the synoptic setting most closely 
resembled a Maddox type III flooding event, 
with a cold front and mountainous terrain 
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(Fig. 6). This case also strongly resembled 
the type 6 deep meridional trough (Fig. 15) 
illustrated by Fleming et. a!. (1986). The 
resemblance to the 1200 UTC 12 February 
1992 infrared satellite imagery is striking 
(Fig. 16). One similarity between the 
Ventura case and the Sepulveda Dam case 
was the appearance of an enhanced area in 
the moisture plume long before the flooding 
occurred. In the Ventura case the 
enhancement was near 25"N and 140"W on 
the 0000 UTC 12 February 1992 water 
vapor imagery (Fig. 17), about 17 hours 
prior to the flooding. The moisture plume 
tracked northeast and by 0600 UTC 12 
February 1992 the plume began feeding 
moisture into southern California (Fig. 18). 
Note that 6 hours earlier, the 0000 UTC 12 
February water vapor imagery (Fig. 17) 
showed the front detached from the moisture 
plume (Kusselson, personal communication). 
Winds at 250 mb at San Diego, on the 
extreme southwest coast of California, 
increased from 90 knots at 1200 UTC 12 
February 1992 to 165 knots at 0000 UTC 13 
February 1992. This is suggestive of the 
existence of a jet streak. 

4. HYDROLOGICAL ASPECTS OF 
THE FLOODS 

The steep, rugged terrain of southern 
California results in rapid response ti,nes of 
the watersheds, many less than 3 hours. 
Extensive urbanization also enhances the 
runoff. Although events like those 
mentioned in this paper may occur 
periodically, they are infrequent in any 
particular basin, making it difficult to 
develop skill. Other problems such as 
channel clogging due to vegetation growth 
and debris, and unstable rating tables due to 
shifting sand and gravel makes stage 
forecasting very difficult. In this regard, the 
Sepulveda Basin is strongly affected by 



urbanization, whereas the Ventura River is 
more strongly affected by growth and 
vegetation. 

5. CONCLUSION AND COMMENTS 

Forecasting the future positions of jet streaks 
and moisture fields has been and continues 
to be the subject of research. 
Unfortunately, before reaching the 
forecasted location, a moisture plume may 
stall or become cut off from its moisture 
source. Similarly, a jet streak may 
experience an unforseen weakening or 
intensification. With a better forecast of the 
moisture plume position, the location of the 
jet streak, and the trends of each, improved 
forecasting of heavy rain events would 
undoubtedly occur. 

The rains in February I 992 proved to be 
beneficial in one sense, and disastrous in 
another. Due to the drought that has 
gripped the state since the mid 1980's, any 
addition to California's anemic snow pack is 
more than welcome. In this case the 
benefits of the heavy precipitation were 
outweighed by the death and destruction left 
in its wake. Due to the increasing use of 
flood prone areas associated with continued 
population growth, the risk of personal 
injury and property damage in populated 
areas is not likely to decrease, in the near 
future. In order to minimize loss of life and 
property damage, an excellent community 
awareness and preparedness program is a 
necessity. Close coordination with city and 
county officials must correspondingly occur 
to handle the challenges that lie ahead. 
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TABLE 1. 

MAXIMUM 6 AND 24 HOUR RAINFALL TOTALS AT SELECTED STATIONS 
FOR THE PERIOD 10 FEBRUARY 1992 THROUGH 16 FEBRUARY 19921 

LOCATION ELEVATION TOTAL RAIN 
(FEET) (INCHES) 

OPID'S CAMP 4320 '23. 02 

LYTLE CREEK 3420 17.36 
FIRE STATION 

SEPULVEDA DAM 668 11.73 

1DATA FROM: u.s. ARMY CORPS OF ENGINEERS 
LOS ANGELES DISTRICT 
HYDROLOGY REPORT ON FEBRUARY 

TABLE 2. 

OTHER TOTALS FOR THE PERIOD 10 FEBRUARY 1992 
THROUGH 16 FEBRUARY 1992: 

LOCATION 

JUNCAL DAM 
CRYSTAL LAKE 
BIG TUJUNGA DAM FC261 
MOUNT 1\'I LSON 
LAKE ARROWHEAD 
SAN GABRIEL DAM 
SAUGUS POWER PLANT NO. 1 

RAINFALL 
t INCHES) 

18.20 
17.10 
17.04 
15. 12 
12.03 
11.62 
11.03 

MAXIMUM 
6-HOUR 
RAINFALL 
{INCHES) 

5.08 

5.26 

4.04 

1992 FLOODS 

!DATA FROM: CLIMATOLOGICAL DATA FOR CALIFORNIA 
FEBRUARY 1992 

4AN 
-..e> 

1.5 

NOAA NATIONAL CLIMATIC DATA CENTER 

LEGEND 

LOC'ATHJ~ C:OIJE 
0 

El.F.VATJON ; !111:-illliED~ Of FEET 1 

""" 0 5 10 15 :!0 

6-HOUR 
RETURN 
PERIOD 
(YEARS) 

10 

100+ 

50 

MAXIMUM 
24-HOUR 
RAINFALL 
(INCHES) 

12.77 

7.21 

6.56 

PACT.fo'J:_G OCEAN 

F]GIJRE .Ia. 
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24-HOUR 
RETURN 
PERIOD 
(YEARS) 

10-25 

5-10 

10-25 

.'I 

i . 
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A Survey of Synoptic-Scale Systems Associated 
with Record Flood Stages on Large 

U.S. Eastern Region Rivers 

Louis A. Giordano 
National Weather Service Forecast Office 

Pittsburgh, Pennsylvania 

1. INTRODUCTION 

Like most other "natural" disasters, floods 
are the result of both physical and human 
factors. The main physical 
(hydrometeorological) factors are the 
amount, areal extent, and intensity of 
rainfall and snowmelt within the river's 
drainage basin. Other physical factors 
include the basin's topography, antecedent 
soil moisture content, degree of foliation, 
and the river channel's prior base flow and 
ice content. Human (socioeconomic) factors 
include the amount and type of human 
development within the flood plain, 
adequacy of flood-control projects, and 
population readiness. 

Major floods are widespread events affecting 
large river valleys for several days. Such 
floods are usually caused by the heavy 
precipitation patterns associated with 
synoptic-scale weather systems and 
antecedent conditions related to soil moisture 
and temperature. The fact that these 
important flood ingredients vary through the 
year across individual basins strongly 
supports Hoyt and Langbein's (1955) 
widely-accepted assessment that the 
distribution of major floods across the 
United States varies seasonally and 
geographically. 

Seasonal changes in the character of heavy 
precipitation patterns are related to seasonal 
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changes in the type of synoptic-scale 
weather regimes. Synoptic-scale systems 
such as fronts and extratropical cyclones are 
prevalent in the cold season, while tropical 
cyclones and other types of convective 
systems of various scales (individual 
thunderstorms, mesoscale convective 
systems, etc.) are more typical of the warm 
season (Hoyt and Langbein 1955; Bruce and 
Clark 1966; Myers and Zehr 1980). 

Seasonal changes in temperature also 
contribute to the variability of widespread 
flooding. Temperature influences snow 
accumulation, snowmelt, and the ground's 
ability to store water through soil 
temperature and freezing depth, vegetation 
growth, and surface evapotranspiration 
rates. Substantial rains yield the greatest 
runoff into rivers when air temperatures first 
stay above freezing for several days after a 
prolonged period of subfreezing temperature 
(Brooks and Thiessen 1937; Hoyt and 
Langbein 1955). Evaporation is minimal at 
that time because the soil is cold and 
vegetation is reduced. Frozen ground can 
negate soil infiltration altogether. The 
melting of previous snow can also 
appreciably add to the runoff. Seasonal 
temperature regimes are largely governed by 
latitude and elevation, with the northern and 
higher locations being the last to emerge 
from winter's subfreezing temperatures. 



2. DATA, SOURCES, AND 
DEFINITIONS 

To more effectively illustrate the regional 
and seasonal variations of major floods 
across the eastern United States, a survey of 
major flood events was compiled for 20 
strategic river locations. Table I lists the 
dates of each site's highest three river stages 
(or discharges) since 1860, and also the 
associated synoptic-scale weather systems. 
The sites chosen had a minimum of 100 
years continuous river stage records, were 
from drainage basins that were independent 
(i.e., the flood from one basin did not flow 
into any other), and were of size 6000 sq 
km (2300 sq mi) or greater. Basins were 
grouped into geographic subregions (Figure 
1), comparable to those used by the U.S. 
Army Corps of Engineers. 

Data sources for river stage and discharge 
records were: published U.S. Geological 
Survey Water Resources Data for various 
states; U.S. Weather Bureau Daily River 
Stages (through 1971); and unpublished 
National Weather Service Reports on River 
Gage Stations (Form E-19). Data sources 
for the weather systems were: National 
Weather Service Daily Weather Maps
Weekly Series (1971 through the present); 
U.S. Weather Bureau Daily Series Synoptic 
Weather Maps; Northern Hemispheric Sea
Level Charts (1899-1971) and Northern 
Hemispheric 500-Millibar Charts (1945-
1971); U.S. Weather Bureau Daily Weather 
Maps (1891-1971); and U.S Army Signal 
Service War Department Weather Maps 
(1871-1891). Also used were analyses by 
Garriot (1903); Brooks and Thiessen (1937); 
U.S. Weather Bureau (1941); Neumann et 
a!. (1981); Hoyt and Langbein (1955); 
Mook (1955); Stevenson (1990); and Smith 
and Reed (1990). 
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The classification of synoptic-scale weather 
systems was co-developed with Capriola 
(1992) from concepts of Maddox et a!. 
(1979); Myers and Zehr (1980); and U.S. 
Weather Bureau (1941). The designation S 
was assigned if the heavy rain was 
associated with a slow moving or quasi
stationary surface front that was typically 
oriented north-south. A surface low 
pressure center of non-tropical origin may 
have been present along the front, but this 
low did not serve as the main focusing 
mechanism for the heavy rain. Also, a 
major 500-mb trough, with either positive or 
neutral tilt, was usually associated with the 
system. 

The designation E was assigned if a 
migratory extratropical cyclone contributed 
to the heavy rain event. The surface low 
pressure center in an E-type system had to 
be enclosed by at least two closed isobars 
(isobar interval: 0.1 in Hg [3 mb] or 4 mb) 
in all directions within a radius of 500 km 
(300 nm). This radius corresponds to a 
diameter of 1000 km, the minimum length 
defined as synoptic-scale by Fujita (1986) 
and Kocin and Uccellini (1990). The 
associated 500-mb trough had either a 
negative tilt or a closed circulation. These 
criteria for designating systems as 
extratropical cyclones were more stringent 
than what some other studies have used 
(Whitaker and Horn 1981; Businger et a!. 
1990), but were needed to help differentiate 
between the S and E-type systems 
investigated in this study. 

The identifier T was used if the heavy rain 
was associated with a tropical cyclone or 
depression. The designation C, for 
combined tropical cyclone and mid-latitude 
cyclone or front, was assigned when heavy 
rain was associated with a T-type system in 
close proximity to an S or E-type system. 
The designation unknown, U, was assigned 



to one case for which charts and the 
associated classification inference was 
unattainable. 

The sectors within each storm system in 
which the heavy rain was occurring were 
also examined. The designation c was 
assigned if the flooded basin was in the 
system's cold sector throughout the period 
of heavy rain. The designation w was 
assigned if at any time during the heavy rain 
event the flooded basin was in the system's 
warm sector. Since T -type systems are 
completely warm sector, the designations I 
for left and r for right were assigned 
depending upon whether the heaviest rain 
occurred to the left or right of the center's 
track. Figure 2 illustrates an idealized 
weather system pattern with selected systems 
and sectors labelled. 

3. RESULTS 

Table 1 indicates a lower frequency of 
major floods during recent times, most 
likely due to improvements in flood control 
and human responses. For example, after 
the great floods of the late 1930s, Congress 
authorized the building of reservoirs and 
other flood controls projects throughout New 
England and the Ohio Valley. Such projects 
have been credited for keeping the June 
1972 flood (Hurricane Agnes) below record 
stages on the upper Ohio River (Bailey et al. 
1975). 

Figures 3 through 7 show the distribution of 
the highest three floods, as listed in Table I, 
by month and synoptic-scale weather system 
for the entire National Weather Service 
Eastern Region (NWS ER) and various 
subregions. Figure 3 shows most severe 
river floods in the NWS ER have come 
either in early spring (March and April) in 
association with extratropical cyclones and 
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synoptic-scale fronts (type E or S) or in late 
summer and early autumn (August and 
September) from tropical cyclones, either 
acting alone or in conjunction with 
approaching synoptic-scale systems (type T 
or C). The northern subregions (upper Ohio 
Valley, Great Lakes, and New England; 
Figures 4 and 5) had a greater frequency of 
the springtime, extratropical-type flooding 
situations with precursor soil saturations 
augmented by winter cold and snow. The 
south Atlantic subregion (Figure 6) 
experienced more late summer and tropical
type flooding situations, with soil saturations 
usually the result of prior substantial rains. 
Not surprisingly, the subregion between 
these two areas (mid Atlantic; Figure 7) had 
about the same number of springtime, 
extratropical-type events and late 
summer/early autumn, tropical-type events. 

Figure 8 has the percent distribution of the 
severe floods by sector within each type of 
synoptic system. Most often, the flood
making rains occurred in the warm sector, 
where low-level moisture and instability 
were greater, rather than in the cold sector 
where dynamic lift may have been greater. 
This warm sector preference corresponds to 
some of the more recent conceptual synoptic 
models of heavy rain systems such as the 
warm conveyor belt (Carlson 1980; 
Browning 1990) and tropical water vapor 
plume connection (Scofield and Robinson 
1992). This warm sector preference for 
heavy rain was in contrast to the cold sector 
preference for heavy snow associated with 
northeastern United States snowstorms. 
These latter precipitation events, requiring 
deep layers of subfreezing air besides 
copious moisture and strong lift, were more 
often associated with the cold conveyor belt 
of rapidly intensifying extratropical 
cyclones, whose isobaric gradients were 
much greater than 8 mb within 500 km of 
the center (Kocin and Uccellini 1990). 



4. EXAMPLES 

Some notable examples of weather systems 
and scenarios that produced major river 
flooding have been reviewed. A large, 
intense extratropical cyclone (E-type system) 
moved through the Ohio Valley and New 
England during 17-20 March 1936 (Figure 
9). This system was responsible for record 
floods in four large basins (Ohio, 
Merrimack, Connecticut, and Potomac 
Rivers) and floods with very high crests in 
five others (the Penobscot, Kennebec, 
Hudson, Delaware, and Susquehanna 
Rivers; Table 1). The moist "warm 
conveyor belt" inflow from the southeast 
averaged 20 m s·1 at the surface and reached 
speeds of 59 m s·1 at 1920 MSL on Mount 
Washington, NH (Brooks and Thiessen 
1937). A heavy rain event on 11-12 March 
1936 and the rapid melting of a deep 
snowpack over frozen ground from a 
particular! y harsh winter led to saturated 
antecedent soil conditions, which increased 
the severity of the flood. The combination 
of the rain from the two storms and 
snowmelt produced an equivalent rainfall 
total of 25-76 em. As a result, 107 deaths 
and an estimated $270 million in damage 
occurred (U.S. Geological Survey 1937). 

During 1-2 April 1987, a cold front with 
small low pressure systems travelling 
northward along it, similar to the Maddox et 
a!. (1979) synoptic type (S-type system), 
moved slowly across New England and was 
responsible for a record flood in Maine 
(Figure 10). Some areas in Maine and New 
Hampshire received over 17 em which, 
combined with rapid snowmelt, led to record 
flooding on the Kennebec River (crest at 6.4 
m [21 ft] above flood stage) and also a very 
high crest on the Penobscot River (see Table 
I). An estimated $63 million in damage 
occurred due to this storm, but there were 
no deaths (Budd 1988). 
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The severity of summertime river floods can 
be enhanced by antecedent saturated soil 
conditions resulting from prior substantial 
rain. For example, heavy rain across the 
mid-Atlantic region during the week 
preceding Hurricane Agnes in June 1972 
enhanced already moist soil conditions. 
Then a weakened Agnes moved northward 
along the eastern seaboard and interacted 
with a front approaching from the west (C
type system) and the Appalachian Mountains 
(Figure 11). These interactions augmented 
the moisture convergence resulting in up to 
48 em of rainfall and substantial flooding 
throughout the mid Atlantic states with 122 
deaths and $3.5 billion in damage (National 
Weather Service 1972). 

During 18-20 August 1955, Hurricane Diane 
(T-type system) recurved (Figure 12) and 
moved off the New Jersey coast after being 
inland for nearly 48 hours. As the storm 
moved seaward, heavy rains fell across the 
Delaware Valley and southern New England 
along a convergence zone ahead of the main 
circulation center (Mook 1955). Flooding 
occurred from Philadelphia to Boston in 
response to up to 48 em of rain, which 
resulted in 179 deaths and approximately 
$500 million in damage. The flooding 
produced by this event was magnified 
because of the substantial rain that 
accompanied Hurricane Connie less than a 
week earlier (U.S. Geological Survey 1956). 

5. CONCLUDING REMARKS 

This survey of the distribution of eastern 
United States major river floods by month 
and associated weather system has been a 
corroboration of many conventional 
hydrometeorological concepts. However, 
the path to increasing the predictability of 
the causative heavy rains lies in the further 
development and application of more recent 



conceptual models (Maddox et al 1979; 
Browning 1990; Scofield and Robinson 
1992) and numerical algorithms (Charba and 
Moeller 1989; Junker et al 1992). 
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Table 1. Dates of the highest three floods at 20 strategic locations on the largest U.S. Eastern 
Region rivers (basin area more than 6000 sq km [2300 sq mi]) with associated weather systems (E-
extratropical cyclone; S--slow-moving front; T--tropical cyclone or depression; C--combination ofT 
withE or S; and U--Unknown) and sectors (e--coid; w--wann; !--left; and r--right). 

RIVER LOCATION AREA HIGHEST SECOND THIRD 
sq km (date and type of system) 

UPPER OHIO SUBREGION 

Kanawha Charleston 2698S SEP29 U SEPI4 Cc FEB23 Sw 
wv 1861 1878 1897 

Muskingham Zanesville 17726 MAR28 Sw JAN2S Ew MAR24 Sw 
OH 1913 1937 1898 

Ohio Pittsburgh 49472 MARIS Ec MARIS Ew DEC31 Ec 
PA 1936 1907 1942 

GREAT LAKES SUBREGION 

Maumee Defiance 798S MAR26 Sc MARIS Sw FEB16 Ew 
OH 1913 1982 19SO 

Genesee Rochester 63S3 MARI9 Ew APR02 Ec MAR30 Sw 
NY 1942 1940 19SO 

NEW ENGLAND SUBREGION 

Penobscot West Enfield 1727S MAYO! Ew APR02 Sw MAR21 Ew 
ME 1923 1987 1936 

Kennebec Skowhegan 10231 APR01 Sw MAR20 Ew DEC22 Ew 
ME 1987 1936 1973 

Merrimack Lowell 1200S MAR20 Ew SEP23 Cw APRI4 Ew 
MA 1936 1938 1940 

Connecticut Hartford 10480 MAR21 Ew SEP23 Cw JUNO! Sc 
CT 1936 1938 1984 
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MID ATLANTIC SUBREGION 

Hudson Green Island 21466 MAR28 Ew MAR19 Ew DEC31 Ec 
NY 1913 1936 1948 

Delaware Trenton 17560 AUG20 Tl OCT!! Cc MAR19 Ew 
NJ 1955 1903 1936 

Susquehanna Harrisburg 62419 JUN24 Cw MAR19 Ec JUN02 Ew 
PA 1972 1936 1889 

Potomac Little Falls 29940 MAR19 Ec OCT!7 Cw APR28 Ec 
MD 1936 1942 1937 

James Richmond 17591 JUN23 Cw AUG21Cw NOV07 Cw 
VA 1972 1969 1985 

SOUTH ATLANTIC SUBREGION 

Roanoke Scotland Neck 22533 AUG19 Cw SEP23 Cw SEP23 Sw 
.NC 1940 1945 1944 

Cape Fear Elizabethtown 12898 SEP23 Cw MAR06 Sw OCT07 Cc 
NC 1945 1952 1964 

Great Pee Dee 22870 SEP22 Cw MAR07 Sw MAR02 Ew 
Pee Dee sc 1945 1987 1979 

Wateree Camden 13131 JUL18 Tr AUG26 Tl APR07 Sw 
sc 1916 1908 1936 

Congaree Columbia 20332 AUG27 Tl AUG18 Tr APR08 Sw 
sc 1908 1928 1936 

Savannah Augusta 19446 OCT02 Cw AUG27 Tl SEP11 Tl 
GA 1929 1908 1888 
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Figure I. U.S. Eastern Region subregions. 
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Figure 2. An idealized weather system pattern with selected systems and sectors labelled (E
system appropriately scaled). 
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Figure 3. U.S. Eastern Region floods distributed by month and associated system (E--black 
area; S--thick stripe; C--hatched area; T--thin stripe; and U--white area). 
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Figure 4. As in Figure 3, except for the Upper Ohio and Great Lakes Subregions. 
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Figure 5. As in Figure 3, except for the New England Subregion. 
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Figure 6. As in Figure 3, except for the South Atlantic Subregion. 
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Figure 7. As in Figure 3, except for the Mid Atlantic Subregion. 
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Figure 8. Sector distribution (percent) by system type. 
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Figure 9. Surface analysis at 1300 UTC 18 
March 1936. Flooded areas are hatched. 
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Figure 11. As in Figure 9, except at 1200 
UTC 21 June 1972. 
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" 
Figure 10. As in Figure 9, except at 1200 
UTC 31 March 1987. 
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Figure 12. As in Figure 9, except at 1230 
UTC 18 August 1955. 
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The Use of Quantitative Precipitation Forecasts 
in Real-Time Flood Control Operations 

Nancy J. Eiben 
National Weather Service Forecast Office 

Pittsburgh, Pennsylvania 

Mark 0. Philips 
U. S. Army Corps of Engineers 

Pittsburgh, Pennsylvania 

1. INTRODUCTION 

Western Pennsylvania's rivers have a long 
history of devastating flooding affecting 
major population centers, the largest of 
which is Pittsburgh, PA. The Allegheny 
River, which flows south through western 
Pennsylvania, and the Monongahela River, 
which flows north from West Virginia, meet 
at Pittsburgh's Point to form the Ohio River. 
These rivers are notorious for their quick 
responses to runoff. Runoff in either the 
Allegheny River basin or the Monongahela 
River basin can result in flooding at 
Pittsburgh and downstream points along the 
Ohio River. 

The propensity for severe flooding inherent 
in this complex, volatile river system known 
as the Upper Ohio River drainage basin is 
mitigated to a large extent by flood control 
reservoirs. The U.S. Army Corps of 
Engineers, Pittsburgh District, operates 16 
such reservoirs in the Upper Ohio River 
drainage basin. Expert regulation of these 
flood control reservoirs and optimum use of 
their storage capacity can have a dramatic 
effect in reducing flood crests and, 
ultimately, in lessening flood damages. 
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The U.S. Army Corps of Engineers, 
Pittsburgh District, routinely uses National 
Weather Service Quantitative Precipitation 
Forecasts (QPF) as an essential tool in the 
regulation of their flood control reservoirs 
prior to and during runoff events. The use 
of QPF during a significant flood event is 
discussed in this paper. 

2. QPF AND RIVER STAGE 
FORECASTS 

The National Weather Service Forecast 
Office in Pittsburgh (WSFO PIT) issues 
river stage forecasts, including River Flood 
Watches and Warnings, for most of the 
Upper Ohio River drainage basin. Until 
1988, river stage forecasts were computed 
by inputting observed rainfall data into the 
river forecast model (NWSRFS). The 
model's runoff computations were then used 
to calculate 3-day river stage forecasts, and 
when appropriate, crest stage forecasts. The 
major shortfall of this methodology was that 
river stage forecasts would be 
underestimated if a storm persisted beyond 
the 1200 UTC data collection deadline. 
When significant rainfall occurred after the 
data collection deadline, forecasted river 



stages would be greatly underestimated. 
Critical rises, or even floods, would not be 
reflected in the forecasts until after the next 
data collection at 1200 UTC the next day, 
allowing very little lead time for affected 
users to take protective actions. 

In an effort to increase valuable lead time 
afforded by river stage forecasts, WSFO 
PIT began to routinely forecast precipitation 
amounts in 1988. The QPFs are now used 
in tandem with observed precipitation m 
computing river stage forecasts. 

When QPF was first being produced, as 
discussed by Drake (1992), WSFO PIT 
meteorologists prepared 6-hour QPFs out to 
24 hours, twice each day for eight 
hydrologic river basins ranging in size from 
657 to 4,217 square miles. Later, QPF was 
produced with greater resolution in order to 
provide a value for each river sub-basin. 
QPFs are forecasts of the expected areal 
averaged precipitation amount for each 
basin. Four, 6-hour precipitation forecasts 
are prepared and summed for the 24-hour 
amount. In addition, a "nowcast" listing the 
current 6-hour rainfall amounts is included 
in the product. Computer software 
developed to assist the meteorologists in 
preparing the QPF (Peroutka and Partain 
1990) formats the output in a plain language 
bulletin, and in Standard 
Hydrometeorological Exchange Format 
(SHEF). This forecast (Figure I) is then 
input to the Ohio River Forecast Center's 
(OHRFC) river forecast model. 

Krzysztofowicz and Drake (1992) explain 
that, although an isohyetal analysis of point 
precipitation amounts could be used to 
calculate areal averaged precipitation, the 
point precipitation amounts are not what the 
meteorologists should forecast. A wide 
variability of point precipitation amounts 
occur, especially in large river basins. 
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Since isolated extremes have little influence 
on the areal average, these are not the major 
forecast problem. What is essential is the 
ability to make an overall forecast of the 
"smoothed precipitation field" over the 
basin. 

QPF does not include non-liquid 
precipitation or snowmelt in its estimates. 
The snowmelt portion of the NWSRFS 
model maintains an ongoing accounting of 
snowpack covering the basins and 
synthetically melts snow based on forecast 
air temperatures and solar radiation. 
Snowmelt values are included in the model's 
runoff computations. Snowpack values are 
reported daily during the winter by National 
Weather Service cooperative observers. 
From these data, water equivalent IS 

computed daily by the OHRFC m 
Cincinnati, OH. 

Runoff is computed using an antecedent 
index (AI) value which is calculated daily by 
the OHRFC. The AI value indicates the 
rainfall-runoff relationship within a basin. 
In calculating Ais, initial soil moisture 
conditions are modified by established 
normal seasonal parameters, which include 
vegetation and evaporation, and by constant 
basin characteristics including shape and 
size. Ais are lower in the winter and early 
spring and at their highest in late summer. 
The higher the AI, the lower the runoff to 
rainfall ratio. 

Using observed and forecast areal averaged 
precipitation, and snowmelt where 
applicable, the OHRFC river forecast model 
produces guidance for 3-day river stage 
forecasts. These individual basin guidance 
products are fine-tuned when necessary by 
WSFO PIT and then linked together to form 
the river stage forecast product for public 
issuance (Figure 2). 



3. THE ROLE OF FLOOD CONTROL 
RESERVOIRS 

The Pittsburgh District of the Army Corps 
of Engineers manages 23 locks and dams 
and 16 flood control projects throughout the 
Upper Ohio River basin. The 23 locks and 
dams provide reliable navigation for 
commercial river traffic by maintaining 
minimum depths throughout the navigation 
system. The primary purpose of the 16 
flood control projects is the mitigation of 
flood damages. These reservoirs reduce 
flood peaks by storing excess runoff until 
rivers downstream have receded. The entire 
reservoir system is managed remote! y by the 
Reservoir Regulation Section of the 
Pittsburgh District's Hydrology and 
Hydraulics Branch, Engineering Division. 
The Corps maintains a network of 
approximately 240 data collection platforms 
(DCPs) throughout the District. This 
network continuously monitors various 
hydrometeorological data, including 
precipitation and stream stage readings. 

The operation of flood control reservoirs 
could be described as a balancing act. Pools 
must be lowered after a runoff event so that 
ample storage is available for the next event. 
At the same time, care must be taken to 
prevent the release of flood waters on top of 
nsmg rivers. When a runoff-producing 
storm is entering the district, the reservoir 
project must be prepared to capture the 
maximum amount of runoff possible. 

During a moderate to major runoff
producing event, reservoir projects are set at 
or near a "flood setting." The term "flood 
setting" refers to a predetermined range of 
flows that allows for the storage of nearly 
all of the inflow during a runoff event. The 
low end of the range is well above the 
project's authorized minimum flow, and the 
high end often approximates the normal base 
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inflow during the high flow season. The 
actual setting used depends primarily upon 
the amount of storage impounded at the 
beginning of the event. At flood setting, 
only a small volume of storage is released, 
thereby maxumzmg flood reduction 
capabilities. A small amount is released in 
order to maintain minimum downstream 
water needs, should excess runoff be 
delayed or not realized at all. Once the 
event has passed, the data collection network 
is utilized to determine the rate of recession 
of downstream rivers and streams. After 
recession has begun, runoff stored behind 
the dams can be released. This evacuation 
of storage is accomplished as quickly as 
possible without causing additional damages 
downstream. 

The flood water evacuation process is not as 
simple as it may sound. Because of the 
wide range of possible reservoir discharges 
and the huge storage capacities of flood 
control reservoirs, the gate settings 
necessary for flood storage evacuation can 
require several days to obtain. Guidelines 
must be adhered to with respect to 
ecological and environmental ramifications. 
For blending purposes, generally no more 
than three gate changes are made in a single 
day. Some of the larger reservoir systems 
require eight gate operations to attain a 
flood evacuation rate that will release excess 
storage within an authorized emptying time. 

While the use of QPF has resulted in better 
river stage forecasts, the benefits of QPF do 
not end there. One lesser known, but 
extremely important, use of QPF has been 
developed by the Pittsburgh District, U. S. 
Army Corps of Engineers to regulate their 
flood control reservoirs during runoff 
events. The Corps receives selected NWS 
products, including QPF, through a 
computer link with their Division Office in 
Cincinnati, OH. These Automation of Field 



Operations and Services (AFOS) products 
are transmitted via the Corps of Engineers 
Automatic Processing (CEAP) network, 
which has a direct link to AFOS. How QPF 
affects the regulation of flood control 
reservoirs is discussed in the following case 
study. 

4. CASE STUDY: DECEMBER29, 1990 
- JANUARY 1, 1991 

The storm that caused this event 
encompassed virtually all of the Upper Ohio 
River drainage basin resulting in flooding of 
varying degrees on all three major rivers-
the Allegheny, the Monongahela, and the 
Upper Ohio. On December 31, 1990, the 
Ohio River at Pittsburgh crested at 27.2 
feet, 2.2 feet above its official flood stage. 
The equivalent discharge for this flood crest 
was 240,000 cubic feet per second ( cfs), 
almost six times normal discharge at 
Pittsburgh. The crest of December 31, 
1990, is the highest flood crest reached at 
Pittsburgh since Hurricane Agnes caused 
devastating flooding throughout most of the 
northeastern United States more than two 
decades ago. 

4.1. Antecedent Conditions 

Snow, most of which fell on December 27 
and 28, 1990, covered the Upper Ohio 
River drainage basin at the onset of this 
storm. Figure 3 depicts basin snowpacks 
and their respective water equivalent values 
on December 29, 1990. 

Ais throughout the Upper Ohio River 
drainage basin were lower than what would 
be considered typical for December 29. 
This was because there were several heavy 
rain events closely preceding this storm. In 
fact, December 1990 precipitation at the 
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Greater Pittsburgh International Airport 
broke monthly historical records for 
December. December 1990 precipitation 
totaled 8.51 inches, which was 5.94 inches 
above normal. 

The Corps of Engineers flood control 
reservoirs were coping with the wet 
weather. Rivers were swollen following a 
runoff event that occurred on December 18 
and the subsequent releasing of flood storage 
from reservoirs. This is illustrated in 
Figure 4, which shows the normal 
December river flows based on empirical 
data, river flows at the onset of this event, 
and event peak flows for a representative 
forecast point on each of the three major 
rivers. 

4.2. Storm 

Widespread rain in advance of a strong low 
pressure system moving through the Ohio 
Valley drenched the entire Upper Ohio 
River basin. The heaviest rain fell from 
1200 UTC December 30 until 1800 UTC 
December 31. Precipitation was nearly 
uniform across the basin, with storm total 
basin average rainfall amounts ranging from 
1. 7 to 2.2 inches. 

Warm, moist air brought temperatures as 
high as the lower 60s to the northern areas 
of the basin. South of Pittsburgh, maximum 
temperatures approached 70 ·F. These 
warm temperatures combined with 
unseasonably high dew points set the stage 
for rapid snowmelt and runoff. In fact, by 
1200 UTC on December 31, all reports 
indicated that the basin was virtual! y snow
free. Snowmelt contributed substantially to 
the event's total runoff. 



4.3. Actions Taken by the National 
Weather Service and the Corps of 
Engineers 

The National Weather Service Forecast 
Office in Pittsburgh issued its first river 
flood advisory, a Flood Potential Outlook, 
on the afternoon of December 28, 1990, 
based on rainfall projections and the 
antecedent conditions discussed earlier. A 
second Flood Potential Outlook was issued 
the morning of December 29. The 
following morning, River Flood Watches 
were in effect for both the Allegheny and 
Monongahela River basins. 

On December 29 when the Corps received 
the National Weather Service QPF, which 
showed significant rain beginning that 
evening, very close coordination ensued 
between the two agencies. The Corps 
decided to close all 16 reservoirs to "flood 
settings" as quickly as possible. Figure 5 is 
an outflow hydrograph for Kinzua 
Dam/ Allegheny Reservoir in northwest 
Pennsylvania, which is representative of 
how all 16 reservoirs were managed during 
this event. Notice how the volume of 
outflow was drastically reduced to minimum 
and held there until downstream rivers had 
receded. 

Control points located immediately 
downstream of the reservoirs were closely 
monitored by the Corps. The rivers crested 
at most of these locations early on 
December 31 (see Figure 2). The Corps 
then began its carefully regulated flood 
evacuation later that day. 

Figure 6 illustrates the impact each reservoir 
project had on the crest at Pittsburgh during 
this event. Figure 7 depicts the actual 
hydrograph at Pittsburgh versus the 
"natural" hydrograph. The natural 
hydrograph shows the crest which would 

167 

have occurred if there were no flood control 
reservoirs. Natural hydrographs are 
computed for downstream locations by 
adding routed reservoir holdouts to the 
location's observed hydrology. Reservoir 
holdouts are the change in storage per unit 
time converted to flow. 

5. CONCLUSION 

Advance notice of probable rainfall in the 
form of QPF provides the Corps of 
Engineers with valuable guidance in the 
operation of their flood control reservoirs 
prior to and during runoff events. In this 
case and others, flood damages were greatly 
mitigated because of the prompt and 
effective actions taken by the Corps in 
response to National Weather Service QPF. 

6. ACKNOWLEDGMENT 

Special thanks to James Weyman, DMIC, 
WSFO Pittsburgh, for his assistance in 
editing this manuscript. 

References 

Drake, T. R., 1992: Quantitative 
precipitation forecasts for river 
forecasting. United States/People's 
Republic of China Flood 
Forecasting Symposium/Workshop, 
Shanghai, China, in press. 

Krzysztofowicz, R., and T. R. Drake, 
1992: Probabilistic quantitative 
precipitation forecasts for river 
forecasting. Preprints, Symp. on 
Weather Forecasting, Atlanta, 
Amer. Meteor. Soc., 1966-1971. 



Peroutka, M. R., and J. L. Partain, 1990: 
Making QPF forecasts on an ABT 
system. NOAA Eastern Region 
Computer Programs NWS ERCP
No. IOMC, 46 pp. 

QUANTITATIVE PRECIPITATION FORECASTS 
NATIONAL WEATHER SERVICE PITTSBURGH PA 
1015 UTC 12/30/90 

.B PIT 901230 Z DH12 /DC9012301015 

.81 /DRH+OO/PPQFZ /DRH+06/PPQFZ /DRH+12/PPQFZ 

.82 /DRH+18/PPQFZ /DRH+24/PPQFX /PPQFZ 

6-HR 6-HR 6-HR 6-HR 6-HR TOTAL 
PCPN PCPN PCPN PCPN PCPN PCPN 
ENDG ENDG ENDG ENDG ENDG 

12Z 18Z ooz 06Z 12Z 
12/30 12/30 12/31 12/31 12/31 

AGU01 0.35/ 0.24/ 0.15/ 0.09/ 0.00/ 0.83/ 
AGU02 0.43/ 0.29/ 0.12/ 0.04/ 0.00/ 0.88/ 
AGLOl 0.19/ 0.43/ 0.35/ 0.22/ 0.01/ 1.20/ 
AGL02 0.09/ 0.29/ 0.49/ 0.34/ 0.07/ 1. 28/ 
MNL01 0.06/ 0.21/ 0.39/ 0.35/ 0.09/ 1. 10/ 
MNL02 0.09/ 0.29/ 0.49/ 0.30/ 0.03/ 1. 20/ 
BVR01 0.22/ 0.40/ 0.22/ 0.07/ 0.00/ 0.91/ 
OHW01 0.10/ 0.29/ 0.43/ 0.22/ 0.01/ 1.05/ 

.END 

Figure I. Example of Quantitative Precipitation Forecasts issued twice daily by WSFO PIT. 
Note, first column is the six-hour "nowcast." 
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RIVER STAGE FORECASTS· 
NATIONAL WEATHER SERVICE PITTSBURGH PA 
1100AM EST MON DEC 31 1990 

FORECASTS IN FEET 
.... CREST .... A/ABV 

FORECAST POINT .... FS OBSV JAN 1 JAN 2 JAN 3 STAGE DA/TIME B/BLO 

OHIO RIVER .......... 
PITTSBURGH PA 25 23.8 28.1 19.6 16.8 28.5 01/0100 A31/1000 
DASHIELDS PA 25 21.1 26.2 21.6 18.5 26.2 01/0700 A31/1800 
MONTGOMERY PA 33 27.4 35.5 28.7 20.1 35.5 01/0700 A31/1800 
E. LIVERPOOL OH 12 M 16.5 10.8 8.8 16.5 01/0700 A31/1300 
WELLSVILLE OH 672 M 675.1 670.0 664.8 675.1 01/0700 A31/1600 
N CUMBERLAND OH 36 32.0 38.5 33.8 23.7 38.5 01/0700 A31/1700 
STEUBENVILLE OH 33 M 37.6 33.6 23.0 37.6 01/0700 A31/1000 
WELLSBURG WV 32 M 38.5 34.1 28.6 38.5 01/0700 B02/1200 
PIKE ISLAND WV 37 33.6 41.0 39.4 26.5 41.8 01/1900 A31/1600 
WHEELING WV 36 M 39.5 38.0 26.6 40.3 01/1900 A31/1600 
MOUNDSVILLE WV 37 M 40.5 41.5 29.9 42.0 02/0100 A31/1800 
POWHATTAN PT OH 37 M 38.9 40.0 30.0 40.7 02/0100 A31/2300 
HANNIBAL OH 35 30.9 38.0 37.5 28.1 38.5 01/1900 A31/1600 

MONONGAHELA RIVER.· 
PT; MARION PA 26 21.5 17.5 14.5 14.0 23.8 31/1300 
GREENSBORO PA 21 18.7 16.0 13.5 13.3 20.6 31/1300 

Figure 2. Example of three-day river forecasts issued by WSFO PIT. 
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Figure 3. Snowpack (inches) and water equivalent (WE) on December 29, 1990. 
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Figure 4. Upper Ohio river basin discharges for representative forecast points. 
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RESERVOIR PROJECT STAGE REDUCTION" IN FEET 

Allegheny Dam and Reservoir 1.6 

Tionesta Lake .5 

Union city Dam . 2 

Woodcock Creek Lake .1 

Mahoning creek Lake .6 

Crooked Creek Lake .5 

Conemaugh River Lake 1.1 

Loyalhanna Lake .2 

Tygart Lake .6 

Youghiogheny River Lake .5 

I TOTAL REDUCTION AT POINT 
I 5.9 

I 

· Stage reduction measured at Pittsburgh 1 s Point, at the confluence 
of the Monongahela and Allegheny Rivers. 

Figure 6. Stage reduction by project for the event of December 31, 1990 to January 1, 
1991. 
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An Examination of a Wintertime Mid-Latitude Tropical System: 
The "Redskin" Storm of 4 January 1992 

Robert N. Stauber 
National Weather Service Forecast Office 

Philadelphia, PA 

1. INTRODUCTION 

An unusual mid-winter storm moved inland 
over southeast Virginia during the early 
morning hours of 4 January 1992. The low 
tracked northwest across Virginia to 
Washington, D.C. passing over RFK 
stadium, while the Washington Redskins 
were playing a nationally televised playoff 
football game (hence, the name "Redskin" 
storm). 

Major wind damage was associated with the 
storm in Accomack County, Virginia--far 
more damage and flooding in this area than 
occurred during the Halloween storm 2 
months earlier (National Oceanic and 
Atmospheric Administration (NOAA) 1992). 
In addition, a Panamanian cargo ship, Santa 
Clara, located 80 to 90 miles off the New 
Jersey coast, was caught by the storm and 
lost 21 containers overboard. Five of these 
containers contained a toxic rat poison, 
arsenic trioxide. Significant beach erosion 
also occurred north of the storm track. This 
beach erosion was particularly severe 
because of the damage to the barrier beaches 
during the "Halloween" storm (NOAA 
1992). 

The "Redskin" storm was unusual because it 
developed over a tropical region, and had 
many tropical characteristics, such as a non
frontal or barotropic structure, and spiral 
banding. This paper will examine the 
evolution and structure of this unusual 
wintertime tropical system. 
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2. EVOLUTION 

At 1200 UTC 3 January, a broad 500 mb 
ridge was centered near 39"N latitude, 68"W 
longitude. A disorganized, negatively tilted 
long wave trough, extending from 
Wisconsin to Georgia, was located west of 
the ridge. The 1400 UTC infrared (IR), and 
1530 UTC visual satellite images indicated 
a large area of thunderstorms extending 
from the North Carolina coast, east
southeast to 30"N/60"W (Figures l and 2). 
This area of convection, which would 
eventually become the Redskin storm, 
formed independent of the trough developing 
over the Southeast. 

Within this broad area of convection, a 
surface circulation developed northeast of 
the Bahamas during the morning of 3 
January 1992. By 1800 UTC, convection 
consolidated well east of the Carolinas with 
a second convective band oriented southeast, 
just south of the main convective area 
(Figure 3). By this time a circulation is 
implied by the cloud structure centered 
around 32"N/67"W. 

At 0000 UTC, January 4, the circulation 
intensified to a central pressure of 990 mb. 
The storm deepened explosively to 968 mb 
by 0600 UTC, moving northwest around 25 
kt as it passed close to buoy 41001 (located 
at 34.55.39"N/72.57 .05"W). 

At 0700 UTC, satellite imagery depicted a 
strong circulation center around 36"N/72"W 
(Figure 4). 



The storm continued to move northwest at 
25 kt, reaching the Virginia coast at 0800 
UTC, 4 January 1992. The storm passed 
Washington, DC, around 1800 UTC, and 
subsequently weakened rapidly. 

While this storm was intensifying over the 
Atlantic, a deep 500 mb closed low formed 
over Georgia. The storm moved along the 
fringes of the developing upper closed low, 
tracking over the warmer waters of the Gulf 
Stream. The Gulf Stream helped the storm 
maintain its low level warm air source. 
During the morning of 4 January, the storm, 
caught in the upper circulation, was pulled 
inland away from this warm air source. 

3. STRUCTURE 

The surface low tracked northwestward, 
from the eastern shore of at 1200 UTC 4 
January, to central Maryland at 1900 UTC 
(Figures 5 and 6). As the low passed near 
Patuxent River, Maryland (NHK) at 1600 
UTC, the pressure dropped to 988 mb, and 
the wind gusted to 52 knots. A non-frontal 
(e.g., quasi-barotropic) surface structure was 
evident as the storm moved by. One hour 
after the storm passed just south of NHK, 
the pressure rose 4 mb, winds shifted from 
0730g42 to 1428g42 and temperatures 
remained steady. 

The pressure gradient within the storm was 
extremely tight near the center. Within 50 
miles of the track of the storm, extremely 
rapid pressure falls (over 5 mb in 3 hours) 
preceded the low and extremely large 
pressure rises followed the low. This was 
evident in the pressure traces at buoys 41001 
and 44014 (located east-southeast of 
Norfolk, VA) as the storm crossed. Note 
the extremely large pressure fall (20 mb in 
3 hours) prior to the storm's passage over 
buoy 41001 (Figure 7). 
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As the system moved across Virginia and 
Maryland, it remained non-frontal. This is 
apparent by the weak thermal gradient 
around the storm evident in Figures 5 and 6. 
As the storm passed, there was very little 
change in surface temperatures and dew 
points, despite substantial changes in surface 
wind direction. 

The WSR-88 Doppler radar at Sterling, VA 
showed a spiral, non-frontal structure with 
heavy, banded precipitation near the core of 
the low. A closed spiral circulation was 
apparent as the low moved across 
Chesapeake Bay toward Washington, DC 
(Figure 8). Heavy rains and gusty winds 
accompanied the spiral bands, while lighter 
rains occurred farther away from the low 
center. The spiral banding weakened and 
dissipated after the low passed west of 
Washington, DC. 

At 850 mb, a distinct closed circulation was 
nearly vertical with the surface low as it 
moved from offshore of North Carolina to 
Maryland (Fig• .re 9). A trough extended 
southeast from this closed circulation to the 
Georgia coast. A closed circulation was not 
evident near Georgia. On the morning of 
January 4th, the 850mb temperature pattern 
depicted only weak thermal gradients in the 
northern part of the system. The southern 
portion of the system, however was colder, 
with strong cold advection moving across 
the Deep South indicating that this part of 
the system was baroclinic (Figure 9). 

The 700 mb and 500 mb charts at 1200 
UTC depicted a transition from the low 
level circulation over Eastern Mary land to a 
closed upper level low over Georgia. The 
southern portion of the upper low was 
baroclinic, with strong temperature gradients 
evident, and a jet feeding into the backside 
of the intensifying low. The northern 
portion of the low was quasi-barotropic, 
with weaker wind fields and temperature 



gradients, and very little change in the 
winds with height (e.g., little or no vertical 
wind shear). 

At 300 mb, the circulation center was over 
the Georgia coastal waters with the closed 
circulation extending north through 
Maryland (Figure 11). A strong jet was 
feeding into the southwest quadrant of the 
low with Tallahassee, Florida reporting 
northwest winds of 100 knots at 1200 UTC. 
Interestingly, ridging was evident to the 
northeast of the 300 mb circulation. This 
300 mb ridge was positioned above the 
deepening low level circulation over eastern 
Virginia. 

The soundings at Dulles, VA, (lAD) and 
Wallops Island, VA, (WAL) at 1200 UTC, 
4 January 1992, also indicated some tropical 
characteristics (Figures 13 and 14; 
respectively). The Wallops sounding 
showed saturated warm air below 600 mb' 
then a dry adiabatic atmosphere above. 
Unfortunately, the winds were missing from 
the W AL sounding. At lAD, the winds 
were strongest in the low levels with speeds 
of 60 kt at 5,000 ft, and decreasing winds 
above. 

4. IMPACT 

Tide gauges and observer observations 
showed a distinct surge as the storm moved 
inland. A MAREP operator at the 
University of Delaware observed a tidal 
surge of "1 1/2 ft in a matter of seconds." 
The tide gauges at Lewes, DE, and Cape 
May, NJ, also indicated tidal surges. Tides 
of up to 4 112 ft above normal astronomical 
tides were observed along the coasts of 
Delaware and southern New Jersey, north of 
the storm track. 

Observed surface wind speeds were as high 
as 46 kt sustained, with gusts to 57 kt at 
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Buoy 41001. The peak winds over land 
were reported by the United States Coast 
Guard at Chincoteague, VA, where between 
0800 and 1100 UTC, 4 January 1992, 
speeds reached 77 kt. At the nearby Refuge 
Motor Inn, there were gusts to 74 kt. Other 
wind reports included: 54 kt at Cape Henry, 
VA; 52 kt at Patuxent River NAS, MD; 50 
kt (35 kt sustained) at Salisbury, MD; and 
48 kt at the Chesapeake Bay bridge tunnel. 

Rainfall amounts were heaviest along the 
track of the storm. Norfolk International 
Airport (ORF) recorded 2.87 inches, while 
Norfolk Naval Air Station (NGU) received 
3.10 inches. As the low continued 
northwest along the Virginia/Maryland 
border, amounts decreased to 1 to 1.50 
inches. 

The most significant storm damage occurred 
in southeast Virginia where over 2 million 
dollars in damage was sustained. A house 
was destroyed by surf on Cedar Island, and 
the high winds damaged 110 camper trailers. 
Damage was also sustained at the NASA 
facilities on Wallops Island. Unspecified 
wind damage occurred to mobile homes, 
farm buildings, and crops. Approximately 
85 miles east of Cape May, NJ, the 
Panamanian cargo ship Santa Clara, was 
caught by the storm and lost 21 containers 
overboard. Five of these containers 
contained a toxic rat poison, arsenic 
trioxide. The search for the toxic containers 
lasted for several months after the storm, 
and most were not found. 

5. SUMMARY 

According to Gedzelman (1985), the 
"Redskin" storm could have been classified 
as tropical. The four ingredients mentioned 
by Gedzelman that characterize tropical 
cyclones are: (1) excessive moisture; (2) a, 
well-developed cyclonic circulation in the 



lower troposphere and anticyclonic 
circulation in the upper troposphere; (3) a 
core of warm air aloft; and (4) a large-scale 
background of horizontally uniform 
temperatures in which there is accordingly 
no vertical shear. 

As stated previously, this "Redskin" storm 
formed over warm waters northeast of the 
Bahamas as an area of widespread 
convection (Figures 1 and 2). The heavy 
rainfall observed (as well as the location of 
origin) attests to the storm's abundant 
moisture. Surface analysis (Figures 5 and 
6), and the WSR-88D radar at Sterling, VA, 
revealed a strong cyclonic circulation. 
Ridging at high levels continued as the 
storm moved northwestward, due in part to 
the intensification of the closed upper low to 
the southwest of the storm. Although no 
soundings were available while the low was 
over water, surface and upper air 
observations showed the atmosphere to have 
horizontally uniform temperatures, with a 
slight warm core as the low moved inland. 
The storm also exhibited minimal vertical 
shear. 

The digging upper trough over the southeast 
eventually closed off, pushing cold air over 
the southeast United States, while the storm 
intensified as it moved north over the Gulf 
Stream. Because the upper closed low was 
so strong, ridging at high levels was 
maintained along the track of the storm, 
allowing the outflow necessary to maintain 
the characteristics typical of a tropical 
system. The low weakened after it moved 
inland because it lost the warm environment 
of the Gulf Stream. 

Enhanced satellite pictures suggest that the 
storm's convection was quite deep during 
the formative stages (Figures 1 and 2). As 
the storm moved northwest, the cloud tops 
warmed. Once the storm moved inland, the 
combination of winds, tidal surges, and 
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radar signatures implicated this "Redskin" 
storm had tropical characteristics, especially 
below 600 mb. 
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Figure I. IR (ZA curve) satellite image for 
1401 UTC 3 January 1992. 

Figure 3. IR (MB curve) satellite image for 
1801 UTC 3 January 1992. 
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Figure 2. Visual satellite image for 1531 
UTC 3 January 1992. 

Figure 4. Same as figure 3 except for 070 I 
UTC 4 January 1992. 
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Figure 5. Surface plot for 1200 UTC 4 January 1992. 
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Figure 9. 850 mb plot for 1200 UTC 4 
January 1992. 

Figure 11. 500 mb plot for 1200 UTC 4 
January 1992. 
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Figure 10. 700 mb plot for 1200 UTC 4 
January 1992. 

Figure 12. 300 mb plot for 1200 UTC 4 
January 1992. 
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Reception and Display of the Lightning Position and Tracking System 
(LPATS) Data Service from the LPATS National Network (LN2

) 

Kevin A. Porreca and William H. Highlands 
Alden Electronics/Zephyr Weather lriformation Service 

Westborough, Massachusetts 

ABSTRACT 

This paper describes how the Lightning Position and Tracking System (LPATS) Data Service is received, ingested, 
and displayed by the end-user in the operational arena. It addresses the network architecture and communications 
design of the LN2 and how the data are collected and disseminated by using Zephyr's satellite communications 
network. Once the data are received at the end-user's location, we explain how this information is manipulated by 
using Atmospheric Research Systems, Inc. DOS based software package (VIS). 

1. INTRODUCTION 

The LPATS National Network (LN') is 
jointly-owned and operated by Alden 
Electronics, Inc. /Zephyr Weather 
Information Service, Inc. and Atmospheric 
Research Systems, Inc. (ARSI) of Palm 
Bay, Florida. The LN' uses the 
"Time-of-Arrival" (TOA) technique versus 
the Direction Finding (DF) technique. The 
LN' design is made up of 11 regional 
systems, each comprised of six sensors. 
The total of 66 sensors serve as detectors 
for all the lightning events. The 
communications network for the LN' is a 
combination of land-line and two-way 
VSAT's. Once the data is received an 
processed by ARSI, the data is then 
distributed using a point-to- multi-point 
satellite broadcast on Alden/Zephyr's 
C-Band and Ku-Band satellite data 
transmission networks. 

2. THE LPATS NATIONAL NETWORK 
(LN') 

The LN' is composed of 66 receivers spread 
over the contiguous United States. The 

183 

lightning receivers are deployed as shown in 
Figure l. The vast mqjority of the systems 
which make up the LN' are arranged in the 
shape of a five point star. This star point 
configuration was determined through 
computer analysis to be the optimum shape 
for TOA systems to obtain lightning data 
with the highest accuracy and the best 
detection efficiency. A complete diagram of 
the LN' is shown as Figure l. 

The original network architecture used 
telephone lines between the deployed 
receivers and a central regional hub, and 
from the regional hub to ARSI's facility in 
Palm Bay, Florida. This method of data 
transmission, although very effective, was 
expensive. In order to reduce the 
communications cost for the transmission 
and reception of data between the remote 
receivers and ARSl' s facility, satellite 
communications was investigated. After 
extensive testing, it was determined that the 
data could be communicated satisfactorily 
using the satellite communications method. 
At this time, a decision was made to retrofit 
all systems and to use satellite 
communications exclusively for the 
transmission of data between the remote 



receivers and ARSI's central facility. This 
methodology for the communications was 
implemented and is now complete. 

3. PROCESSING OF THE LPATS DATA 

Once the data is received at ARSI, it enters 
the Regional Central Analyzers (RCA) for 
stroke occurrence verification and additional 
information processing. When the data 
enters the RCA, it is sorted and processed, 
the characteristics of the strokes are 
analyzed, and the final calculations, using 
spherical hyperbolic equations and other 
software algorithms, are used. One of the 
unique features of LPA TS is that it monitors 
multiple strokes within a lightning flash. 
After the data leaves the RCA's, it is 
transported to the Fuzzy Logic System 
which cross-checks the data and performs 
various other quality assurance checks to 
ensure that the individual stroke(s) that have 
been detected by more than one of the 
eleven networks is transmitted only once 
(Figure 2). 

When the data is qualified, it leaves the 
Fuzzy Logic System and is transmitted to 
Alden's Network Control Facility located in 
Westborough, Massachusetts. The data is 
sent using a partial T-1 circuit between Palm 
Bay and Westborough. If for any reason the 
primary circuit is disrupted, the data is 
switched to a dial back-up circuit so that 
communications are not disrupted. 

After the data is transmitted to the Network 
Control Facility, it is monitored and then 
multiplexed with other met data and 
transmitted via a full T -1 circuit to the 
uplink facility located in Monee, Illinois. 
There is a 56 Kbps VSA T link which is 
used as back-up for the LN' data in case of 
failure on the T -1 circuit. 
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4. SATELLITE DISTRIBUTION OF 
THE LPATS DATA SERVICE 

Once the multiplexed LPATS data reaches 
the uplink facility, it is then up linked on 
both of Alden/Zephyr's C-Band (Spacenet 
III) and Ku-Band (SBS-6) satellite networks. 
In addition to the LP A TS Data Service, 
Alden/Zephyr also offer a wide variety of 
other weather data to which numerous 
customers subscribe (Figure 3). 

Figure 4 shows a typical Ku-Band system. 
Each customer must have a l.OM-1.8M 
Ku-Band antenna system; the antenna size is 
dependent on the customer's location 
relative to the satellite broadcast footprint. 
The data is downlinked at approximately 
10-12 GHz and is then downconverted 
within the low-noise block down-converter 
located in the feedhorn assembly of the 
antenna. After dowconversion, the services 
travel at a base-band level of 950-1450 MHz 
to the network receiver, where they are 
demultiplexed and the data made available at 
the individual data ports. 

Figure 4A shows the C-Band configuration 
most commonly used by customers. The 
data is downlinked at a frequency of 4 GHz 
and it is then downconverted in the same 
fashion as the Ku-Band system. The 
antenna size for the C-Band system can 
range from between 2.0M and 2.4M for 
most installations. 

5. DOS DISPLAY SOFTWARE: "LPATS 
VIS SOFTWARE" 

The most common processing software used 
for the LPA TS Data Service is ARSI' s 
Video Information System (VIS) software. 
The VIS software is a DOS application and 
runs on most IBM compatible computers. 
The minimum operating configurations are 



a PC/ AT with a 40-80 MB hard disk, 640K 
RAM, and a color monitor. 

6. LPATS DATA SERVICE 

The LP ATS Data Service is sold according 
to the area a customer desires to receive 
data. The data areas are packaged in 
nautical mile square areas. For example, 
most applications require an area 
approximately 240 X 240 mile square. This 
size relates well to the area of coverage by 
the new WSR-88D radar. Other standard 
size areas are 120 X 120 mile square and 
480 X 480 mile square. The relative size of 
these areas is shown in Figure 5. 
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LPATS NATIONAL NETWORK RECEIVER SITES 

L__-------ALDEN 
FlGURE 1 

Figure 1. The location of the 66 sites which detect the occurrence of the lightning strokes. 
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Figure 2. A schematic diagram of the LN2 showing the signal flow from the remote receivers 
to the display terminal. 
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COMBINED LN 2 DATA STREAM FLOW 

L.,_ _______ ALDEN ---------=,.,"="'' 
Figure 3. The final composite data stream originates at ARSI and is passed through Alden to 
CIT where it is uplinked to the satellites for broadcast to customers. 
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Figure 4. A typical Ku-Band system installed at a customer location to receive and display 
lightning data from the LN2. 
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Figure 4A. A typical C-Band system installed at a customer location to receive and display 
lightning data from the LN2. 
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Figure 5. Data coJ]ected from the LN2 is sold in mile square .areas. This figure shows the 
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A Decision Tree for Forecasting Heavy Rains from Mid-Latitude 
Synoptic Patterns in Louisiana Generally from Late Fall Through Spring 

G. Alan Johnson and Jim Moser 
National Weather Service Forecast Office 

New Orleans, Louisiana 

1. INTRODUCTION 

Forecasting heavy rainfall events remains 
one of the most difficult tasks that a 
forecaster faces. This includes forecasting 
both maximum amount and location. 
Initial! y, the recognition of 500 mb flow 
patterns which are coincident with the 
occurrence of heavy precipitation play an 
important role in forecasting such an event. 
General patterns were documented by 
Maddox (1979). However, more specific 
patterns were developed for Louisiana and 
documented in the mid 80s by Johnson et al. 
(1987). 

Locally heavy rains are a rather common 
occurrence in Louisiana especial! y from late 
fall through spring. During this period, mid
latitude synoptic patterns dominate the 
Lower Mississippi Valley. The synoptic, 
frontal and meso-high patterns, as studied 
and documented by Maddox (1979), 
normally produce the heaviest rains across 
the state. However, heavy rains can occur 
with tropical systems during the summer. 

After studying over 70 heavy rainfall events 
from 1975 to 1986, the average maximum 
rainfall was determined to be two inches 
from each event. A subjective decision tree 
and inflation factor checklist was developed 
for use in Louisiana. This decision tree was 
converted in 1989 to a more objective 
checklist and programmed into a personal 
computer (PC) via the Basic programming 
language for easier use by operational 
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forecasters. This technique has helped some 
of the forecasters issue more timely and 
effective Flash Flood Watches (FFA). 

This decision tree utilizes various 
parameters at different levels of the 
atmosphere. Normally, this checklist will be 
completed for the first and/or second 
forecast periods. As mentioned above the 
forecaster must first examine the synoptic 
pattern to ascertain if it is conducive to 
producing heavy enough rainfall to warrant 
completion of the heavy rain decision tree. 
This technique utilizes "inflation factors" (in 
the precipitation estimation portion) which 
can enhance total rainfall to critical levels 
which are normally associated with 
significant flooding. 

2. DATA ANALYSIS AND 
DEVELOPMENT OF DECISION TREE 

As mentioned earlier, over 70 heavy rainfall 
events were studied from 1975 to 1986. 

· Results of this study yielded an average 
maximum rainfall of nearly two inches from 
each event. Various mesoscale features 
were examined. Namely; boundaries such 
as fronts or low pressure troughs, moisture 
influx, characteristics of 850 mb through 
500 mb flow, characteristics of upper and 
lower tropospheric jets, average surface to 
500 mb relative humidity, precipitable 
water, K Index, Lifted Index and standard 
deviation of the optimum thicknesses for 
heavy rain as developed by forecasters at the 
NMC Heavy Precipitation Branch (HPB). 



In almost every heavy precipitation episode 
the above factors could be summarized in 4 
categories: 1) A source of surface/low level 
lifting or baroclinicity; 2) Processes in the 
middle and upper levels that sustain or 
enhance vertical motion; 3) Presence of 
available moisture and its orientation with 
respect to the lifting mechanism; and 4) 
Instability. Item one in the Decision Tree 
deals with sources of low level 
lift/baroclinicity. Items 4, 8, 10, and 12 in 
the tree deal with processes that sustain or 
enhance vertical motion. Items 2, 3, 5, 6, 
7, 7a, 9, 14, and 15 deal with presence of 
available moisture and its orientation with 
respect to the lifting mechanism. Items 11, 
16, and 17 deal with instability. Items 13 
and 18 are difficult to classify but are good 
indicators of heavy rain potential borne out 
of long experience with heavy rain episodes. 
These 19 factors have proven to be the best 
indicators of heavy rain potential, assuming 
certain synoptic patterns exist. Three 
choices were given for each question in the 
checklist in order to evaluate the strength of 
that particular parameter. Zero points are 
assigned by the program if the parameter is 
rated Weak. Five points are assigned if the 
parameter is rated Moderate. Ten points are 
assigned if the parameter is rated Strong. 
The program then sums the points for each 
factor and makes a recommendation based 
on point totals as shown by the table below. 

Point Total 
less than 80 

80 to 110 

110 to 140 

greater than 140 

Reconm1endation 
No flash flooding 
expected 
Marginal flash flood 
environment 
Good potential for 
flash flooding 
Dangerous flash flood 
environment 

A major factor in the consideration of a 
Flash Flood Watch are the antecedent 
conditions to heavy rainfall. If soil moisture 
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is much lower than normal then mitigation 
of heavy rainfall is more likely. Also, if the 
rainfall occurs over a long period of time 
(i.e. 12-24 hrs) then effects of heavy rainfall 
will be lessened. Of course, it should also 
be remembered that any technique is only as 
good as the input (which is mostly model 
guidance). So another important factor is 
the forecast bias of the various models in 
heavy rainfall production. 

As a subjective approach to evaluating the 
rain amount (QPF) likely to occur during a 
24 hour period, a precipitation estimation 
technique was developed to aid forecasters 
in determining approximate rainfall 
amounts. Eleven parameters are evaluated in 
this second step of the process. See Figure 
2 for an example of this checklist. These 
parameters were those noted to occur most 
frequently during periods of excessive 
rainfall which resulted in major flooding. In 
this second checklist parameter 3 deals with 
the presence of low level boundaries while 
parameters 1, 2, and 6 deal with sources of 
vertical motion. Parameters 7 and 8 address 
the presence of available moisture in the 
suspect area. Parameters 9 and 10 
incorporate instability over the suspect area. 
The 4th, 5th and 11 parameters do not fall 
into one of the 4 previously mentioned 
classifications but are important indices in 
determining rainfall amounts. Yes/No 
choices are given for each parameter in this 
checklist. For each Yes answer a certain 
amount of rainfall is added to the two inch 
base amount. Based on pre-assigned values 
for the 11 checklist parameters, a maximum 
amount of 11 inches is possible. 

3. TECHNIQUE ADAPTED TO A PC 
FOR OPERATIONAL PURPOSES 

In 1989 the manual checklist used by the 
WSFO was adapted to a PC. The program 
was written in the Basic language and 



essentially performed the same function as 
the manual checklist. Recent! y, the 
checklist was incorporated in an automated 
programming environment called 
Objectvision (trademark of Borland 
International) which runs under Windows 
(trademark of Microsoft Co.) on the 
WSFO's 386SX-16 PC. This "windowing" 
software environment was chosen since 
forecasters will soon be working with new 
NWS systems (NEXRAD, A WIPS) that use 
a similar Graphical User Interface (GUI). 

The starting point for this process is 
recognition by the forecaster of key synoptic 
patterns associated with heavy rainfall, ala 
Belville et a!. (1978) and Johnson et a!. 
( 1987). The forecaster must then determine 
the approximate location and time of the 
episode. Once this is determined, then the 
forecaster must gather data from various 
upper air and surface analyses and forecasts 
for input to the decision tree. Data is 
manual! y entered into the decision tree 
which assigns points for various answers 
given based on their relative importance. A 
total is then calculated and the program 
recommends a course of action based on that 
total. Phrasing of some of the questions 
brings forecaster judgement into play as to 
the quality of the parameter (i.e., warm 
advection at 700 mb?). Other questions 
have less forecaster judgement (i.e., 
Precipitable water less than I. 4 inches?), 
which arises from research done by Johnson 
et a!. (1987). 

The decision tree's second feature is 
precipitation estimation. Based again on 
forecaster input of various parameters, 
which in this phase also involves forecaster 
judgement, the program estimates rain 
amount over the suspect area. Again, the 
process is similar to the first checklist, in 
which the program asks questions and the 
forecaster provides data. 
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With the advent of model output directly to 
the WSFO using the PCGRIDDS program, 
we are adapting the decision tree to better 
utilize data directly from model output. 
This process might work like this. The 
forecaster determines which model (NGM, 
ETA or A VN) has the best forecast. Then 
the forecaster opens two windows, one for 
PCGRIDDS and one for the decision tree. 
Then, using the ALT+TAB task switching 
feature of Windows, the forecaster can 
switch back and forth between the decision 
tree in Objectvision and PCGRIDDS which 
would be running a macro specifically 
designed . to display those parameters 
necessary to answer questions . in the 
decision tree. 

A further adaptation of this procedure would 
be to allow a more automated approach. 
The program could be modified to . pull 
necessary data directly from model grids. 
This would, of course, require access to the 
format of.PCGRIDDS data files. If it were 
run every. 12 hours when model data became 
available at each gridpoint in the WSFO's 
Flash Flood Watch Area (State), a contoured 
Heavy R<llnfall Potential Map from each 
NMC model could be generated. This could 
be used as a time! y indicator of a developing 
heavy rain episode. The reason for this 
approach is quite simple. Dangerous flash 
flood . environments will be recognized by 
most forecasters. Flash flood events which 
develop in marginal environments cause the 
most problems. Given the plethora of 
parameters to examine, the problem is 
determining what meteorological information 
is most important to examine. This is 
commonly referred to as data scan. Data 
scan is especially critical shortly after a shift 
change when a forecasters "data banks" are 
at their lowest level. Data scan will become 
an extremely important issue in the 
Modernized Weather Service, since the 
"garden hose" of data we now receive will 
turn into a "fire hose" with the deployment 



of NEXRAD and A WIPS. The decision 
tree evaluates nearly all parameters 
associated with heavy rainfall, thus requiring 
the forecaster to perform a comprehensive 
data scan. The disadvantage of this 
automated approach is that the forecaster 
must exercise meteorological discipline and 
always subjectively evaluate output of an 
automated process. 

4. EXAMPLES UTILIZING THE 
DECISION TREE METHODOLOGY 

Parameters associated with the heavy rain 
event of November 7-8, 1989 were run 
through the decision tree. Figure 1 is the 
graphic showing values assigned to each 
component. The synoptic situation showed 
good potential for flash flooding as indicated 
by the decision tree. At this point the 
forecaster would move to the precipitation 
estimation section of the program. More 
data is input at this point; the result is 
shown in Figure 2. Observed total rain for 
this event over Southeast Louisiana was 8 to 
18 + inches as shown in Figure 3. 

We have run this checklist on several 
previous flash flood situations and have 
presented the results in Figure 4. Over the 
coming years we will be collecting statistical 
data on this procedure and will present those 
results when sufficient data has been 
collected. 

5. CONCLUSIONS AND 
RECOMMENDATIONS 

The original flash flood evaluation technique 
(manual checklist) was developed at the 
New Orleans WSFO years ago as a aid to 
the forecasters in objectively evaluating the 
heavy rain threat in Louisiana. It has 
recently been adapted to a PC and refined. 
Using gridpoint data from each NMC model 
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as input to the decision tree is the next 
logical step in this process. At that point 
the forecaster will have an objective 
evaluation (Heavy Rainfall Potential Map) of 
heavy rain threat every 12 hours from each 
model. 

It has always been our belief that automated 
techniques such as this should foster 
comprehensive data scan and objective 
decision making. However, these kinds of 
techniques, should never replace a reasoned 
decision by a well informed forecaster. 
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Flash Flood Decision Tree 11/7/89 Ans Points 

1. Quasi Struy sfc baroclinic zone w/temp diff of 1) <7 deg 2) 7-12 deg 3) > 12 deg 1 0 
2. Moist inflow dewpts at the sfc I) <60 deg 2) 60..68 deg 3 >68 deg 3 10 
3. Moist inflow winds peed at the surface l) <IOkt 2) 10-20kt 3) >20kt 2 5 
ll. Temp advctn at the sfc 1) Cold 2) Neutral 3)Wann 3 10 
5. 850 mb mstr ridge over the sfc bndry with dewpts l)<lOdeg 2) 10-13 deg 3) > 13 deg 3 10 
6. 850mb wind max with the mstr ridge with speeds 1)<15kt 2) 15-25 kt 3) >25 kt 3 10 
7.Angle ofintKnof850mb mstr ridge & sfc bndry I) <45deg 2)45-GOdeg 3) >60deg 3 10 
7a.Axis of theta-e ridge I) <330 deg 2) 330-340 deg 3) >340 deg 2 5 
8. 700mb temp advctn 1) Cold 2) Neutral 3) Warm 3 10 
9. 700mb mstr ridge near the sfc bndry with dewpts 1) >2deg 2) 2deg 3) >2 deg 2 5 
10. 500mb dynamic forcing of vertical motion l)NVA 2) Neutral 3)PVA 1 0 
11. 500mb temp being advected into the area 1)>-IOdeg 2)-lOto-lldeg 3)<-llde 1 0 
12. Location in relation to jets I) Not LF!RR 2l LF/RR 3) LF!RR uaired "ets 2 5 
13. Sfc to 500mb wind shear 1) >30 kt 2) 15-30 kt 3) <15kt 1 0 
14. Average relative humidity l) <65% 2) 65-75% 3) >75% 2 5 
IS. Precipitable water 1) < 1.25 in 2)_1.25-1.4 in 3l>l.4in 3 10 
16. Kindex I <28 dea 2) 28-32 dea 3) >32dea 3 10 
17. LI index ll>ldeg 2)lto-2decr 3) <·2deg 3 10 
18. Std deviation o!thkns from optimum 1) >2stddev 3)1·2stddev 3) <I stddev 3 10 

Good Potential for Flash Flooding Total 125 

Watch Recommended 

Figure 1 

Precipitation Estimation I Base Amount= 2.o·l Date: 11/7/89 Ans Inches 

1. Stg Warm advctn at 700 mb or 850 mb in Watch area D) No 1) Yes 1 1.0 
2. Stg diffluence aloft (200-300 mb) 0) No 1) Yes 1 1.0 
3. Sfc meso boundaries present in the Watch area D) No 1)Yes 1 1.0 
4. Repeated radar echoes expected over the Watch area D) No 1) Yes 1 1.0 
5. Ce!J movement in the Watch area will be less than 10 kt D) No 1) Yes 0 0 
6. Watch area will be in the LF/AR quadrant of jet max D) No 1) Yes 1 0.5 
7. Sfc-500 mb RH over Watch area increased >-50% last12 hrs D) No 1) Yes 0 0 
B. Precipitable water in the Watch area will be> -130% of normal D) No 1) Yes 1 0.5 
9. K Index > -34 0) No 1) Yes 1 0.5 
10. Ufted Index < =-4 deg D) No 1) Yes 1 0.5 
11. MCC expected over the Watch area D) No 1) Yes 1 2.0 

Total (ins) 10.0 

Figure 2 
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Figure 3 

Program Results on Past Flash Flood Situations * 

Location Date Program Estimated Observed Action 
Decision Rainfall Storm Tot. Taken 

Southeast 11/7/89 Good 10" 12"-16"+ FFA Issued 
Potential Dang. Fldg 

S. Central 6/30/92 Good 6" 5-8" Serious FFA issued 
E. Central Potential Flooding 

Northwest 10/29/92 Marginal -- 3" No No Action 
Environment Flooding 

E. Central 1/20/93 Good 7" 8"-12" FFA Issued 
S. Central Po ten tail Dang. Fldg. 

''Cast: un 11!7/89 was run in post-analysis- Rt:mainderwere run in real time 

Figure 4 
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An Experimental Program for Determining Precipitation 
Potential Based On Equivalent Potential Temperature 

Robert J. Ricks, Jr. 
National Weather Service Forecast Office 

Jackson, MS 

I. INTRODUCTION 

In 1986, a study to determine intensity of 
land/ sea breeze induced convection along the 
north Florida coast resulted in development 
of a convective index. This index takes into 
account the area of positive energy from an 
upper air sounding and compares it to a 
fixed frame of reference. The index has 
been dubbed the RICKS INDEX (RI) and 
seems to be a useful aid to forecasting 
magnitudes of convective activity in the 
short range (24-36 hours) during it's brief 
application/test period. 

Increased interest in equivalent potential 
temperature analyses led to slight 
modification of the older technique. 
Manipulation of thermodynamic parameters 
allows one to determine precipitation 
potential from an atmospheric sounding. 
This paper describes the RICKS INDEX as 
well as calculation of precipitation from a 
sounding. A computer program was 
developed to facilitate these calculations and 
is referred to as the PRECIPITATION 
CALCULATOR. The program is a simple 
GW-BASIC menu driven program that 
provides output drawn from interactive input 
of information extracted from a sounding. 
Input information could be manipulated by 
using the SHARP workstation (Hart and 
Korotky 1991). 

The software described here, although it 
involves a fair amount of subjectivity, has 
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shown promise in application at WSFO 
Jackson. It is a good example of 
experimental response to local forecast 
needs. The program remains under 
development and experimentation. 

2. RICKS INDEX (RI) 

Definition: The RI is an index which is 
related to a subjective probability of 
convective activity and severity. 

The RI scale was developed in 1986 by 
empirical means. Table 1 is the scale for 
the RI values. This index is computed as the 
pressure level (in millibars) of the Positive 
Area Midpoint (PAM) algebraically 
subtracted from the Freezing Level (FZL). 

RI = PFZL - PPAM 

The PAM must be positive and must be at a 
higher altitude (lower pressure) than the 
freezing level. It has units of pressure 
(mbs) and can be considered to be a "poor 
man's CAPE" since it takes into account the 
convectively available positive energy. 
While CAPE from a sounding is computed 
by integrating the positive area, level by 
level, the RI takes into account one level 
only. 

Perhaps two good reasons for using RI 
versus CAPE is that the RI is scaled, and is 
simple to calculate. On several occasions, 



large CAPE values arise but do not reflect 
the overall situation. Conversely, small 
CAPE values may be understated and 
significant weather events take place 
nonetheless. The RI has been tested in real
time situations and post-analysis indicates 
favorable agreement with observations. 

In scaling the RI index, values less than 20 
do not produce convection of consequence. 
Cumulus clouds become more pronounced 
and towering as RI's approach 20. 
Convective precipitation normally takes 
place when RI's exceed 20, and increases in 
areal coverage and intensity as RI increases. 
Showers and thunderstorms occur when RI's 
are typically less than 100. The scale tends 
to severity for RI' s greater than 100. When 
the RI was first derived, it was based on 
severe weather events obtained across north 
Florida, south Alabama and south Georgia. 
Whenever values approach or exceed 150, 
then severe weather conditions exist. 

3. THE PRECIPITATION EQUATION 

Previously, conventional wisdom required 
the thought of looking at a parcel of air 
undergoing lift as containing water vapor. 
Conventionally, the entire parcel, water 
vapor included, is accepted as having a 
density of about 1.25 kg m·'. However, it 
can be shown that precipitable water in a 
liquid state attains a density of nearly 1000 
kg m·'. As a result, the precipitation 
equation described below requires one to 
view a lifted parcel as a small parcel of 
liquid water that happens to be surrounded 
by a parcel of air and water vapor. One can 
perhaps visualize a small box within a larger 
box. The precipitation equation then applies 
to the amount of thermodynamic work 
required to remove that small box of liquid 
water and return the lifted parcel, or the 
larger box, to thermodynamic equilibrium. 
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The hydrostatic equation is: 

-dp=p.-g·dz 

dp = the differential change in pressure 
(variable) 

p, = the density of air (1.25 kg m·') 
g = the acceleration due to gravity (9. 81 m 

sec') 
dz = the differential change in height 

(variable) 

Since the process on! y involves net changes 
the negative sign can be removed. 
Rearranging terms we get: 

dz= dp 
Pa·g 

Assumption #1.. .replace the density unit to 
that of liquid water. Pw = the density of 
water at O'C = 1000 kg m·'. 

Assumption #2 ... there is some relationship 
between the saturated parcel and the ambient 
partially saturated parcel. I have chosen to 
relate the gas constants of water vapor and 
dry air to produce a "partial gas constant 
ratio." 

R, = the gas constant of dry air = 287 J 
deg·' kg·' 

R = the gas constant of water vapor = 461 
J deg·' kg·' 

The unitless constant, k = 0.98371. 

This relationship requires that water vapor 
be present, therefore, a mean saturated 
mixing ratio is used. This term is expressed 
as w, with units g kg·' 



Now the hydrostatic equation is expanded 
into an operational equation for 
pseudo-adiabatic analysis ... 

dp·k-w 
dz= s 

Pw"g 

In the United States, rainfall is typically 
measured in inches. The existing equation 
utilizes the MKS system. Therefore a 
conversion factor to convert meters to inches 
is necessary. 

Unit conversion factor C = 0.0254 m in·1
• 

For simplicity, all constants are placed in 
the denominator, and all variables are placed 
in the numerator. The reciprocal of k, or 
Ilk = K = 1. 01655, thus the precipitation 
equation can be written as: 

dp·w 
dz(inches)= s 

K·pw·g·C 

The denominator consists of constants so the 
final form of the equation is: 

dp·w 
-;:-;:,.;:---;:-":,

8 
-;:: • L C 

253.285 
dz 

where LC is a logarithmic correction. 
Changes in pressure reflect a logarithmic 
change in height. Using the lapse rate of a 
pseudo-adiabatic ascent, this lapse rate 
approaches dry adiabatic as water vapor 
becomes depleted. Subtle changes in 
pressure, especially in the lower portion of 
the atmosphere reflect larger changes in the 
dz term. A logarithmic correction is applied 
for values of dp that are less than 100 
millibars. It is assumed that errors for dz 
larger than 100 millibars are negligible. 
For dp < 100 mb: 

LC= ln (dp) 
ln (100) 
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4. dP MANIPULATION 

The precipitation calculation is accomplished 
by manipulating the pressure term. The 
hydrostatic equation and the precipitation 
equation in its present form are for vertical 
displacement of height and pressure. 
However, the differential change in pressure 
in this technique involves isentropic 
changes; departures of the sounding's 
temperature and moisture parameters along 
an adiabat. In practice, a parcel lifted 
under conventional means follows a 
pseudo-adiabatic rate of ascent. The 
relationship of the lapse rate of a lifted 
parcel to the ambient temperature lapse rate 
denotes areas of positive or negative energy 
available for buoyancy or non-buoyancy of 
that lifted parcel. 

The precipitation calculation takes into 
account pressure difference terms directly 
from three profiles (temp, dew point, wet 
bulb). These are algebraically combined to 
arrive at a dp term representing isentropic 
displacement rather than vertical 
displacement. 

Assumption #3 .. .in the lower part of the 
sounding, dry adiabats intersect isotherms at 
nearly 90°; thus any change from one 
pressure level to another along an isotherm 
is equivalent to a pressure change along a 
dry adiabat. This assumption allows the 
technique to utilize an isotherm as a 
reference plane along which net changes in 
pressure take place. The preferred reference 
isotherm is the ooc isotherm, mainly 
because many meteorological values and 
constants are known for processes at O'C. 

Two of the four pressure terms utilize 850 
mb saturated equivalent potential 
temperature (the potential temperature a 
parcel of saturated air would attain if lifted 
until all water vapor was depleted by 



pseudo-adiabatic expansion; Simpson 1979). 
The 850 mb saturated potential temperature 
lapse rate is found by lifting a parcel 
pseudo-adiabatically from the 850 mb wet 
bulb intersection. 

5. THE FOUR PRESSURE TERMS 

FZL = Freezing Level 
WBZ = Pressure at Wet Bulb Zero 
TESZ = Pressure at which 850 mb 

Saturated Equivalent Potential 
Temperature becomes Zero 

RI = Ricks Index Convective Pressure 
Term 

PI = FZL - TESZ 

This is the pressure difference along the O'C 
isotherm and relates the ambient temperature 
proftle to the saturated profile (Betts and 
Dugan 1973). In isentropic rain events, 
TESZ will be higher than the FZL, thus 
this term is negative. As the sounding tends 
to "convective", TESZ will approach or 
cross the temperature profile. 

P2 = TESZ - WBZ 

This is the pressure difference between the 
ambient wet bulb zero and pseudo
adiabatically lifted zero intersection. In 
essence, this is a comparison of lapse rates 
between the lifted parcel and the ambient 
wet bulb profile. In isentropic stability, P2 
will be near or equal to zero. 

P3 = I P11 - I P21 

This term is only applied when TESZ is 
greater than WBZ. This term alone has 
been found to produce light rain events 
when it is positive in value and all other 
terms are near zero or in balance. If TESZ 
is between the WBZ profile and the 
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temperature proftle and this term is applied, 
it will always produce a net dp of zero. 

P4 = RI 

or the magnitude of any positive area that 
does not meet the criteria to be an Rl. 
Finally, 

dP = PI - P2 + P3 + P4 

6. IMPORTANCE OF MONITORING 
850 MB THETA-E 

It is strongly recommended that an analysis 
of the 850 mb theta-e field be done on a 
routine basis; namely, whenever new data 
are available. It is this analysis that will go 
hand in hand in determining short-term 
changes in the moisture content and 
temperature of the lower atmosphere. 
Relatively higher values of theta-e will 
present a "ridge" that will appear to 
translate across the field. Demarcation of 
theta-e ridges indicates where the most 
moisture laden "warmer" air is located with 
respect to the 850 mb surface. Conversely, 
theta-e "troughs" are axes that represent a 
moisture and/or warm air depletion. By 
monitoring 12-hourly changes of the theta-e 
field (and these changes will usually be 
subtle) a feel for timing the onset or 
termination of precipitation can be gained. 

While doing theta-e analyses, it became 
rather apparent that the orientation of the 
theta-e axes with respect to the wind field 
becomes an important determinant in 
precipitation forecasting. A wind flow 
parallel to a theta-e ridge axis implies 
advection of moisture and temperature. As 
the wind flow becomes "more 
perpendicular" to the axis, then the air 
parcels undergo isentropic lifting. With the 
use of wind profilers, one can monitor the 



wind field in the area where a theta ridge 
may be in place. For example, a theta 
ridge is indicated on the 850 mb level to run 
from approximately Del Rio, TX, to 
Lincoln, NE. The 850 mb wind field shows 
a southwesterly wind that increases in 
magnitude in the higher latitudes of the theta 
ridge but is parallel with the theta ridge. 
An approaching low pressure system from 
Colorado causes a slow veering of the 850 
mb wind across Kansas and Oklahoma. As 
the angle between the 850 mb wind and the 
theta ridge becomes 30 to 40', convection 
begins to take place. As additional veering 
occurs deep convection begins, and 
marginally severe to severe thunderstorms 
begin to break out along the theta ridge. 
This example, and other cases have 
indicated this occurrence repeatedly. By 
hourly inspection of the wind profilers, 
particularly the plan-view plots and time 
section plots, one can monitor this veering 
in the lower levels of the atmosphere and 
perhaps pin-point the time of outbreak of the 
deep convection. 

7. APPLICATIONS 

On January 1992, a rare Mississippi snow 
event was forecasted to occur. I proceeded 
to compute expected liquid content by using 
soundings from Jackson, MS; Nashville, 
TN; Slidell, LA; Centerville, AL; and Little 
Rock, AR. Interpolation revealed nearly 1 
inch of liquid precipitation expected across 
much of central and north Mississippi. A 
6: 1 snow to liquid precipitation ratio was 
used and a percentage of duration of frozen 
vs. liquid precipitation was applied. Since 
temperatures were cold enough across the 
nortl1ern zones of Mississippi to provide 
snow, 100% duration of snow was used. 
Thus, a forecast of nearly 7 inches of 
accumulated snow was made. This value 
was scaled down southward by subtracting 
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the percentage of time liquid or freezing 
precipitation was likely to occur prior to 
turning to snow. A forecast of trace 
(actually nearly .2") was made for Jackson, 
MS. No snow was forecast south of 
Jackson. Observations indicated that 7 
inches of snow fell in a narrow band 
roughly from Greenwood to Columbus, MS 
and into extreme northwest portions of 
Alabama. Values tapered southward to a 
trace at Jackson, MS (the approximate value 
being near .2"). Liquid content for the area 
was within . 05" of the forecasted value. 

Recently, the procedure was applied to 
Hurricane Andrew using the Slidell, LA, 
sounding and produced 4.5 inches of 
precipitation across southeast Louisiana and 
south Mississippi. The 24 hour rainfall 
totals obtained from JANRRAJAN, 
JANAGOJAN, JANSTPMS, NEWSTPLA, 
NEW AGONEW and the POP AFOS graphic 
revealed a large area of 4 to 4. 5 inches 
across the forecast area of south Mississippi 
and southeast Louisiana. Hence, 
preliminary tests indicate that the RI index 
and Precipitation Calculator both show 
promise for application to daily weather 
forecasting. 
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TABLE 1: 

PERCENT 
RI VALUE RW TRW SVR 

< 20 00 00 00 

21- 30 10 00 00 

31- 40 20 <10 00 

41- 50 30 10 00 

51- 60 40 20 00 

61- 70 50 30 00 

71- 80 60 40 00 

81- 90 70 50 00 

91-100 80 60 00 

101-110 90 70 00 

111-120 100 80 <25 

121-130 100 90 25-40 

131-140 100 100 40-75 

141-150 100 100 75-95 

>150 100 100 >95 

RICKS INDEX = FZL - PAM 

RICKS INDEX SCALE 

ASSOCIATED WEATHER 

NO RAIN - FAIR WEATHER 

ISOLATED SHOWERS 

ISOLATED RW/PSBL TRW 

WIDELY SCT RW/ISOLD TRW 

SCT RW/ISOLD-WDLY SCT TRW 

SCT RW/WDLY SCT TRW/GUSTS 10-20KTS 

SCT-NMRS RW/TRW/G15-25KTS 

NMRS RW/TRW/G20-30KTS 

GUSTS 25-35KTS 

GUSTS 30-40KTS/PEA SIZE HAIL 
POSSIBLE 

ISOLD SVR PSBL/G35-45KTS 
PEA-MARBLE SIZE HAIL 
POSSIBLE/PROBABLE 

SLGT RISK/G40-50KTS/.75 11 HAIL 
POSSIBLE 

MDT RISK/G45-55KTS/.75 11 HAIL 
PROBABLE POSSIBLE WEAK TORNADO 

HIGH RISK/GUSTS GREATER THAN 50 KTS 
HAIL LARGER THAN .75 11 DIAMETER 
TORNADOES POSSIBLE,DEPENDING ON 
CONDITIONS 

IMMINENT SVR/GUSTS GREATER THAN 
55KTS ... HAIL LARGER THAN .75 11 

DIAMETER ... TORNADOES OF ANY 
INTENSITY PROBABLE, DEPENDING ON 
HELICITY OF AREA. 

FZL = PRESSURE OF FREEZING LEVEL 
PAM = PRESSURE MIDPOINT BETWEEN LFC AND EL (Positive Area Midpoint) 
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ABSTRACT 

As meso-scale and micro-scale meteorology becomes more common in the modernized National Weather Service, 
it will be important to have accurate aud consistent data locations. In the past, the National Weather Service (NWS) 
methods for determining sensor latitudes and longitudes were usually accurate enough for pre-MAR meteorology. 
Past methods have included retrieving points ti"om United States Geological Survey (USGS) topographic maps, using 
land surveys in state plane coordinates (from different datums and different state zones) and accepting data of 
unknown accuracies or reference datums from outside sources. However, without a common datum or a known 
level of positional accuracy, site locational data may not be as useful as possible. The accurate location of radar 
sensed weather events or the verification of high resolution models with field conditions could be limited under the 
current situation. Such analyses will be critical as the micro-scale data gathering technologies of the NWS 
Modernization and Restructuring (MAR) come on line. 

1. INTRODUCTION 

In the past, the National Weather Service 
(NWS) methods for determining sensor 
latitudes and longitudes were usually 
accurate enough for pre-MAR meteorology. 
Any error in position was small enough not 
to affect subsequent analyses. 

With the development of technologies such 
as Next Generation Weather Radar 
(NEXRAD, also known as WSR-88D), 
meteorology and hydrology have entered 
into an era where micro-scale sampling of 

203 

the atmosphere is now possible. The size of 
a sample volume at twenty nautical miles 
from the radar site is 0.65 km by 0.25 km -
given a one degree azimuth resolution and a 
250 meter range resolution. 

The accuracy of sensor locations may be 
relevant to the usefulness of this new 
technology. Additionally, the national trend 
towards digital mapping technologies and the 
sharing of digital cartographic data between 
federal agencies will require an 
understanding of coordinate accuracies as 
related to a common reference system. 



With these ideas in mind, the authors have 
conducted a cursory rev1ew of 
hydrometeorological positional data used 
within NWS. 

2. FUTURE SPATIAL RESOLUTIONS 

The ability of NEXRAD to resolve range 
distances from 250 to 500 meters and 
angular measurements to 1 o increments 
means each radar site will have a grid 
system finer than any pre-existing 
operational weather radar. Table 1 shows 
the size of clear air mode sampling volumes 
at different distances from a radar site (Fed. 
Met. Handbook No. 11). 

P. Brown states that "in any large surveying 
or mapping project, it is first necessary to 
establish a framework to provide a common 
basis for operation and a coherent 
product. .. The reference framework must be 
more accurate than the most demanding 
project requirement, so that within the 
project small errors in the framework will 
not significantly affect subsequent, less 
accurate measurements ... The National 
Geodetic Reference System (NGRS) 
provides the only national (and statewide) 
system of control that can provide spatial 
correlation of independent datasets. It is for 
this reason that the National Research 
Council cites the NGRS as the foundation by 
which all land data must be related" 
(Brown, 1989). To establish just such a 
reference framework, a common engineering 
rule of thumb for positioning accuracy is to 
survey a site an order of magnitude more 
accurate than the equipment used at that 
location. 

While the angular resolution of the WSR -
88D radar will change with distance, the 
range resolutions will be 250 to 500 meters 
at typical operational distances. Using range 
resolutions as a guide to the demanding 
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project requirement, a site should then be 
located to 25 - 50 meter accuracy, or about 
the nearest second of latitude and longitude. 
These values agree well with new site 
location requirements being implemented by 
the Office of Systems Operations (OSO) and 
the Office of Hydrology (OH). 

In conjunction with the NEXRAD coverage, 
data from any rain gage under the radar 
umbrella could be used in a variety of 
techniques to adjust radar precipitation. For 
NEXRAD, one and three-hour precipitation 
accumulation products use a specified area 
resolution of 1.1 x 1.1 nautical miles (Fed. 
Met. Handbook No. 11). In this case, the 
most demanding project requirement is to 
locate gages to within 1.1 nmi (2.0 km), or 
200 m if the above rule of thumb is applied 
here as well. 

The proposed rain gage data available to a 
NEXRAD unit will include gage latitudes, 
longitudes and identifiers. From this data 
and the position of tile NEXRAD site, an 
azimuth and range to each gage will be 
computed. If the computed range exceeds 
230 kilometers, the gage is not added to the 
site database. Also available is a "gage 
distance matrix" where tile computed 
distance from each gage to every other gage 
is listed (Fed. Met. Handbook No. 11). 

3. PRESENT SPATIAL DATA 
REQUIREMENTS 

Currently, NWS sites are entered into the 
Handbook 5 Database with a precision of 
one second of latitude and longitude. 
However, this precision requirement can be 
waived in certain cases and position 
information to the nearest minute could be 
entered instead (personal conversation with 
Western Region Regional 
Cooperative/Systems Program Manager). 
Most existing sites are located to the nearest 



minute with seconds either truncated or 
rounded (1" lat "' 31 m, 1' lat "' 1 nmi "' 
1.85 km ). The Handbook 5 data does not 
specify any accuracy level for locations nor 
is a horizontal datum specified. 

4. CURRENT SPATIAL DATA 
SOURCES 

Most positions used in meteorology are 
points retrieved from USGS topographic 
maps. Other data sources include airport 
guides published by the Federal Aviation 
Administration (FAA), reports from the 
USGS, Bureau of Land Management 
(BLM), US Forest Service (USPS), Soil 
Conservation Service (SCS) and various 
state agencies (personal conversation with 
Utah Cooperative Program Manager). 

Local surveyors are to locate NEXRAD 
sites in the State Plane Coordinate System 
(SPCS) 83 system, but there are cases where 
SPCS 27 was used for surveying radar site 
access (conversation with Western Region 
Regional Transition Engineer, March, 
1992). 

5. POSITIONING ERRORS 

Whenever a site location is determined, the 
magnitude of possible errors is needed to 
establish some level of confidence in the 
location accuracy. Hudlow states that "full 
benefits, at least for hydrological 
applications, can be realized only if the 
precipitation estimates from radar are 
consistently accurate and reliable, i.e. they 
must be quantitatively meaningful to a 
precision which is acceptable for a particular 
hydrologic application." Hudlow goes on to 
additionally state "This (error analysis) 
figure illustrates the importance of accurate 
precipitation estimates in the derivation of 
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runoff forecasts ... the transformation of 
precipitation to runoff is non-linear and can 
have magnifying errors" (Hudlow 1983). 

Many precipitation-radar studies have 
addressed several important issues, but the 
affect of positioning error on the analyses 
has been overlooked. In a paper by Ahnert, 
the stated three classes of measurement error 
included: 1) gage sensor errors; 2) radar 
sensor errors; and 3) the sampling error 
introduced by the difference between the 
point sample at the gage and the areal 
sample from the radar (Ahnert 1983). This 
study had specified a 1 km x 1 km sampling 
volume size, yet position error was not 
addressed. Positional error might be 
mistaken for the third error source listed 
above. Some positional error sources follow. 

5.1 USGS topographic maps 

Topographic maps have been viewed as a 
cheap, relatively accurate way of obtaining 
latitudes and longitudes of land features and 
weather sensors. In a controlled experiment, 
Fernandez found that experienced 
technicians -using digitizing equipment with 
0.001 inch resolution and using redundant 
reference tic registration - were able to 
locate control points (survey marks matched 
with the corresponding map symbol) to 
within 3 meters, but that control points 
influenced by map exaggeration were 
located to 7.6 meters. It was found that the 
operator, map position, points, and the 
interaction of map position by points are 
highly significant. The results from an 
ANOV A model indicate that only one 
operator in a single map position should 
perform all coordinate retrieval. Fernandez 
also noted that because State Plane 
Coordinate tics are at the edge of the map 
and intersections of coordinates within the 
map must by produced by drawing lines 
manually, that the act of drawing the line 



and the thickness of the line contribute to 
measurement error (Fernandez, 1991). 
While the retrieval accuracy of these known 
points was better than national mapping 
standards, the location of objects not on a 
map raises other difficulties. 

Such rigorous retrieval methods mentioned 
above are not used by most meteorologists 
or hydrologists. Points are usually picked 
off by pencil and plastic ruler. Any 
accuracy for a point gathered this way is 
associated with the specific map used. 
Problems with USGS maps include: 1) date 
of aerial photography - photography can be 
20 years old; 2) last revised edition - 5 
years since last edition isn't uncommon; 3) 
scales available - areas of the western 
United States have only I :63,360 or 
I: 100,00 scale maps in production, not the 
more desirable 1:24,000 scale; 4) National 
Mapping Standards - for map scales smaller 
than 1:20,000 (1 :2,000,000 for example) 
on! y 90% or more of identifiable need be 
placed on the map at 0.02 inches or better; 
and 5) actual location of a point to scale -
just where on the map iB the sensor? 
Potential point retrieval errors could range 
from 50 to 1000 meters. Table 2 shows 
what a 100 meter error would be at different 
map scales. 

5.2 Latitude and longitude datum shifts 

The switch between the geodetic datums, the 
North American Datum of 1983 (NAD 83) 
and the North American Datum of 1927 
(NAD 27), is non-linear and no single 
correction can be applied across the United 
States. TABLE 3 lists some proposed 
NEXRAD sites with assumed NAD 27 and 
converted NAD 83 coordinates with an 
apparent displacement. The differences in 
latitude and longitude were used to compute 
an apparent shift. The point listed does not 
move, only the associated coordinates are 
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different (conversion programs are available 
from the National Geodetic Survey, NGS). 
The NGS published latitude and longitude 
(for both NAD 83 and NAD 27) is given for 
the first-order USGS triangulation station 
PROMONTORY near the Salt Lake City 
NEXRAD site. Identifier positions come 
from the Fed. Met. Handbook No. 11 
TABLE 3-1. An extreme case of a large 
datum shift occurs in Hawaii. The shift 
between the Old Hawaiian Datum of 1913 
and NAD 83 is on the order of 450 meters. 

The converted NAD 83 coordinates closely 
approximate the correct values. The 
displacement between the computed NAD 83 
position and actual NAD 83 position for 
station PROMONTORY was 0.301 meters. 

5.3 Earth shape (geodetic parameter) 
assumptions 

Many times in positioning algorithms, a 
spherical earth is assumed for simplicity. 
Other times, less precise values or different 
reference ellipsoid parameters from 
meteorological textbooks are used. In either 
case, doing so will introduce position error 
and ignores the specific reference ellipsoid 
used to determine point positions in the first 
place. 

To find the errors associated from different 
geodetic parameter assumptions, sensor 
positions at a distance of 230 km north (0' 
azimuth) and 230 km east (090' azimuth) of 
PROMONTORY were computed using the 
NAD 83 ellipsoid (GRS 80, a = 6378.137 
km, f 1 = 298.257222101), the Handbook of 
Am>Iied Meteorology ellipsoid (Houghton 
1985, a = 6378 km, f 1 = 318.9) and a 
spherical earth (r = 6370 km). 
Triangulation station PROMONTORY NAD 
83 coordinates were used as the starting 
point. Computations used standard geodetic 
formulas for the appropriate ellipsoid. 



For the 090' azimuth spherical case, 
great -circle navigation equations from 
Bowditch were used with the following 
parameters (Bowditch, 1984): 

II. J.. = sin·' (sin D I cos ¢RADAR) 

(D in degrees to match latitude)· [lr 

A. sENsoR = tan·' (cos II. J.. · tan J..RADAR) . [2r 

D = s I r (D in radians) 

where; 

r = average earth radius 
s = great circle length 
J..RADAR = radar latitude 
¢RADAR = radar longitude 
AsENsaR = latitude of sensor site 
¢sENsa• = longitude of sensor site 
II. J.. = change in longitude 
D = geocentric angle 

[3] 

"Note: Formulas valid only for the 090' or 
270' azimuth computation. 

With the radar site at the vertex of the great 
circle (most northern point), only these three 
equations are required to solve the 90' 
azimuth case. For the 0' azimuth case, only 
equation [3] is needed since the points lay 
on the same longitude (a meridian line, also 
a great circle). D is simply the difference in 
latitude. Results are summarized in Table 4. 

Note that the east sensor has a latitude south 
of the. radar site (about 2 miles further 
south). This is because the line from the 
radar site to the sensor is a great circle (or 
geodesic on an ellipsoid) and thus follows 
the shortest path between the two points. 

5.4 Estimated sensor locations 

In the case of Automated Surface 
Observation System (ASOS) weather 
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sensors, it has been stated that the published 
location will be either the center of the 
sensor grouping (a 13 meter radius) 
retrieved from USGS topographic maps or 
the airport reference point from the Federal 
Aviation Administration (FAA) airport 
facilities directory. The FAA coordinate 
could be "up to a mile" from the actual 
sensor site (personal conversation with 
ASOS program manager). 

5.5 Error balance 

It is conservative to assume that the errors 
for locating most NWS sensors are 
cumulative. It is impossible to tell what, if 
any, errors could be compensating. Given 
the above sections, typical positional error 
ranges in site locations are listed in Table 5. 

From the above numbers, current station 
locations could have uncertainties ranging 
from 10 to 5050 meters. Other error sources 
could include extending state plane 
coordinates beyond the prescribed zones (at 
230 km range, many NEXRAD umbrellas 
could cover several states and overlap 
different state plane coordinates zones in 

· those states). 

6. SPATIAL DATA CONSISTENCY 

The current position data is a mixture of 
map point retrieval (from various map scales 
and different datums), geodetic and spherical 
coordinates, conversion of state plane 
coordinates (from different zones and 
different datums) and independent datasets 
from outside agencies. 

Meteorologist and hydrologists need to 
examine the disciplines of cartography and 
geodesy to be informed of tremendous 
changes taking place in positioning theory 
and technology. 



For example, in the June 14, 1989 Federal 
Register, under the section titled 
"Affirmation of Datum for Surveying and 
Mapping Activities" the following statement 
appeared: "The Office of Charting and 
Geodetic Sciences (C&GS), National 
Geodetic Survey Division, has completed the 
redefinition and readjustment of the North 
American Datum of 1927 (NAD 27), 
creating the North American Datum of 1983 
(NAD 83). The interagency Federal 
Geodetic Control Committee (FGCC) 
affirmed NAD 83 is the official civilian 
horizontal datum for U.S. surveying and 
mapping activities performed or financed by 
the Federal Government. Furthermore, to 
the extent practicable, legally allowable and 
feasible, all Federal agencies using or 
producing coordinate information should 
provide for an orderly transition from NAD 
27 to NAD 83." 

This is an important topic for NWS as it 
will affect spatial data sources from other 
federal agencies. 

7. SUMMARY 

As new micro-scale data gathering 
technologies in meteorology come on line, 
an understanding of the accuracy the current 
positions will be helpful to all weather and 
river forecasters. The hydrometeorologist 
needs to know that apparent shifts of sensor 
positions and weather events when viewed 
from different radars and unexplainable 
differences between the ground truth sites, 
radar information and map overlays may not 
necessarily mean equipment problems. It 
could mean that certain data locations are 
incompatible or in error when referenced to 
other spatial data. The manner in which map 
backgrounds, site locations, positioning 
algorithms and radar imagery mesh will 
affect the final product. 
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Steps that could address the errors outlined 
are: 
1) Establish a standard datum - preferably 
NAD 83; 
2) Use standard geodetic formulas and GRS 
80 ellipsoid parameters; 
3) Differentially position sites with Global 
Positioning System receivers; 

An added benefit would be the 
standardization of site location procedures 
and compatibility of spatial data since NAD 
83, GRS 80 and GPS are all mathematically 
connected with one another. Step three 
would require equipment, training and labor 
outlays but would eliminate potential errors 
associated with maps, map point retrieval 
techniques, site location estimates and 
actually locate the site of interest. 
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TABLE 1. NEXRAD sampling volume size 

(250 to 500 m range, 1° azimuth, resolution assumed) 

Radar Pulse 

Width= Specified clear air mode resolution 

Length= 8 ·R D Uogfu 

where 8 is in radians and R is distance in meters Width 

Distance from site 5 nmi 20nmi 40nmi 60nmi 

Width 0.25 km 0.25 krn 0.50 krn 0.50 krn 

Length 0.16 km 0.65 krn 1.29krn 1.94 krn 
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TABLE 2. Position error of 100 meters at various map scales 

Map Scale Map distance 

1:24,000 4.2 mm (0.17 in) 

1:63,360 1.6 mm (0.06 in) 

1:100,000 1.0 mm (0.04 in) 

TABLE 3. NAD 83- NAD 27 Geodetic Coordinate Differences for Selected Sites 
( nonh latitudes. west lonQitudes \ 

Identifier ComoutedNAD 83 NAD27 Shift 

KWBC 38° 58' 31.4" 077° 28' 40.0" 38° 58' 31" 077° 28' 41" 27m 

KFTW 32° 34' 23.5" 097° 18' 11.1" 32° 34' 23" 097° 18' 10" 33m 

KFAR 47" 31' 40.9" 097° 19' 30.3 .. 47" 31' 41" 097° 19' 29" 27m 

KPHX 33° 17' 23.2" 111° 40' 12.5" 33° 17'23" 111°40' 10" 65 m 

KSLC 41° 15' 44.8" 112° 26' 50.8" 41° 15' 45" 112° 26' 48" 65 m 

KGEG 47° 40' 51.6" 117° 37' 41.8" 47° 40' 52" 117° 37' 38" 80 m 

KTIJL 36° 10' 31.4" 095° 33' 51.9" 36°10'31" 095° 33' 51" 26m 

KMKC 38° 48' 37.0" 094° 15' 5!.8" 38° 48' 37" 094° 15' 51" 19m 

KLAX 34° 24' 42.0" 119° 1 0' 46.4" 34° 24' 42" 119° 10' 43" 87 m 

KMLB 28° 06' 48.1" 080° 39' 15.2" 28° 06' 47" 080° 39' 16" 40m 

KMKE 42° 58' 05.0" 088° 33' 03.4" 42° 58' 05" 088° 33' 03" 9m 

Promontorv 41 6 17' 52.56686" 112° 25' 11.54385" 41° 17' 52.80101" 112° 25' 08.70612" 67 m 

Promontorv * 41° 17' 52.56750" 112° 25' 11.55676" 41° 17' 52.80101" 112° 25' 08. 70612" 66.7 m 

* Published NGS coordinates for both NAD 83 and NAD 27 
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TABLE 4. Sensor Coordinates and Error Distances from Various Earth Shapes 

Reference North Sensor latllon~ error East Sensor latllon~ error 

GRS80 43° 22' 06.670" 112° 25' 11.557'' Om 41° 15' 54.696" 109° 40' 28.896" Om 

HAM 43° 22' 05.785" 112° 25' 11.557" 27m 41° 15' 54.697" 109° 40' 27.751" 27m 

Spherical 43° 22' 00.119" 112° 25' 11.557" 202m 41° 15' 54.379" 109° 39' 56.847" 746m 

TABLE 5. Positioning error sources and associated magnitude 

Error Source Error Ma~nitude 

Mao Inaccuracies/Generalizations 12 to 1000 m 

Inaccurate retrieval from mao 50 to 1000 m 

Incorrect datum . 10 to 450 m 

Incorrect geodetic parameters 20to750m 

Estimated sensor location 13 to 1850 m 
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1. INTRODUCTION 

Convective rainstorms significantly affect 
many human activities. At the same time, 
such phenomena represent a particularly 
difficult forecasting problem because they 
develop and decay rapidly, and generally 
affect a small area for only a short period of 
time. 

A number of numerical models of 
convective systems have been developed and 
demonstrated. These models simulate the 
development of individual thunderstorms or 
entire mesososcale convective systems. In 
an operational weather forecasting 
environment, however, neither the necessary 
observations nor computing power is usually 
available to run these models. 

Yet it is possible to make use of radar 
observations to forecast future rainfall by 
extrapolation of the digitized reflectivity 
field. The extrapolative forecast procedure 
is illustrated schematically in Fig. I. The 
storm motion vector (SMY) between times 
!_30 and to can be estimated objectively by 
calculating the displacement that yields the 
best pattern match between the two images. 
The forecasted precipitation area at time t.30 

(the hatched region in the figure) is made by 
displacing the to image at this velocity. A 
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number of systems based on extrapolation 
procedures have been tested or implemented 
(for example, Austin and Bellon, 1974; 
Conway, 1987; Takemura eta!., 1987) 

Saffle and Elvander (1981), hereafter 
referred to as SE81, demonstrated that it 
should be possible to make substantive 
improvements over purely extrapolative 
forecasts by treating future zero-tilt 
reflectivity (ZTR) within the storm system 
as a statistically-derived function of current 
reflectivity, echo top height (TOPS), and 
vertically-integrated liquid (YIL) estimates. 
In their approach, the basic extrapolative 
forecast steps (as shown in Fig. 1) were 
repeated on many sequences of archived 
radar data. The TOPS and VIL fields were 
extrapolated at the same velocity as the ZTR 
field. For each test forecast, grid-point 
values from the initial-time radar field, the 
field forecasted for valid time by 
extrapolation, and the valid-time radar field, 
were stored. An equation relating initial
time and extrapolated ZTR, TOPS, and VIL 
values to the valid-time observed ZTR was 
then determined by linear screening 
regression. In operations, this equation 
would be used to forecast the future ZTR 
values within the 
reflectivity field is 
found that the 

area to which the 
extrapolated. SE81 
optimum predictor 



combination for future ZTR featured both 
ZTR and echo tops; it appeared that the 
deepest echoes were the ones most likely to 
feature high reflectivity after an interval of 
30 minutes or more. 

This study involves a repeat of SE81 's 
original experiments in forecasting 
instantaneous ZTR values with a much 
larger sample of volumetric reflectivity 
observations than was then available. We 
have also incorporated a number of 
refinements to the methodology for 
estimating the storm motion vector, and 
expressed the reflectivity forecast in 
probabilistic terms. We will show that the 
extrapolative method yields useful skill to 
projections as great as 60 minutes. 

2. DATA USED IN THIS STUDY 

The radar data used in this study were 
collected at the WSR-57 site in Oklahoma 
City, Oklahoma (OKC), which has been 
equipped with Radar Data Processor II 
(RADAP II) minicomputer equipment since 
the early 1980's. The RADAP II controls 
the radar during volumetric scanning 
observations, calculates and displays a 
variety of reflectivity-based radar products, 
and automatically archives data. In these 
experiments, we have used observations 
from the period 1985-1989. The cases are 
almost exclusively convective events, which 
are the ones most likely to cause flash 
flooding. All data were manually edited to 
remove anomalous propagation echoes. 

For both trial time projections, individual 
sequences of radar images from 85 or more 
separate calendar days were used. Each 
image sequence consisted of five volumetric 
scans. The first four images were taken at 
30, 20, 10, and 0 minutes before the initial 
time; these were used to estimate the motion 
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vector. The fifth scan was taken at valid 
time, either 30 or 60 minutes after initial 
time. Our data sample features 816 
sequences for the 30-minute forecasting 
experiment and 658 sequences for the 60-
minute experiment. The digitized ZTR, 
VIL, and TOPS fields were objectively 
interpolated to a 4 x 4 krn cartesian grid 
centered on the radar site. Data within 20 
km of the radar were excluded to avoid the 
effects of ground clutter; data beyond 180 
km were excluded because earth curvature 
effects can adversely affect the VIL and 
TOPS calculations at such range. 

3. DERIVATION OF STORM MOTION 
VECTORS 

A binary-correlation pattern-matching 
procedure was used to estimate storm 
motion vectors in this study. This method, 
described by SE81 and by Ciccione and 
Pircher (1984), is economical, and works 
well when the entire echo region does not 
change size or shape appreciably. Here, the 
"0-1" binary criterion was taken to be the 
40-dBZ level in the ZTR field. 

For each test sequence, three estimates of 
the SMV were obtained. These estimates 
were derived from the t. and t 30 image pair, 
the t. and t.20 pair, and the t 10 and !_30 pair. 
The extrapolation SMV was selected 
according to which of these three pairs of 
images had the highest binary correlation 
coefficient (that is, the pair having the 
closest match in terms of shape and size of 
the reflectivity region). In cases where none 
of the pairings had a binary correlation as 
high as 0.50, a motion vector from an 
earlier pair of images, as far back as 120 
minutes from t., was used. Final! y, if no 
earlier pattern-match estimate of the SMV 
was available, the 700-hPa wind vector from 
the Nested Grid Model (NGM) forecast or 



analysis was used. Other tests, carried out 
in conjunction with this study, had shown 
that this wind vector was generally the best 
fully independent estimate of the echo 
motion that could be obtained from the 
NOM upper-air winds. 

4. CREATION OF THE STATISTICAL 
PREDICTOR-PREDICTAND DATASET 

For each sequence of radar images, the 
extrapolation process outlined above was 
carried out, and the extrapolation forecast 
image was compared to the observed image 
at valid time. Grid-point values of ZTR, 
VIL, and TOPS, from both the extrapolated 
and initial time images, were stored in a 
separate dataset as candidate predictors. It 
is logical to expect that the initial-time data 
would contribute substantial information to 
forecasts of 20 minutes or less, which will 
be considered later in this study. The valid 
time ZTR values at the same grid points 
were stored as predictand data. Local 
averages and maxima of all values within 12 
x 12 km regions were also stored as new 
candidate predictors and alternate 
predictands. 

This extrapolative-statistical method can be 
expected to yield information on reflectivity 
changes only within existing echo areas. 
Since the method cannot forecast changes in 
echo region shape or the formation of new 
echoes, data at other points in the valid time 
image do not contribute truly useful 
information to the regression procedure. 
Therefore, only ZTR, VIL, and TOPS 
values from grid points where the 
extrapolated ZTR was nonzero (the hatched 
area in Fig. 1) were stored and entered in 
the regression procedure. For the statistical 
analysis described in the next section, values 
were drawn from every fifth grid point (20-
km nominal spacing) in the north-south and 
east-west directions. 
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5. RELATIONSHIPS BETWEEN 
EXTRAPOLATION FORECASTS AND 
VERIFYING REFLECTIVITY 
OBSERVATIONS 

The expected values of valid-time ZTR 
(VALZTR) as a function of 30-minute 
extrapolation forecasts of ZTR appear in 
Fig. 2. In this comparison, both forecasts 
and verifying observations are local means 
of the ZTR within 12 x 12 km regions (a 
smoothed field). The correlation between 
the extrapolation forecasts and the 
subsequent observations is apparent. For 
forecasts between 13 and 24 dBZ, the 
expected value of the observation was 17 
dBZ; for forecasts between 35 and 36 dBZ, 
the expected observation was 31 dBZ; for 
forecasts above 47 dBZ, the expected value 
was 40 dBZ. 

The forecasts are biased toward high values, 
as might be expected given echo decay and 
errors in the extrapolation vector. The 
extrapolation forecast explained 24% of the 
variance in V ALZTR, as indicated by the 
nonlinear correlation ratio (Panofsky and 
Brier, 1968). 

An equation relating extrapolation forecasts 
of ZTR, VIL, and TOPS to V ALZTR was 
derived by forward-selection screening 
regression. It was found that the mean error 
of the resulting regression estimates 
approached 10 dBZ, corresponding to a 
rainrate error of order 4 or 5. This large 
error suggested that the forecast system 
would be more useful if it specified the 
probability that V ALZTR would exceed a 
threshold value, rather than the expected 
value of VALZTR itself. 

This alternative probabilistic approach 
involved defining the predictand as unity if 
VALZTR was greater than or equal to 40 
dBZ, and zero otherwise. The screening 
regression process then yields a regression 



estimate of event probability (REEP) of 
reaching or exceeding the 40-dBZ threshold. 
Such forecasts should be useful in field 
operations, since they would provide the 
forecaster with the potential of rainfall in 
excess of a significant rate, rather than only 
the expected value with no explicit statement 
of the level of certainty. The 40-dBZ level 
corresponds to a rainrate of approximately 
0.5 inches per hour and is often used to 
delineate "convective" from "stratiform" 
rainfall. 

The results of this approach are illustrated in 
Fig. 3, which shows the probability that the 
ZTR will exceed 40 dBZ within a 12 x 12 
km square region, given various values of 
ZTR and VIL as forecasted by 
extrapolation. The ZTR predictor is 
EXZTRMX, defined as the local maximum 
ZTR value within a 12 x 12 km region 
centered on the grid point of interest, and 
extrapolated forward by 30 minutes. The 
VIL predictor, EXVILMX, was similarly 
defined as the extrapolation of the local 
maximum in VIL. 

As shown in Fig. 3a, if the initial local 
maximum ZTR was 22.5 dBZ, there was 
only a 5% probability that the same 
subregion within the moving echo area 
would have a reflectivity in excess of 40 
dBZ 30 minutes later. The probability 
increased to over 50% if the initial echo was 
46-48 dBZ, and to over 70% if the initial 
echo was 53 dBZ or greater. Similar results 
are shown in Fig. 3b; it is apparent that 
current VIL is also an effective predictor of 
future reflectivity. In this sample, 32% of 
the cases had valid-time ZTR above the 
threshold, and EXVILMX explained 25% of 
the predictand variance. The EXZTRMX 
predictor explained 24% of the variance. 

The reduction of variance with respect to 
this binary predictand, for both extrapolated 
and initial-time predictors, appears in Fig. 
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4. The extrapolated predictors were much 
more highly correlated with later high
reflectivity occurrence than were the initial
time fields. Thus it appears that the 
extrapolation forecasts improve on the initial 
reflectivity fields (which are effectively 
persistence forecasts). 

6. VALIDATION OF 30- AND 60-
MINUTE PROBABILISTIC 
REFLECTIVITY FORECASTS 

To obtain a more comprehensive view of the 
possibilities of this potential forecasting 
system, we prepared and verified 
probabilistic forecast equations for V ALZTR 
_;:::_ 40 dBZ at 30- and 60-minute projections. 
For both projections, two separate equations 
were developed from subsets of the available 
data samples. Forecasts were then 
generated for independent samples and 
verified. 

The resulting equations for 30-minute ZTR 
are: 

P30 = -66.5 + (2.05 EXZTRMX) + 
(2.31 EXTOPMX) (1) 

based on data from 1985, 1987, and 1988, 
and 

P30 = -50.3 + (1.98 EXZTRMX) + 
(1.97 EXVILAV) (2) 

based on data from 1985, 1988, and 1989. 
Here, P30 is the probability that a ZTR 
value of 40 dBZ or more will be observed 
within a 12 x 12 km region 30 minutes 
later. The predictors EXZTRMX and 
EXTOPMX are the maximum observed 
ZTR (dBZ) and TOPS (km AGL) values 
within a 12 x 12 km region extrapolated to 
valid time. EXVILA V is the mean VIL 
value within a 12 x 12 km region 
extrapolated to valid time. Within their 



respective dependent datasets, ( 1) explained 
21 % of the predictand variance and (2) 
explained 25%. In both equations, most of 
the reduction of variance was contributed by 
the EXZTRMX term. 

Forecasts for cases in calendar year 1989 
were then prepared from (1) and for cases in 
1987 from (2). The forecasts were 
evaluated for reliability within the 
independent sample. The skill level of the 
forecasts was then evaluated by reducing the 
probabilistic forecasts to categorical (yes/no) 
by applying a range of probability 
thresholds. For any given threshold, all 
forecasts at or above the threshold were 
taken to be "yes," and all those below the 
threshold "no". The outcome of all the 
categorical forecasts can be then 
summarized according to the scheme 
illustrated in Fig. 5. Here, X represents the 
number of "hits," Y the number of missed 
events, and Z the number of false alarms. 
The probability of detecting areas with 40-
dBZ echoes (POD) is expressed as 
X/(X + Y); the false alarm rate (FAR) as 
Z/ (X+ Z), and the critical success index 
(CSI) as X/(X+Y+Z) (Donaldson et al., 
1975). The bias, or the ratio of "yes" 
forecasts to "yes" events, is expressed 
(X +Z)/(X + Y). 

The reliability of the probability forecasts 
within the independent data samples is 
illustrated in Fig. 6. Though there was 
some tendency to overforecast when 
forecasted values were greater than 70%, no 
strong bias appeared in the sample as a 
whole. 

The categorical forecast scores, for a range 
of threshold probabilities from 1 to 40%, 
appear in Fig. 7. The peak CSI is achieved 
at a threshold of 35%, at which the POD is 
0.71 and the FAR is 0.42. The bias at this 
threshold (not shown) is 1.2. Thus, 
categorical forecasts from this system could 
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detect approximately 70% of the 40 dBZ 
echoes, while the number of "yes" forecasts 
would exceed the number of "yes" 
observations by about 20%. To achieve a 
POD of 0.8, it would be necessary to apply 
a threshold probability of 29, and accept an 
FAR of 0.48 and bias of 1.5. 

This process was repeated to obtain forecast 
equations for a 20 x 20 km region at a 60-
minute projection. The resulting test 
equations were: 

P60 = -32.1 + (1.40 EXZTRMX) + 
(2.04 EXTOPMX) (3) 

based on data from 1985, 1988, and 1989, 
and 

P60 = -39.6 + (1.48 EXZTRMX) + 
(2.17 EXTOPMX) (4) 

based on data from 1985, 1987, and 1988. 
The definition of P60 is analogous to that of 
P30 in (1) and (2). The reduction of 
variance for these equations was 0.10 for (3) 
and 0.13 for (4). Again, EXZTRMX 
contributed the most to the reduction of 
variance. 

The results of reliability and verification 
tests appear in Figs. 8 and 9. Categorical 
forecasts scores (Fig. 9) were not radically 
different from those for the 30-minute 
forecasts, since a larger verification region 
was specified for these 60 minute forecasts 
(400 km' rather than 144 km'). The peak 
CSI is still achieved at a threshold of 35%, 
where the POD is 0.71, but the FAR and 
bias are larger (0.50 and 1.4, respectively). 

7. DISCUSSION 

This study confirms the results of SE81, 
who reported significant skill at forecasting 
future ZTR as a statistically-derived function 



of current ZTR and the volumetric 
reflectivity indices VIL and TOPS. Though 
deterioration of skill is evident for 60-
minute forecasts, the forecasts at least as far 
as 30 minutes are clearly. useful. It should 
be possible to improve the forecasts for 
projections beyond 30 minutes by the 
incorporation of new predictors involving 
environmental conditions and time rates of 
change of reflectivity characteristics. It 
might also be useful to state the probability 
that reflectivity will exceed some threshold 
during a future period of time, such 30 to 
60 minutes. 

We now intend to extend this extrapolative
statistical approach to quantitative 
precipitation forecasting. It is possible that 
the 30- and 60-minute rainfall accumulation 
ftelds are less volatile and more spatially 
continuous than the instantaneous ZTR field. 
Rainfall amount will be treated as a function 
of extrapolated ZTR, VIL, and TOPS over 
the duration of the forecast period. The 
next phase of this research effort is now 
underway. 
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Figure 1. Schematic diagram of extrapolative forecast 
process for radar fields. Gross-hatched region at 
right ("to extrap") represents area over which 
precipitation is forecasted at t+30 • 
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Figure 2. Expected values of ZTR as a function of 
30-minute extrapolated values of ZTR. All values 
are averaged over 12 x 12 krn regions. Number of 
cases within each predictor category are indicated. 
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Figure 3. Percentage of 12 x 12 km regions in which 
40-dBZ echoes occur, as a function of 30-minute 
extrapolated forecasts of (a) ZTR and (b) VIL. The 
predictor values are local maxima within the 
12 x 12 km region. 
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Figure 4. Reduction of variance with respect to 
binary reflectivity predictand (ZT~40 dBZ, 
30-minute projection), by various initial-time and 
30-minute extrapolated predictors. Predictors and 
predictand are all based on local maxima within a 
12 x 12 km region. 
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Figure 5. Possible outcomes of categorical (yes/no) 
forecasts for 40-dBZ reflectivity. 
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Figure 6. Reliability of 30-minute probabilistic 

reflectivity forecasts. Verification results are 
from OKC 1987 and 1989 data. Probabilities are 
valid for 12 x 12 km regions. 
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Figure 7. Scores for 30-minute categorical 
reflectivity forecasts, produced by applying 
thresholds to probabilistic forecasts. 
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Figure 8. As in Fig. 6, except for 60-minute 
forecasts valid within 20 x 20 km regions. 
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Figure 9. As in Fig. 7, except for 60-minute 
forecasts valid within 20 x 20 km regions. 
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An Analysis of Synoptic Scale Flood Events in the 
Eastern United States During 1980-1989 

Steven J. Capriola 
National Weather Service Forecast Office 

Portland, Maine 

1. INTRODUCTION 

The eastern United States, in part due to its 
orography and proximity to large moisture 
sources, is prone to a wide variety of flood 
events, ranging from small scale flash 
flooding to major river flooding. Flash 
floods are typically a result of the 
interaction of synoptic scale and mesoscale 
weather systems, often interacting with 
topographic, or other factors (e.g., saturated 
soil and snowmelt) that focus rainfall/runoff 
in a small area, usually a portion of a river 
basin or sub-basin and over a short time 
period, generally less than 6-12 hours. 
Widespread flood events can cover several 
river basins, with the event lasting more 
than 12 hours. In this latter case, the 
mechanism for producing the heavy rain is 
usually synoptic scale in nature. The focus 
of this paper is on these larger scale events. 

Maddox et a!. (1979) compiled a list of 
flood producing synoptic and meso-alpha 
scale systems. For the eastern United 
States, these include: 1) synoptic events; 2) 
frontal events (east-west oriented fronts); 
and 3) mesohigh events. Frontal and 
meso high events are typically sub-synoptic 
scale in nature, and are frequently associated 
with more localized flash flood events. 
While this paper will concentrate on cases 
typical of Maddox's synoptic events, his 
event composites were not used. In 
addition, this study includes tropical 
systems, and the tropical systems that 
interact with synoptic scale weather systems. 
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This paper examines the large scale features 
that produced significant flood events in the 
National Weather Service (NWS) Eastern 
Region (ER) (Figure I) during the 1980's. 
These large scale features are classified by 
type and frequency tables are provided. In 
addition, seasonal and monthly variations 
are detailed. The data are also sorted by 
state, with examples presented to illustrate 
each type of event. 

2. BACKGROUND 

Several reports have examined case studies 
of synoptic scale flood events in the Eastern 
United States. U.S. Weather Bureau (1941) 
described a synoptic overview of the March 
1936 flood (among others). This flood was 
caused by an extratropical (migratory) 
cyclone associated with a large, 500 mb 
negatively tilted trough. The presence of 
abundant moisture and convective storms 
were key factors in the synoptic scale 
system's ability to produce copious amounts 
of rainfall. 

Budd (1988) analyzed a case of record 
flooding in Maine. The synoptic situation 
associated with the flooding displayed many 
similarities of a north-south frontal system 
(similar to the Maddox et a!. (1979) 
synoptic events). Glass and Grumm (1990) 
described another case of a north-south 
frontal system i;J their analysis of the 
mesoscale and synoptic scale aspects of the 
5-6 May 1989 Mid-Atlantic flood. These 



papers, as well as Maddox et a!. (1979), 
point out the importance of the availability 
of abundant moisture, and the role of deep 
convection in the flood-producing rains. 

Several accounts of major floods associated 
with tropical systems have been 
documented. One of the most destructive 
hurricanes in United States history was 
Agnes in August of 1972. Interestingly, 
damage from this storm was due almost 
entirely to the torrential rains that 
approached 15 inches. Bailey et a!. (1975) 
provide a detailed review of the ravaging 
floods due to Agnes, and its interaction with 
an extratropical system, as it tracked 
through the NWS ER. Record and near 
record floods affected 12 states (10 in the 
ER), causing $3.1 billion (in 1972 dollars) 
in damages and claiming 117 lives. The 
abundant tropical moisture combined with 
the system's slow movement (remaining 
nearly stationary for a period of 24 hours) to 
produce the substantial rainfall. 

The slow movement of Agnes is a common 
feature of many other synoptic scale flood 
producing storms. The presence of a front, 
or a cyclonic circulation center, is required 
to focus the abundant moisture (and 
associated deep convection) over the same 
area long enough to create flood producing 
rains. On a large scale, this is best 
accomplished by cut off, or negatively tilted 
500 mb lows/troughs associated with slow 
moving migratory cyclones, slow moving 
north-south oriented fronts, or sub-tropical 
or quasi-stationary lows. 

Theories about antecedent conditions for 
floods have changed little over the years. A 
good description of how such factors as 
snow melt, ice jams, frozen ground, 
saturated ground, and vegetative cover affect 
runoff and flood potential can be found in 
Brooks and Thiessen (1937). This paper 
gives an excellent account of many of the 
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great floods from the late 1800's through the 
flood of January 1937, and the effects of 
antecedent conditions. 

More recent studies of flood events in the 
NWS ER also address the roles played by 
antecedent conditions. Budd (1988) 
discussed the effects of excessive runoff 
from a dense snowpack in combination with 
the heavy rainfall. Smith and Reed (1990) 
detailed some of the effects of snowmelt, ice 
jams, and heavy rainfall associated with the 
flood of 1936. Harley (1990) described a 
flood event in western Ohio associated with 
a prolonged period of excessive rainfall. In 
particular, a record wet spring at Dayton, 
OH, set the stage for major flooding after 
another bout of heavy rainfall, which alone 
probably would not have caused the kind of 
flooding that was observed. 

3. METHODOLOGY AND DATA 

Data were collected for the years 1980 
through 1989 to determine the number of 
flood events in the NWS ER associated with 
synoptic scale weather features. In 
particular, synoptic scale heavy rain events 
were assessed by using the Daily Weather 
Maps series (U.S. Department of Commerce 
1980-1989a). For an event to be included in 
this analysis, precipitation over a 24-hour 
period (ending at 1200 UTC) had to exceed 
I inch, for two or more of the first order 
stations depicted on the Daily Weather Map 
precipitation analysis, with at least one 
report in the NWS ER. This step served to 
screen out mesoscale events that are 
typically evident only through analysis of 
finer networks of precipitation reporting 
stations. There were a few occasions when 
a Daily Weather Map reporting (first order) 
station was within a mesoscale event. 
However, the criterion of requiring t,wo 
stations reporting rainfall of an inch or more 
helped ensure that only synoptic scale events 



were considered. As a result, most events 
in this study affected an area that included 
two or more states. 

Of course, the large distance between the 
reporting stations, and situations when the 
window of a precipitation event stretched 
across two 24-hour rainfall reporting 
periods, posed problems for this approach. 
A synoptic scale heavy rain event could 
occur in a data void area, with reporting 
stations showing less than an inch. 
However, if the synoptic scale pattern 
suggested the potential for a heavy rain 
event, or if two successive Daily Weather 
Maps added up to an inch or more rainfall, 
then the event was considered for further 
examination. Surface and 500 mb charts 
from the Daily Weather Maps were then 
studied to determine the type of synoptic 
scale system responsible for the heavy rain 
event. Details of storm tracks, locations, 
orientations, and movement of surface 
features, and the type and movement of the 
500mb features were noted. 

Five types of events were found to impact 
the NWS ER. The first type was 
extratropical (migratory) cyclones (Type E). 
These events were associated with a 
negatively tilted 500 mb trough (or 
migratory 500mb closed low center), within 
a moderate to strong meridional flow. An 
example of a Type E system is shown in 
Figure 2a-c. Flooding was reported in 
Maine, New Hampshire, Connecticut, New 
Jersey, Virginia, and North and South 
Carolina with this system. Heavy rain in 
Type E systems typically occurs on the cold 
side of the low (or point of occlusion) track. 

The second type of event was comprised of 
quasi-stationary fronts (Type Q) that were 
oriented generally north to south. These 
fronts were typical! y associated with a 
neutrally or slightly positively tilted 500 mb 
trough within a moderate to strong 
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meridional flow. An example of a Type Q 
event is shown in Figure 3. Flooding was 
reported in Pennsylvania, New York, 
Massachusetts, Connecticut, Maine, New 
Hampshire, and Vermont. For Type Q 
events such as this system, the heavy rain 
was usual! y observed on the warm side of 
the front, although there were a few cases 
where the heavy rain occurred on the cold 
side of the front. In these cases, weak, 
stable waves traversed the front from south 
to north. 

Other types were tropical systems (Type T), 
and tropical systems merging with an 
extratropical system (either a mid-latitude 
cyclone or an old frontal system--Type TS). 
Figures 4 and 5 show a Type TS system that 
originated as Tropical Storm Juan. After 
moving onshore along the Gulf Coast, Juan 
subsequently combined with a north-south 
oriented front and an associated 500 mb 
migratory cyclone. This event resulted in 
record flooding in Virginia and West 
Virginia, with flooding also occurring in 
North Carolina, Washington, D.C., 
Maryland, New York, Pennsylvania, and 
Ohio. 

Final! y, a miscellaneous classification (Type 
M) was used for quasi-stationary, or sub
tropical low pressure systems associated 
with a 500 mb low height center (usually 
weak) that showed little movement. Figure 
6 illustrates a type M event where flooding 
was reported in Maine and New Jersey. 

The next step involved an examination of 
Storm Data (U.S. Department of 
Commerce l980-l989b) for flood events. 
First, the duration of the heavy rainfall 
event was noted. If the event was less than 
12 hours duration then it was not considered 
as a synoptic scale (long duration) event, 
and was removed from the database. Next, 
the event descriptions were examined to 
determine the type and extent of flooding 



that occurred. Based upon the Crysler eta!. 
(1980) flood classification scheme (see Table 
1), only major flood events (Types B, C, 
and D) were included in the database. Type 
A events were discounted since only 
insignificant, or very minor flooding 
occurred. In addition, coastal flood events 
due to high tides, heavy surf, or storm surge 
were removed, as were flood events due to 
ice jams and/or snowmelt associated with 
melting, if little or no precipitation was 
observed. Finally the mention of any 
antecedent conditions was noted. These 
included (but were not limited to): 1) 
previous rainfall (saturated ground); 2) snow 
melt; and 3) ice jams. 

4. RESULTS 

As shown in Figures 7 and 8, the results of 
this study indicate that during the 1980's, of 
the 76 major synoptic scale flood events that 
occurred: 35 events were caused by a 
migratory extratropical cyclone (Type E); 24 
events by a north-south quasi-stationary 
front (Type Q), with 21 occurring on the 
warm side, and 3 on the cold side of the 
front; 8 events were associated with tropical 
systems (Type T); 3 were caused by tropical 
storms interacting with an extratropical 
system (Type TS); and 6 were the result 0f 
a quasi-stationary, or sub-tropical low (Type 
M). 

The breakdown by season (Figures 7 and 9) 
indicates that Spring (March-May) was the 
period of highest synoptic scale flood 
frequency with 33 of 76 events (43%). 
During the Spring, certain antecedent 
conditions, such as snow/ice melt, are 
prevalent, probably enhancing the frequency 
of major flood events. April recorded the 
most events for any month (Figure 10). 
Summer had the second highest frequency of 
events, 18 (24%), followed by Autumn with 
15 events (20%), and Winter with 10 
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(13%). December and January, in 
particular, displayed a minimum in flood 
event frequency. 

All II tropical system related events (Types 
T and TS) occurred during Summer or 
Autumn (Figure 7), resulting in the 
secondary frequency peak in August and 
September (Figure 10). Migratory cyclones, 
and north-south fronts (Types E and Q), 
both had the highest frequency in the 
Spring, although both types occurred 
throughout the year. Quasi-stationary lows 
(Type M) also showed a maximum 
frequency in the Spring, with no events 
recorded during the Winter. 

Based on the Storm Data descriptions, 20 
of the events were preceded by a rainfall 
event that created a saturated ground 
environment; II events involved snow melt; 
and 6 events occurred with ice jams. There 
were 3I total events with noted antecedent 
conditions (snow melt and ice jams usually 
occurred simultaneously). However, the 
information in Storm Data is not always 
complete (Maddox eta!. I979), particularly 
in regard to the antecedent conditions. 

The number of flood events by state are 
listed in Table 2. Every state in the NWS 
ER experienced significant synoptic scale 
flooding during the I980s. As expected, the 
larger states, especially those with 
substantial topographic variability (e.g., 
New York, Pennsylvania, and Virginia) 
showed a higher frequency of flooding, 
while smaller size states (e.g., Delaware, 
Rhode Island, and Vermont) were less likely 
to report significant large scale flooding. 

The relatively low frequency of large scale 
flood events for West Virginia, a 
mountainous, and average sized state in the 
NWS ER, probably is associated with the 
nature of flood events that occur in the state. 
Apparently, localized flash flood events are 



much more common in West Virginia than 
significant synoptic scale flooding. Also, 
the majority of the state is on the west side 
of the Appalachians, which may reduce the 
influx of Atlantic moisture during major east 
coast synoptic scale events. This limiting 
factor for synoptic scale flooding appears to 
be reinforced by the fact that Ohio also only 
reported six significant large scale flood 
events during the 1980s. A breakdown of 
flood event types by state (Table 3) shows 
that only half of the six events in West 
Virginia were associated with migratory 
cyclones or north-south fronts. These type 
of events were frequently involved with 
flooding in most other states. 

Another interesting result is that the number 
of events for Vermont is about half the 
number for New Hampshire (Table 2). 
These states are about the same size and 
have similar terrain. The difference in flood 
event frequency for these two states may 
also be explained by the "shadow" effect 
caused by the north-south oriented 
Appalachians and the proximity of New 
Hampshire to Atlantic moisture. 

Most states followed the same seasonal 
frequency pattern as the NWS ER overall 
(e.g., a maximum frequency of flood events 
in the Spring and a minimum in the Winter). 
Two exceptions were North Carolina and 
South Carolina. This can be explained by 
the higher frequency of tropical systems that 
impact these southern coastal states during 
the Summer and Fall. Also, antecedent 
conditions (such as snow melt and ice jams) 
may not be as great a factor in Spring 
flooding compared to more northern states. 

Finally, it should be noted that several 
drought periods were experienced in the 
NWS ER during the 1980's. It is beyond 
the scope of this study to determine to what 
extent this factor influenced the synoptic 
scale flood frequencies. 
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5. SUMMARY 

Five basic synoptic scale patterns were 
identified that produced significant flooding 
over a large area in the eastern United States 
during the period 1980-1989. All of these 
systems tended to be slow-moving, and were 
associated with abundant available moisture. 

The Spring season experienced the most 
flooding, with antecedent conditions, such as 
snow melt and ice jams, playing an 
important role. Tropical systems were the 
main consideration during late Summer and 
early Autumn. Eleven of 25 events ( 44%) 
during the hurricane season (June through 
November) were directly attributed to a 
tropical system (or the remnants of a 
tropical system interacting with an old 
frontal boundary or being drawn into a 
synoptic scale cyclonic circulation). 

Of course, other large scale features not 
described here can contribute to significant 
flooding, although these are typically flash 
flood events of short duration, and occur 
over a small area. East-west oriented fronts 
(and meso-highs) are important synoptic, 
and sub-synoptic scale features that should 
also be considered by the operational 
meteorologist when evaluating excessive 
rain/flood potential. Synoptic scale features 
that produce excessive rain should be 
recognized, then mesoscale analyses should 
be used to locate more precisely the area(s) 
prone to heavy rain and flooding. 
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NATIONAL WEATHER SERVICE - EASTERN REGION 

Figure 1. Map of the National Weather Service Eastern Region. 
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Figure 2. 1200 UTC 500mb analyses for: 
a) 18 March 1983; b) 19 March 1983; 
and c) 20 March 1983. 

Figure 3. 1200 UTC 500mb analysis for: a) 30 March 1987; and b) 31 March 1987. 
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Figure 4 (continued). 1200 UTC 500mb analysis for: g) 5 November 1985; h) 6 November 
1985. 

TRACK AND IHTEISITT (HILLI!AKS) OF SURFACE 
LOW BETW!!JI 7AII 1IOV 3 AHD lOA!! NOV 6 -· 

TRACt OP TR! IDU.IU OP RUilliCAH! JUAN •---- • 

Figure 5. Track of Tropical Storm Juan (dashed), and extratropical surface low (solid) from 
30 October 1985 to 6 November 1985. 
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Extreme 

a r 
Figure 6. 1200 UTC 500 mb analysis for: a) 11 May 1989; b) 12 May 1989 .. 

URBAN 

Urban flooding; street flooding; 
minor flooding; basement 
flooding. 

Small stream flooding; low 
lying areas flooded; light 
damage to homes, businesses, 
and buildings. 

Evacuations; heavy damage to 
property; numerous roads 
washed out. 

Extreme damage ·- approaching 
millions in monetary losses; 
buildings destroyed; hundreds 
evacuated; numerous deaths/ 
injuries. 

RURAL 

Minor flooding; very heavy rains 
noted but no damage reported. 
(This class rna y not be very 
significant in rural areas). 

Lowland flooding; swollen 
creeks; mud slide/rock 
slides; light erosion/crop 
damage; roadway flooding; 
basement flooding. 

Serious erosion; considerable 
crop damage, fields flooded;. 
houses, buildings damaged; 
livestock lost; bridges and 
roadways washed out; 
evacuations. 

Thousands of acres washed 
away; homes destroyed; 
widespread devastation. 

Table 1. Classification of flood events by degree of flooding (from Crysler et a!. 1980). 
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Number of Events by Storm Type 
(By Season) 

E Q T TS M 
SfORM TYPE 
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~ 
SUMMER -SPRING 

~ 
WINTER 

Figure 7. Number of flood events in the NWS ER during 1980-89 by type and season. 
Each event is classified by synoptic type and may include several states. 

Number of Events by Storm Type 

T (10. 

Figure 8. Percent of flood events by synoptic type. 
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Number of Events by Season 

FALL (19. 

SUMMER (23.7%) 

Figure 9. Percent of flood events by season. 
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Figure 10. Number of flood events by month. 
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Number of Events 
State Winter SQring Summer Fall Total 
Connecticut 0 10 4 2 16 
Delaware I I I I 4 
Maine I 9 I I 12 
Maryland 4 6 5 3 18 
Massachusetts 1 5 4 3 13 
New Hampshire 3 7 I 2 13 
New Jersey I 6 2 4 13 
New York 4 13 5 6 28 
North Carolina 0 5 7 6 18 
Ohio 0 2 I 3 6 
Pennsylvania 5 8 6 5 24 
Rhode Island 1 4 2 0 7 
South Carolina 2 5 5 6 18 
Vermont 0 4 I I 6 
Virginia I 8 5 7 21 
West Virginia 0 4 I I 6 
Washington DC 2 I 5 

Table 2. Number of flood events for every state in the NWS ER for the period 
1980-1989. The total exceeds the 76 synoptic flood events since more than one 
state could have been impacted by any given flood event. 

Number of Events 
State TJ'Qe E TJ'Qe Q TJ'I2eT T)'Qe TS T)':J2e M 
Connecticut 9 6 0 I 0 
Delaware 2 0 I I 0 
Maine 6 5 0 0 I 
Maryland 5 8 2 2 I 
Massachusetts 7 5 0 I 0 
New Hampshire 8 4 0 I 0 
New Jersey 6 4 I I I 
New York 13 10 2 2 I 
North Carolina 4 5 7 1 1 
Ohio 2 2 1 I 0 
Pennsylvania 8 11 1 3 I 
Rhode Island 5 2 0 0 0 
South Carolina 6 3 6 1 2 
Vermont 3 3 0 0 0 
Virginia 8 6 4 2 1 
West Virginia 2 1 0 2 
Washington DC I 3 0 0 

Table 3. Same as Table 2 except for different types of flood events for each state. 
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Characteristic Hodographs for Excessive Rainfall Events in a 
Semi-Tropical Air Mass East of the Appalachians 

G. C. Henricksen, Jr. 
National Weather Service Forecast Office 

Philadelphia, Pennsylvania 

Abstract 

Five years of excessive rainfall events are examined in the Mid-Atlantic region east of the Appalachians. The 
observed and derived hodographs, associated with heavy rainfall events in semi-tropical and tropical air masses, are 
characterized for veering and speed shear as well as pattern recognition. Storm efficiency and atmospheric physics 
are discussed in relation to the hodographic profile. An excessive rainfall checklist utilized to recognize favorable 
hodographs is historically reviewed and discussed. 

1. INTRODUCTION 

Excessive rainfall events m eastern 
Pennsylvania and southern New Jersey, 
historically occur between the months of 
May and September. These localized 
excessive rainfall events have caused 
considerable property loss, injuries, and 
even a few deaths over the last decade. 
With few exceptions, localized heavy 
rainfall occurs in a tropical, or semi-tropical 
air mass with relatively low cloud tops and 
very high precipitable water. 

The rather umque characteristics of 
excessive rainfall occurrences east of the 
Appalachians was noted as part of a case 
study by Henricksen (1987) of the Reading, 
P A area flash flood. The hodographic 
structure of this storm, as well as the high 
precipitable moisture, was described in 
detail. The storm environment can be 
inferred from the Atlantic City, NJ (ACY), 
and Dulles, VA (lAD) hodographs (Figure 
1), which were observed 8-10 hours prior to 
the event. The overall storm environment 
was found to have strongly veering flow 
through the lowest 8,000 - 10,000 ft, with 
distinct wind speed maxima in this layer. 
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From 1987 through 1992, over 75 excessive 
rainfall events (1 inch in 12 hours, or 2 
inches in 24 hours) occurred in eastern 
Pennsylvania and New Jersey. The vast 
majority ( > 85%) of these events exhibited 
similar hodographic structures, high 
dewpointenvironments, elevated precipitable 
water amounts, and climatically high 1000-
500 mb thickness values. Figure 2 shows 
an excellent example of a sounding profile 
within 3 hours and 60 miles of an excessive 
rainfall event (over 6 inches) from July of 
1989. The storm environment inflow was 
quite strong, and the low level structure was 
similar to that discussed by Maddox et a!. 
(1979). 

Note, the wind profile is different for Mid
Atlantic excessive rainfall events, when 
compared to the deep convective structure 
often required for excessive rainfall events 
in central and southern sections of the 
United States (Giordano and Fritsch 1985). 
The major differences are the higher low 
level wind speeds and smaller degree of 
veering associated with these deep 
convective events compared to the Mid
Atlantic tropical events. 



2. CHARACTERISTIC ENVIRONMENT 

Through 5 years of observation and study of 
the Mid-Atlantic excessive rainfall events, it 
became apparent that the hodographic 
structure of the storm environment was 
critical for identifying heavy rain potential. 
Figure 3 is a typical example of a very 
saturated tropical environment conducive to 
potential! y heavy rainfall. The sounding is 
conditionally unstable, and nearly saturated 
through 300 mb. Precipitable water (1. 77 
inches) is 150 percent of normal for July. 
The 1000-500 mb thickness values of 577 
dm are one standard deviation above normal 
for the month of July (572 dm). All these 
values point to the necessary, but not 
sufficient, conditions for an excessive 
rainfall event. 

In a tropical or semi-tropical environment, 
different physical processes can override the 
Wegener-Bergeron mechanism (Businger 
and Fleagle 1963) that is characteristically 
associated with deep convection. For deep 
convection, the lower saturation vapor 
pressure over ice than that of water in a 
super-cooled environment causes rapid 
growth of ice crystals at the expense of the 
water droplets, and increases the 
precipitation volume potential. In a lower
top, tropical environment, the accretion 
efficiency is often high since the collision 
and coalescence processes are more 
efficient. The higher number of small 
droplet radii associated with tropical and 
semi-tropical air masses give rise to a higher 
collision efficiency. The ratio of the small 
droplet to the larger collecting droplet in a 
tropical cumulus cloud often exceeds 25 
microns for a very high accretion efficiency. 
The rate of growth by accretion (dm/dt) can 
be represented by summing over the smaller 
droplets that collide with the large drop: 

n 
clm/dt=rr;r~ :E e(r) v 1(r) !1di 

i=l 
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In this equation, e is the accretion 
efficiency; d, is the density of liquid water 
collected by the colliding drop of size r.; v' 
is the difference in fall velocity of the 
collecting drop and the droplet of radius r,; 
and n is the number of intervals into which 
the small droplets are divided (Businger and 
Fleagle 1963). Small columns of updrafts 
and downdrafts with a high number of small 
droplets in the tropical cloud environment 
can change the relative velocity v, exhibiting 
a rapid increase in accretion efficiency. 
This can produce high amounts of rainfall in 
a short period of time over a small area, 
even with low cloud tops. 

The small areal coverage of intense rainfall 
can elude representative contouring on the 
current Digital Vertical Integration 
Processor (DVIP) for WSR-57 and WSR-74 
radars. These radars do not measure droplet 
size distribution, rather they measure 
reflected (returned) power. For example, a 
sample volume scan by the radar of 729 
droplets with a diameter of 1 mm would 
have the same reflectivity as a sample 
volume containing 1 droplet with a 3 mm 
diameter. WSR-88D radars have recently 
shown improvement in solving some of this 
problem with an improved beam width 
resolution. However, this only improves the 
detection resolution, and does not solve the 
proper measurement of droplet size 
distribution. 

Figure 4 is the hodograph for Atlantic City 
on the evening of 3 July 1992. Heavy rain 
(and flooding) occurred over central and 
northern New Jersey during the evening 
hours after this hodograph was observed. 
Note, the strong veering inflow that was 
evident from the surface through 8, 000 ft. 
The winds veered from southeast through 
south to southwest, then to west in within 
this 8,000 ft layer. Maximum wind speed 
for the low level inflow reached 27 kt at 
3200 ft altitude, and then dropped off 



somewhat above this height through 8,000 
ft. The wind speeds aloft are not 
particularly light as one might expect for an 
excessive rainfall event. However, the 
maximum speed (30 kt) is far lower than 
that typically associated with severe weather 
events. Interestingly enough, the low level 
inflow structure of this example has strong 
similarities to the low level inflow associated 
with severe weather (Weisman and Klemp 
1986). 

3. HODOGRAPH STRUCTURES 

Unfortunately, pattern recognition can be 
difficult for excessive rainfall hectographs. 
An averaging of all hectographs for 
excessive rainfall events resulted m 
essentially a useless product. While the 
pattern can change from situation to 
situation, the primary identifying features 
are a strong low level veering flow, with 
relatively light and variable winds above 
8,000 feet. Storm dynamics can produce 
greater inflow than outflow when these 
conditions are met. Mean inflow into the 
storm environment is often greater than 90° 
to the fight of the storm motion. Low level 
inflow speeds can exceed the storm motion 
speeds by as much as 10 kt. This structure 
allows for stationary or rebuilding (back
propagating) cells to develop in a semi
tropical or tropical environment. 

Figures 5 and 6 are hectographs from two 
separate excessive rainfall events. Although 
the patterns are quite different for the two 
cases, the storm relative environments are 
quite similar. On 3 September 1992, the 
low level inflow was veering from south 
through the west southwest with altitude. 
The maximum inflow speed was around 33 
kt at 5,000 ft. Winds above 8,000 ft 
dropped off to between 25 and 30 kt. The 
storm motion was from 255° at 22 kt, while 
the mean inflow was from 220° at 27 kt. 
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The hodograph for 6 September 1992 shows 
a very different pattern than the case 3 days 
earlier. For this situation, low level easterly 
flow predominated, with much lighter winds 
aloft than the earlier case. The hectograph 
showed very strong veering through 8,000 
ft, with the low level flow from the east 
veering through the south, and finally to the 
south southwest. The maximum inflow 
speed was around 18 kt at 3, 000 ft. Winds 
above 8,000 ft were extremely light 
(generally less than 8 kt). The mean inflow 
was 98° at 10 kt, with a storm motion from 
184° at 5 kt. Both situations resulted in 
excessive rainfall (and flooding). 

4. CHECKLISTS 

Checklists were developed in 1988 for use 
in identifying heavy rain potential in the 
Mid-Atlantic region. These checklists 
evolved into a more refined tool over a 
period of time, as additional dependent data 
became available. This dependent data were 
used to refine the probabilities for excessive 
rainfall events. Figures 7 and 8 offer a 
comparison of checklists used in 1990 and 
1992, respectively. Significant changes 
were made in the definitions of the 
hectograph. Changes were also made in the 
description of the hodograph and the 
associated low level wind structure. 
Recommended courses of action were 
augmented, and the probabilities updated for 
the additional data. 

Checklists, while effective, are dependent 
upon the interpretation of features by the 
user. This is particularly true when 
incorporating pattern recognition. The most 
difficult part of the checklist is the 
identification of the hectographic structure 
conducive to excessive rainfall. As was 
mentioned earlier, identification of the 
strong veering profile with relatively light 
winds aloft is not necessarily 



straightforward. The patterns are variable, 
and the magnitude of the inflow and storm 
motion can be markedly different from 
episode to episode. It is not simply a matter 
of using one mean hodograph for all 
excessive rainfall occurrences. Even though 
the hodograph can be a crucial factor in 
determining the heavy rainfall potential 
(assuming other conditions are met), it is an 
elusive quantity. Also, soundings that are 
taken only twice daily are not always 
representative of an individual storm. 

5. CONCLUSIONS 

Hodographs can be an important and useful 
tool for the identification of heavy rainfall 
potential in the Mid-Atlantic states. 
Currently, hodographs are generated twice 
daily based upon a sparse sounding network. 
Instead of using a hodograph that might not 
be representative of the anticipated storm 
environment, it should be possible to use 
gridded model output data to evaluate a 
forecast hodograph environment. However, 
the problem of pattern recognition will 
continue to be a difficult one to overcome. 
As more case studies and theoretical (e.g., 
modeling) work are completed, perhaps the 
"picture" will become clearer. The basic 
elements are understood, but the unique 
defining criteria for each heavy rain episode 
requires more study. 
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Init Init 
fest obs 

EXCESSIVE RAINFALL CHECKLIST 

1) Is there (or forecast to be) an active boundary or convergence zone in the 
forecast area (preferably with an easterly component of inflow on its east side)? 

2) Is the hodograph indicative of historical flash flood events in our area with 
high directional shear and low speed shear with veering in the lowest 8, 000 feet 
(ignore winds below radiational inversions and refer to historical hodographs)? 

3) Is the thickness within or exceeding the preferred thickness range for heavy 
rainfall or exceeding the range? 

4) Is the precipitable water 50 percent above normal (150% of normal) or greater 
for the time of year? 

5) Have heavy rainfall amounts occurred the day(s) before, upstream in the flow 
pattern? 

6) Are we in a "tropical" air mass (dew points > 68°F) with "warm top" 
precipitation occurring or expected to occur (quasi-barotropic atmosphere? OR Is 
deep convection anticipated through the tropopause (or EL) with "cold top" 
precipitation? 

PROBABILITIES AND ACTION: (based on 4 years dependent data) 

6/6 yes - There is a near 100 percent probability of small stream or flash flooding. Watch is 
highly recommended. 

5/6 yes - There is a 60 percent probability of small stream or flash flooding. Watch may be 
required and is up to forecasters. 
If 2) is affirmative then there is an 80 percent probability and a watch is high! y 
recommended. 
If 2) and 5) are affirmative then there is a 90 percent chance and a watch is highly 
recommended. 

4/6 yes - There is a 10 percent probability of small stream or flash flooding. No action is 
necessary. Convective parameters should be monitored for changes and/or advection. 

09/27/90 

Figure 7. Excessive rainfall checklist used at WSFO Philadelphia (1990 version). 
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Init Init 
fest obs 

EXCESSIVE RAINFALL CHECKLIST 

1) Is there (or forecast to be) an active boundary or convergence zone in the 
forecast area? 

2) Is the hodograph indicative of historical flash flood events in our area with 
high directional shear and low speed shear with veering in the lowest 8,000 feet, 
and winds equal to or less than 25 knots above (ignore winds below radiational 
inversions and refer to historical hodographs)? 

3) Is the thickness within or exceeding the preferred thickness range for heavy 
rainfall? 

4) Is the precipitable water 50 percent above normal (150% of normal) or greater 
for the time of year? 

5) Have rain amounts of more than 1 inch in 12 hours or more than 2 inches in 
24 hours occurred the day(s) before, in an area equal to or less than 350 miles 
from the forecast area in the flow pattern? 

6) Are we in a "tropical" air mass (dew points > 68"F) with "warm top" 
precipitation occurring or expected to occur? OR Is deep convection anticipated 
through the tropopause (or EL) with "cold top" precipitation? 

PROBABILITIES AND ACTION: 

It is advisable to issue a watch, if there is a 30 to 50 percent chance of occurrence of an 
excessive rainfall event in the forecast area, that exceeds the Flash Flood (small stream flood) 
guidance. (Assure the currency and validity of the guidance.) The decision of issuing a watch 
is the responsibility of the forecaster. Excessive rainfall is defined as > 2.00 inches in 12 or 
24 hours. 

6/6 yes - There is a near 100 percent probability of an excessive rainfall event. 

5/6 yes - There is a 60 percent probability of an excessive rainfall event. 
If 2) is affirmative then there is an 80 percent chance. 
If 2) and 5) are affirmative then there is a 90 percent chance. 

4/6 yes- There is a 10-20 percent probability of an excessive rainfall event. Monitor convective 
parameters close! y. 

10/27/92 

Figure 8. Excessive rainfall checklist used at WSFO Philadelphia (1992 version). 
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Lightning-Rainfall Relationships in an Isolated 
Mid-Atlantic Thunderstorm 

Richard J. Kane 
National Weather Service Forecast Office 

Sterling, Virginia 

ABSTRACT 

Temporal and spatial·relationships between cloud-to-ground (CG) lightning and precipitation were examined for an 
isolated nocturnal Mid-Atlantic thunderstorm. The lightning flash density field was compared to the rainfall pattern. 
Additionally, the volumetric and spatial distribution of rainfall were related to the concentration of CG lightning 
strikes. Also, the peak occurrence of CG lightning strikes within 10 km, 20 km, and 30 km of the National 
Weather Service Forecast Office at Sterling, VA, was compared to the amount and time of the greatest rainfall and 
rainfall rate. 

The maximum rainfall coincided well with those areas that received the highest concentration of CG lightning 
strikes. The greatest concentration of strikes (57% of the total storm CG strikes) produced just over half of the total 
volumetric precipitation over only 16% of the area that received rainfall. The heaviest rainfall on station began just 
after the 5-min CG lightning peaked within the l 0 km, 20 km ,and 30 km radii of the station. The greatest rainfall 
rate was recorded in the 5 to 40 min period following the peak in the 5-min CG lightning on station. 

1. INTRODUCTION 

On 3 June 1991, precipitation echoes first 
appeared (estimated from radar reports) 
about 0245 UTC over north-central 
Maryland. The convective system then 
intensified as it propagated southward into 
Virginia passing over the National Weather 
Service Forecast Office (WSFO) at Sterling, 
VA, (WBC) and Dulles Airport (lAD). 
This study examines the lightning-rainfall 
relationships of this isolated slow-moving 
nocturnal thunderstorm. It was 
characterized by a slow southward 
propagation which resulted in a localized 
precipitation maximum of 11 em (over 4 in). 
The temporal and spatial characteristics of 
the attendant cloud-to-ground (CG) lightning 
were examined in relation to the 
precipitation field and amount of rainfall 
received on station. Unlike previous studies, 
the CG lightning flash density field was 
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compared to the precipitation field. The 
synoptic environment is presented as well as 
several convective and kinematic variables. 

2. THE SYNOPTIC SITUATION 

At 0000 UTC, a weak surface trough was 
positioned from coastal Delaware and 
Virginia northwest across southwest 
Pennsylvania and into central Ohio (thick 
dashed line in Figure 1). By 0600 UTC, the 
western portion of the surface trough had 
moved south and extended through southern 
Ohio and northern West Virginia, while the 
eastern section moved southwest and became 
oriented northwest to southeast across 
Virginia and Maryland (dotted line in Figure 
1). Meanwhile, at 0000 UTC an equivalent 
potential temperature (eo) axis at 850 mb 
extended west to east just south of the 
surface trough and intersected it across the 



Delmarva peninsula (Figure 1). Also at 850 
mb, the mixing ratio was at a maximum (10 
g kg·') across northern Virginia and central 
Maryland (Figure 2). Similarly, an axis of 
850 mb moisture convergence extended 
across the Mid-Atlantic with a maximum 
over southwest Virginia and southern West 
Virginia (Figure 2). At 500 mb (Figure 3), 
the mean ridge was over the Mississippi 
Valley and extended from Minnesota 
southward into Arkansas. Meanwhile, a 
short wave trough was propagating across 
the northeastern United States with 30 m 
height falls extending from Albany, NY, 
south to Atlantic City, NJ. At 300 mb 
(Figure 4) a 26 m s·' to 36 m s·' (50 to 70 
kt) jet stretched from the Great Lakes 
through northern Virginia and into New 
England. Assuming little change in the 
upper-level wind field from 0000 UTC to 
0300 UTC, the convection developed just on 
the south edge of the strong height gradient 
Get) and propagated southward in a diffluent 
upper-level flow. The 850-500 mb thickness 
pattern (not shown) extended from northwest 
to southeast and was also diffluent over 
Virginia. 

Surface dew points ranged from 18.3'C 
(65 'F) to 21.1 'C (70'F) across Virginia and 
Maryland. Atmospheric stability 
parameters' based on the sounding at lAD 
(not shown) were characteristic of relatively 
slow moving single or multi-cell 
thunderstorms. Convective Available 
Potential Energy (CAPE) was 1218 J kg·'. 
This amount of buoyant energy was just 
below the lower threshold for moderate 
instability (1500 J kg·' to 2500 J kg-') 
defined by Weisman and Klemp (1986). 

'Convective parameters calCulated using the 
Skew-T/Hodograph Analysis find Research 
Program (SHARP) (Hart and Korotky 
1991). 
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The atmosphere was conditionally unstable 
with a Lifted Index of ·-4, K-Index of 31, 
and Total Totals of 45. The precipitable 
water was 4.17 em (1.64 in), indicative of 
substantial mean atmospheric moisture. 

The storm originated over north-central 
Maryland around 0245 UTC. Assuming 
little change in the 850 mb e, field, this was 
approximately near the intersection of the 
850 mb e, axis and the mean position 
(between the 0000 UTC and 0600 UTC) of 
the surface trough shown in Figure 1. The 
lowest 2 km of the atmosphere were 
characterized by an average dew point of 
14.8'C and an average e, of341K. Storm 
motion was from 347' at 4.1 m s·'. The 
mean wind through the lowest 2 km of the 
atmosphere was from 163 · at less than 1 m 
s·'. Therefore, the mean storm inflow 
through this same layer was 166' at 5.1 
m s·'. The weak low-level inflow was 
direct! y opposite in direction to the storm's 
propagation, which should provide for 
optimum moisture influx into the storm. 

3. DATA 

The lightning data were obtained from the 
National Lightning Detection Network 
(Orville et a!. 1983; Orville 1991). The 
lightning detection system uses a series of 
magnetic direction finders spaced throughout 
the conterminous United States to sense CG 
lightning strikes. The detection efficiency is 
approximately 80%. The polarity, location, 
time, number of return strokes, signal 
strength, peak current and number of strikes 
can be discerned. 

The isohyetal pattern presented was 
constructed from various rainfall reports, 
which included National Weather Service 
(NWS) observers, first order reporting 
stations (e.g., lAD [Dulles Airport], DCA 



[National Airport]), cooperative observers, 
National Meteorological Center high density 
precipitation reports, and even reports 
furnished by several fire departments. The 
rainfall reports were subjectively analyzed to 
obtain the precipitation field. 

4. CG LIGHTNING-RAINFALL 
RELATIONSHIP 

The CG lightning strikes first started in 
north-central Maryland at 0350 UTC (Figure 
5). The system then propagated southward 
into Virginia, passing over the WSFO at 
Sterling, VA, and Dulles Airport. The 
convective system continued southward and 
crossed the Potomac River north of 
Quantico, VA, (NYG) and finally dissipated 
over southern Maryland. There were a total 
of 391 CG strikes between 0350 and 0831 
UTC. All strikes were negative (lowered 
negative charge to ground) except two. 
Typically during the warm season, negative 
CG strikes greatly outnumber positive 
strikes (Beasley 1985; Fuquay 1982; Brook 
et a!. 1989; Rust et a!. 1981; Orville et a!. 
1987). 

The 5-min CG lightning rate had several 
fluctuations over the life time of the storm. 
However, the peak in the 5-min rate 
occurred from 0542 to 0547 UTC. Forty 
CG strikes occurred in this 5-min period. 
At the same time (0547 UTC), a special 
radar observation was taken from the NWS 
radar site in Patuxent River, MD. The 
observation reported a maximum intensity of 
VIP 6 (>57 dBZ) radar echo with a large 
VIP 5 (50 to 57 dBZ) echo extending to 6.4 
km (21,000 ft AGL). Figure 6 shows the 
outline of the VIP 5 echo core superimposed 
on the CG strikes for the 5-min period from 
0542 to 0547 UTC. The center of the radar 
echo core was approximately 117 km (63 
nm) to the northwest of the Patuxent River 
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radar site. The radar was scanning at 0.5 • 
elevation. As a result, the radar beam 
centerline intersected the echo (Figure 6) at 
an altitude of about 1. 8 km (6000 ft), 
accounting for the effect of the earth's 
curvature on the radar beam.' The beam 
diameter at this range was approximately 
3.7 km (2 nm). It can be seen from Figure 
6 that a large number of the CG strikes were 
associated with the VIP 5 echo. In fact, 
65% of the strikes that occurred between 
0542 and 0547 UTC were within the VIP 5 
core (assuming a slow storm propagation 
within the 5-min period). 

The rainfall pattern (Figure 7) shows the 10 
em ( 4 in) isohyet encircling lAD and 
vicinity (actual rainfall total at IAD was 11 
em [4.33 in]). The overall pattern is 
elongated along the axis of storm 
propagation with the tightest precipitation 
gradient on the west and southwest side. 
Figure 8 represents the CG lightning flash 
density field superimposed on the rainfall 
pattern. The flash density contours are in 
flashes km·' and the rainfall is described by 
the 2 em, 4 em, 6 em, 8 em, 10 em 
isohyets. The maximum precipitation area 
corresponds well with the maximum in flash 
density, although the center of the maximum 
rainfall ( > 10 em) is displaced over the 
western portion of the tightest flash density 
gradient. There are secondary maxima of 
lightning flash density both to the north (0.4 
flashes km·') and south (0.5 flashes km·') of 
the main rainfall maximum. Because of the 
resolution of the precipitation reports, it was 

'Height of the beam centerline is calculated 
as: H = ([r' cos'x/9168.66] + [r sinx]) * 
6076.115, where r is the range in nautical 
miles, H is the height above ground in feet, 
and x is the elevation angle in degrees (U.S. 
Department of Commerce and U.S. 
Department of Defense 1981). 



impossible to discern whether there were 
rainfall maxima at these locations. 
However, both flash density maxima lie 
very near or on the maximum precipitation 
axis. 

To better examine the relationship between 
the precipitation field and the CG flash 
density, a grid was constructed. Each 
individual grid block was approximately 25 
km'. The grid was superimposed on the CG 
lightning field and the number of CG strikes 
in each grid block was calculated. The 
same grid was then superimposed on the 
precipitation field and a rainfall value for 
each grid point was ascertained. The 
average rainfall for each grid block was then 
calculated by averaging the four grid points 
of each grid block. The total volumetric 
rainfall was computed, as well as the total 
area that received rain. If rain fell 
anywhere within a particular grid block, it 
was assumed that rain occurred throughout 
the entire grid block. Based on these 
calculations, the number of CG strikes were 
compared to the average rainfall in each grid 
block, the total area covered by rain, and 
the total volumetric rain. 

There were 160 grid blocks that received 
rain (over an area about 4000 km') and 114 
grid blocks with CG lightning strikes. 
There were 68 grid blocks that received rain 
without CG strikes and 22 blocks with CG 
strikes that did not receive rain. The 
highest number of strikes to occur in a grid 
block without rainfall was 4, while the 
largest amount of average rain over a grid 
block without CG strikes was 3.55 em (1.4 
in). The largest average rainfall for a grid 
block was 9.88 em, which occurred in two 
separate grid blocks, and the highest number 
of CG strikes in any one grid block was 17. 

Those grid blocks which had 5 or more 
strikes accounted for just over half (50.1%) 
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of the total volumetric rainfall over only 
15.6% of the area that received rain (Figure 
9). Additionally, 57% of the total CG 
strikes produced 'oy the storm were 
concentrated in this same area. The grid 
blocks were separated into 5 categories 
depending on the number of CG strikes in 
each grid block. Those grid blocks 
containing from 0 to 2 strikes were most 
numerous (135). They accounted for 33.6% 
of the total volumetric rainfall which 
covered about 72% of the area that received 
rain. However, when the average amount 
of rainfall in each grid block was 
categorized and compared (Figure 10), those 
grid blocks that received 12 or more strikes 
each averaged 8. 7 em of rainfall. This was 
almost twice as much as the next lower 
category (9 to 11 strikes) and well over 12 
times as much as those grid blocks 
containing from 0 to 2 strikes. 

To investigate the temporal relationship 
between the lightning and rainfall for this 
thunderstorm, the CG strikes within specific 
radii of Sterling, VA, were compared with 
the rainfall recorded on station. The amount 
and time of rainfall for each 5 min (using 
the weighing rain gage) were compared to 
CG lightning strikes every 5 min within a 
radius of 10 km, 20 km, and 30 km of 
Sterling. Figure 11 shows that the strikes 
within all 3 radii started to increase sharply 
about the time rain began on station (0535 
UTC). At 0545 UTC, the strikes within all 
3 radii peaked. After an initial lull in 
rainfall immediately following the lightning 
peak (ending at 0550 UTC), the rainfall 
increased rapidly with 2.11 em (0.83 in) 
occurring in the next 15 min (by 0605 
UTC). The heavy rain continued until 0625 
UTC. In this 40-min period following the 
peak in all three CG strike radii, 4.22 em 
(1.66 in) of rain fell. The rainfall then 
diminished in the next 5-min period. 
Accordingly, the rainfall rate also increased 



rapidly about the time that all three radii 
peaked. The greatest rainfall rate 
(calculated from the weighing rain gage 
chart) occurred approximately between 0550 
and 0625 UTC. During this period, rain 
fell at the rate of 7.3 em hr' (nearly 3 
in hr-'). A secondary peak in strikes 
occurred within the 20 km and 30 km radii 
about midway through the heaviest rain 
period; however, the CG lightning within all 
3 radii gradually diminished, with the CG 
strikes within 10 km ending at 0630 UTC, 
20 km at 0655 UTC, and 30 km at 0705 
UTC. There were four additional peaks in 
rainfall, all of which were much smaller 
than the initial downpour. They occurred at 
0705, 0720, 0815, and 0830 UTC. It must 
be noted that, although all CG strikes 
declined and eventually ceased, IC flashes 
were physically observed on station for 
some time. 

5. DISCUSSION AND SUMMARY 

A few investigators in the past have used 
rain gages for ground truth in comparing 
lightning characteristics to rainfall 
(Piepgrass et al. 1982; Grosh 1978; Battan 
1965). However, the vast majority of past 
studies used radar and empirical reflectivity 
versus rainfall relationships (e.g., Z-R 
relationships described by Marshall and 
Palmer 1948; Jones 1956; and Seliga et al. 
1986) in, order to estimate or calculate the 
derived rainfall characteristics. This 
investigation directly relates the CG 
lightning flash density field to an observed 
precipitation field. Clearly, a 
correspondence existed between the areas 
that received the highest concentration of 
CG strikes and those areas that experienced 
the largest rainfall (Figure 8). A similar 
relationship is apparent when the average 
rainfall in each grid block is compared to 
the number of CG strikes (Figure 1 0). As 
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the number of CG strikes in each grid block 
increased, the average rainfall over the grid 
block increased. It is also clear from Figure 
9 that just over half the storm-total 
volumetric rainfall fell in a relatively small 
concentrated area, which was described by 
the majority of total storm CG strikes. In 
other words, nearly 60% of the total number 
of CG strikes generated by the entire system 
were concentrated in only about 16% of the 
area that received rain. Furthermore, this 
same small area received over half the total 
volumetric water produced by the convective 
system. 

The temporal relationship between CG 
lightning and heavy rain on station was also 
significant. The heaviest rain started within 
about 5 min of the peak in CG lightning 
within all three radii (10 km, 20 km, and 30 
km) of the station. Meanwhile, the greatest 
rainfall rate occurred during the 5 to 40 min 
period after the peak CG lightning within all 
three radii. 

It was also shown, at least at the time of the 
peak 5-min CG rate (0547 UTC), that most 
of the strikes were collocated with the high 
reflectivity core. If reflectivity-rainfall 
relationships were used instead of measured 
precipitation, this would also suggest that 
the highest concentration of strikes was 
associated with the heaviest rainfall. The 
peak in the storm's overall CG flash rate 
occurred approximately as it moved over the 
WSFO at Sterling, VA, and Dulles Airport. 
It can be inferred that the oeak in the CG 
flash rate was followed by the heaviest 
rainfall, both temporally and spatially. 
Thus, this implies that the most intense 
convective towers and associated echoes 
were associated with the best charge 
generation and the heaviest precipitation. 

The synoptic pattern presented here is a 
typical setting for nocturnal convection over 



the Mid-Atlantic region of the United States 
during the warm season (i.e., the mean 
upper ridge position upstream, upper level 
northwest-flow, a very weak baroclinic zone 
and associated thickness pattern, extending 
northwest to southeast, and upper level 
diffluence). The large long-lived MCCs and 
MCSs which are responsible for a majority 
of the nocturnal convective precipitation in 
the Midwest (Fritsch et al. 1981; 1986) are 
noticeably absent in the Mid-Atlantic region. 
However, Fleming et al. (1984) found many 
excessive-rain producing convective systems 
in the eastern United States to be warm
topped, slow moving or regenerative, small, 
single or multi-clustered thunderstorms, very 
similar to the convective system presented in 
this study. 

The fact that the heaviest rain was 
associated with the highest concentration of 
strikes and greatest CG flash rate may have 
considerable potential in its applicability to 
short-term excessive rainfall prediction. 
Furthermore, just over half of the 
wlumetric rain fell in a very small 
percentage of the area that received rain. 
This area, with the highest potential for 
flooding, was well described by the highest 
concentration of CG strikes. At least in this 
isolated thunderstorm, there was a very high 
correspondence between CG lightning and 
rainfall. For the operational forecaster that 
has access to real-time lightning data, the 
improved diagnosis and prediction of heavy 
rainfall will unquestionably lead to more 
accurate and timely flash flood warnings. 
Lightning data can greatly aid the forecaster 
in the decision making process by detecting 
intensity, location, and movement of storms 
(e.g., speed, persistent cells, training, 
backward propagation). In addition, 
lightning data does not suffer attenuation, is 
available in real-time, and has no gaps in 
coverage. Operationally, the combination of 
real-time lightning data, radar, and satellite 
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imagery is an accurate and efficient way to 
predict and warn for smaller-scale excessive 
rainfall events. 
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Figure L Surface trough position at 0000 UTC 3 June 1991 (thick dashed line) and at 0600 
UTC 3 June 1991 (dotted line) with the 850 mb e, (deg K; thin dashed lines) at 0000 UTC 
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Figure 2. 850 mb mixing ratios (g kg·•; solid lines) and 850 mb moisture convergence (g kg·'/hr 
X 10; dashed lines) for 0000 UTC 3 June 1991. 
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Figure 3. Standard 500 mb station plot with wind in knots for 0000 UTC 3 June 1991. Solid 
lines represent the height field (dm); dashed lines represent 12 hour height falls (m). 
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Figure 4. As in Figure 3, except for 300 mb. Winds ~ 50 kts are highlighted. 
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Figure 5. Cloud-to-ground lightning strikes from 0350 to 0831 UTC 3 June 1991 for an isolated 
thunderstorm across central Maryland and northern Virginia. Pluses ( +) indicated positive 
strikes. 
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Figure 6. Cloud-to-ground lightning strikes from 0542 to 054 7 UTC 3 June 1991 during 
maximum 5-min lightning rate. The outline of the VIP 5 core radar echo from the Patuxent 
River, MD, radar is superimposed. 
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Figure 7. Analyzed precipitation field (em) produced by isolated thunderstorm of 3 June 1991. 
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Figure 8. Analyzed lightning flash density field (solid lines) from 0350 to 0830 UTC 3 June 
1991. The lightning data include both positive and negative strikes. Contours are in increments 
of 0.1 flashes km'. The analyzed precipitation (dashed lines) field is superimposed with isohyets 
of 2 em, 4 em, 6 em, 8 em, and 10 em. 
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Figure 9. Percentages of the volume of rainfall, area over which rainfall occurred, and amount 
of total CG strikes for grid blocks containing 5 or more strikes. 
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Figure 10. Average rainfall versus CG lightning strikes per grid and the number of grid boxes 
comprising the sample. 
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Figure 11. Five-minute CG lightning rates for strikes that occurred within 10 km, 20 km, and 
30 km of the WSFO at Sterling, VA, compared to the amount of rain (mm) every 5 min 
received on station. The beginning (RB) and ending (RE) of rain are also noted. 
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Precipitation Estimates at Long Ranges Using the WSR-SSD 

Tom Rolinski 
National Weather Service Forecast Office 

Pittsburgh, Pennsylvania 

ABSTRACT 

A brief study was conducted to determine the accuracy of WSR-88D estimates of precipitation amounts at long 
ranges. On August 8-9, 1992, thunderstorms associated with a frontal system produced 1-2 inches of rain in 
southwest and central Pennsylvania. This study compares the precipitation estimates for these storms provided by 
the WSR-88D radar in Sterling, VA, to precipitation measurements from gauges in the area. A discussion 
concerning elevation angles, attenuation, and Z-R relationships also is presented. 

I. INTRODUCTION 

A case study was conducted to determine the 
accuracy of Weather Surveillance Radar -
1988 Doppler (WSR-88D) estimates of 
precipitation amounts at long ranges. To 
make this determination, rainfall amounts 
collected by the Integrated Flood Observing 
and Warning System (!FLOWS) rain gauges 
in south central Pennsylvania were 
compared to precipitation estimates from the 
WSR-88D located at the Washington, DC 
Weather Service Forecast Office (WSFO 
WBC) in Sterling, VA. This comparison 
was done by using data collected between 70 
and 124 nautical miles (nmi) from WSFO 
WBC radar site. The area included most of 
Fayette, eastern Westmoreland, southeastern 
Indiana, and southern Clearfield and Centre 
counties of western Pennsylvania, as well as 
counties farther south and east that are not 
in the WSFO Pittsburgh area of forecast and 
warning responsibility. 

2. DATA 

!FLOWS data for this study covered a time 
period from 1330 UTC 8 August to 1330 
UTC 9 August 1992. The WSR-88D data 
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were collected from 1311 UTC 8 August to 
1205 UTC 9 August 1992. The discrepancy 
in ending times between data sets did not 
affect the comparisons in the study because 
most of the precipitation was east of the area 
of interest by 1200 UTC 9 August. Figure 
1 shows the base reflectivity for the 0.5 ° 
elevation angle at 0539 UTC 9 August 
within 248 nmi of Sterling. Although the 
WSR-88D collects and displays base 
reflectivity data within 248 nmi of the radar 
site, precipitation estimates are calculated 
only to 124 nmi from the radar site. The 
!FLOWS data for Pennsylvania counties 
within 124 nmi of Sterling are shown in 
Figure 2 for comparison. 

3. STORM SCENARIO 

On 8 August, surface analyses (not shown) 
indicated an area of low pressure over the 
northern Great Lake states with a warm 
front extending southward into western 
Pennsylvania and a cold front across 
Indiana. During most of the day, showers 
and thunderstorms moved northeast over 
Somerset, Bedford, Cambria, Clearfield, 
and other counties farther eastward. By 
0539 UTC 9 August, a band of showers and 



thunderstorms (associated with the cold front 
as it moved across Pennsylvania), stretched 
from central West Virginia northeastward to 
north central and northeastern parts of 
Pennsylvania (Figure 1). These storms were 
moving towards the southeast at about 25 kt. 
At this time, the strongest storms (50 dBZ) 
were located over southwest Union and 
western Snyder counties in central 
Pennsylvania. Other storms (35-40 dBZ) 
were occurring along the Pennsylvania
Maryland border in southern Somerset and 
Bedford counties. 

4. DATA COMPARISON AND 
DISCUSSION 

Figures 3 and 4 show the WSR-88D 
precipitation estimates for this case. Figure 
3 is the storm total precipitation (STP) 
product from 1311 UTC 8 August to 0904 
UTC 9 August (1.1 nmi resolution). Figure 
4 is the STP product for the period from 
1311 UTC 8 August to 1205 UTC 9 August 
magnified on the area of interest. Since 
most of the precipitation was east of this 
area between 0904 UTC and 1205 UTC 9 
August, Figures 3 and 4 are very similar 
and can be used interchangeably for 
comparison purposes. 

In comparing the rain gauge data with the 
radar estimates, the first item that one notes 
is the resolution of data levels associated 
with the STP product. Data levels for this 
product begin with a trace to 0.1 inch and 
then increase to 11 inches in l-inch 
increments. As a result, it becomes very 
difficult to make a detailed comparison 
between precipitation estimates and actual 
rain gauge measurements in most cases. 
Therefore, this assessment is limited to only 
a few general comparisons. 

The WSR-88D identified the areas and 
gradients of precipitation fairly well. For 
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example, the large amounts of rain recorded 
by the !FLOWS gauges in Centre county 
(Figure 2) correspond well with rainfall 
estimates in Figure 4 over the same area. 
Note that this is the only region in . 
Pennsylvania where l-inch amounts were 
displayed by the WSR-88D. Despite the 
large amounts of rainfall reported in Fayette 
and Somerset counties (Figure 2), Figure 4 
does not indicate any 1 or 2 inch amounts in 
these areas. However, the pattern appears 
correct since rainfall gradients are located in 
close proximity to the higher amounts. 
Notice the lesser amounts of rainfall over 
eastern Westmoreland, southern Cambria, 
northern Somerset and Bedford counties, 
which again are apparent in Figure 4. In 
short, the WSR-88D was able to distinguish 
between areas of lighter and heavier 
precipitation in this case, but maximum 
estimated rainfall amounts were less than 
those recorded by the !FLOWS gauges. 

Most likely, one of the main reasons why 
weather radar underestimated precipitation 
in this case, and at long ranges in general, 
is due to the height of the radar beam. The 
WSR-88D's precipitation processing system 
uses a sectorized hybrid scan, which is 
comprised of data from the four lowest 
elevation angles within a volume scan 
(Shedd et al. 1989). While the hybrid scan 
eliminates most of the ground clutter around 
the radar site, it also provides better range 
performance. To accomplish this, the radar 
uses the maximum value from the two 
lowest tilts of the hybrid scan beyond 27 
nmi; this is called bi-scan maximization 
(Figure 5). At 124 nmi, the midpoint height 
of the 0.5" elevation scan is approximately 
16,000 ft above ground level (accounting for 
standard atmospheric refraction). 
Therefore, the farther the storm is from the 
radar site, the higher in the storm the radar 
is sampling. 



With this in mind, it is important to note 
that storm structure can often play a critical 
role with precipitation estimates at long 
ranges. If high reflectivities extend high 
into the storm, then it may be possible to 
obtain a more accurate estimate of rainfall 
amounts at long ranges. Davis and Drake 
(1989) documented a case where the Radar 
Data Processor (RADAP II) on a WSR-57 
radar system estimated accurate rainfall 
amounts out to as much 100 mi from the 
radar, and one could logically conclude that 
rainfall estimates from the WSR-88D should 
be more accurate than those of the WSR-57 
radar due to the WSR-88D's finer resolution 
and greater sensitivity. The storm tops in 
the 8-9 August case were approximately 
40,000 ft. A vertical profile of these storms 
may have provided further insight into the 
results presented for this case. 

Other factors that may contribute to low 
precipitation estimates . are atmospheric 
attenuation and the reflectivity-rainfall (Z-R) 
relationship (Doviak and Zrnic 1984). More 
atmospheric attenuation occurs as the radar 
beam travels further away from the radar. 
This results in a reduction of the power 
received by the radar, thereby reducing 
reflectivities and precipitation estimates (Joss 
and Waldvogel 1990). Also, improper Z-R 
relationships can alter precipitation estimates 
to some degree, but there is a range 
correction applied to the rainfall rate to 
produce a more accurate estimate of 
precipitation. In addition, a correction is 
used beyond the 81 nmi range to account for 
partial beam filling (Ahnert et al. 1983). 

5. SUMMARY 

In this case, a comparison of WSR-88D 
precipitation estimates and rain gauge data 
showed discrepancies in rainfall amounts, 
which were most likely due to resolution of 
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the actual precipitation estimates, radar 
beam height at long ranges, storm structure, 
and possibly attenuation and the Z-R 
relationship used. However, placement of 
heavier precipitation areas by the radar 
seems to be in line with respect to data from 
!FLOWS gauges. 

To gain a better understanding of how well 
the WSR -88D estimates precipitation at long 
ranges, other case studies should be 
conducted. One can assume that 
precipitation estimates will be lower the 
further precipitation is from the radar, but it 
is difficult to determine the magnitude of 
this limitation. Despite the fact that the 
WSR -88D' s precipitation processing system 
is very sophisticated, the problem of low 
precipitation estimates at long ranges due to 
various types of storm and precipitation 
structures still arises. Therefore, a wide 
variety of case studies should be chosen in 
order to demonstrate the effectiveness of the 
WSR -88D in diverse precipitation scenarios. 
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Figure 1. Base reflectivity at 0539 UTC 9 August 1992, 0.5 · elevation angle, from the WSR-
88D site in Sterling, VA. 
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Figure 2. !FLOWS rainfall data from 1330 UTC 8 August to 1330 UTC 9 August 1992. 
Isopleths are in 0.5 in increments. Dashed line represents the 124 nmi range of the WSR-88D 
at Sterling. 
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Figure 3. Radar-derived storm total precipitation from 1311 UTC 8 August to 0904 UTC 9 
August 1992. 
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Figure 4. As in Figure 3, but from 1311 UTC 8 August to 1205 UTC 9 August 1992. 
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Preliminary Evaluation of NMC'S Step Mountain 
ETA Model Forecasts of Surface Cyclones and Anticyclones 

Jamie V. Kousky and Richard H. Grumm 
National Meteorological Center 

Camp Springs, MD 

1. JNTRODUCTION 

Statistical performance of the ETA model 
forecasts of surface cyclones and 
anticyclones is summarized for the period 
from September 1991 to August 1992. An 
attempt is made to infer systematic errors of 
the ETA model forecasts in order to provide 
guidance to operational forecasters in 
adjusting surface features of model output. 

The ETA model is currently run in a quasi
operational mode with the 80 km horizontal 
resolution and 17 vertical-layer version 
available at NMC on the MciDAS 
workstation. The model utilized for this 
study is the so-called early run which uses 
the global analysis and its own model 
initialization scheme. There is a later 
version of the model run which uses the 
RDAS analysis for initialization. Current 
plans call for conversion to an ETA Data 
Assimilation system (EDAS) mode of 
initialization of the 40 km horizontal 
resolution ETA model prior to operational 
implementation of the model. This would 
be similar to the rapid update cycle currently 
run for the NGM model where new data is 
continually entered into the model and short 
term forecasts of three hours are made. 

Tracking of surface cyclones and 
anticyclones was done daily for the 0000 
and 1200 UTC model forecast times. 
Utilizing the MciDAS workstation the 00 
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hour analyses and 12-, 24-, 36- and 48-h 
forecasts of surface cyclones and 
anticyclones were displayed. Tracking of 
surface features was done by assigning 
system numbers and storing the latitude, 
longitude, and central pressure of cyclones 
and anticyclones. The forecast values of the 
500 mb heights and 850-mb temperatures 
were obtained from the gridded model fields 
available on VDUC. These values were all 
utilized in the statistical analysis of the 
model forecasts. Centers of systems with 
a minimum of one closed isobar using a 4 
mb increment were tracked. This procedure 
has been utilized in previous studies of the 
A VN and NGM model forecasts where up to 
3 years of cyclone and anticyclone studies 
have been completed (Grumm and Siebers 
1989). 

Seasonal errors in the surface pressure, 850 
mb temperature, 1000-500 mb thickness, as 
well as distance errors were calculated for 
the cyclone and anticyclone centers. Errors 
were calculated by subtracting the observed 
value from the forecast value. 

Contoured errors for NGM and ETA model 
predictions of surface pressure for 
anticyclones and cyclones are shown in 
Figures 1-4 for the seasons from autumn 
(September-November 1991) to summer 
(June-August 1992). These figures display 
the 48 hour forecast errors for thickness and 
surface pressure for each season. 



2. ANTICYCLONES- Thickness and 
Pressure Errors 

Relatively minor differences are found in the 
distribution and magnitude of the thickness 
errors for the NGM and ETA model 48 hr 
forecasts of anticyclones (Figure 1). The 
ETA model has relatively large areas of 
positive thickness errors (indicating a warm 
bias) over Canada for all the seasons except 
summer when thickness errors are relatively 
small. A similar although weaker pattern is 
observed for the NGM. For the ETA model 
the areas of negative (positive) model 
thickness errors (Figure 1) generally 
correspond to areas of positive (negative) 
pressure errors (Figure 2) indicating that the 
model is generally consistent vertically. For 
example, during the autumn of 1991 the 
analysis of ETA model errors (Figure 1) 
indicates a region of negative thickness 
errors of -40 meters to the lee of the 
Cascades coinciding with a region of 
positive pressure errors of over + 2 mb 
(Figure 2). 

However, there are regions where thickness 
and pressure errors are not consistent. The 
+ 2 mb pressure error over the High Plains 
(Figure 2) corresponds to a region of 
positive thickness errors up to +40 meters 
(Figure 1) indicating that the model has a 
tendency to forecast the central pressure of 
surface anticyclones and the heights at 500 
mb too high in this region during autumn. 

During the winter (DJF92) season large 
negative thickness errors were observed over 
western Texas. In this same region, surface 
pressure errors were relatively minor, 
indicating a significant cold bias in the 
model which implies that 500 mb heights 
were forecast too low. 

Also during this season an interesting 
similarity between the two models is the 
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circular pattern of thickness errors present 
over the mid-Atlantic (Figure 1). This 
region is one of minor pressure errors 
(Figure 2), indicating that both models 
forecast 500 mb heights too low over this 
region. 

3. CYCLONES - Thickness and Pressure 
Errors 

The geographical distribution and magnitude 
of surface pressure errors for the ETA 
model forecasts of cyclones during the 
period of study are very similar to those of 
the NGM. There is a tendency for both 
models to have positive errors in forecasting 
the central pressures of cyclones over the 
eastern Pacific, with the largest errors 
observed during the spring and winter 
seasons (Figure 4). In addition, both 
models have negative errors in forecasting 
the central pressure of cyclones over the 
British Columbia coast, northern High 
Plains, and northern Alaska, with the largest 
errors observed during the winter and spring 
seasons. 

The 1000-500 mb thickness errors for the 
ETA and NGM forecasts are relatively small 
over North America with the exception of 
the region to the lee of the Rockies where 
thickness errors near -60 meters are found in 
the ETA model analysis during spring of 
1992 (Figure 3). This region is one in 
which the surface pressure errors are 
negligible indicating, together with the 
thickness errors, that the 500 mb heights are 
forecast too low. 

During autumn 1991 relatively large 
thickness errors ( approximately -80 m) 
were observed in the ETA model forecasts 
of surface pressure of cyclones over the 
southwest. In this region pressure errors 
were small (maximum of 1 mb) indicating 



that the model forecast 500 mb heights too 
low. 

During DJF92 relatively large positive 
pressure errors (Figure 4) were found over 
the west coast of North America extending 
from British Columbia south to California. 
In this region the 1000 to 500-mb thickness 
errors (Figure 3) were negligible, indicating 
that this is a region where the model tends 
to forecast the 500 mb heights and surface 
pressures too high. This is true to a lesser 
degree during the spring season as well. 

For this same time period, the northern 
High Plains experienced large negative 
pressure errors (Figure 4) and negative 
1000-500 mb thickness errors (Figure 3) 
implying that the model forecast the heights 
at 500 mb too low in this region. 

Continuing to compare DJF92 over the mid
Atlantic region, both models have significant 
pressure errors of about -3 mb (Figure 4), 
accompanied by negligible thickness errors 
(Figure 3), indicating this is a region in 
which the heights of the 500 mb surface 
were forecast to be too low. An interesting 
difference between the two models is the 
presence of, in the NGM, and the absence 
of in the ETA, an area of positive pressure 
errors along the north Atlantic coast. This 
implies a displacement error in the track of 
the low pressure systems along the northeast 
coast in the NGM forecasts. 

Over the eastern Pacific during DJF92, the 
combination of the presence of positive 
pressure errors accompanied by large 
negative pressure errors over the adjacent 
continental areas implies an over amplified 
effect of the ETA model terrain producing 
forecasts of surface pressures and 500-mb 
heights significant! y too low to the lee of 
higher terrain. 
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One significant difference between the 
performance of the two models is apparent 
along the eastern Pacific coast during 
MAM92. Along the coast of British 
Columbia the NGM has a pronounced area 
of negative pressure errors of about -8 mb 
(Figure 4), accompanied by a large area of 
negative thickness errors of -20 meters, 
indicating that this is a region where the 
surface pressures and 500-mb heights were 
forecast too low. . The ETA however, had 
relatively negligible thickness errors and a 
much smaller region of negative pressure 
errors. This indicates that the ETA model 
had a significantly better forecast of 500 mb 
heights and surface pressures in this region 
during this season. The magnitude of the 
NGM errors in this area were the largest 
negative pressure errors found during the 
period of study. 

Over the eastern Pacific for JJ A92, the 
pattern of pressure (Figure 4) and thickness 
errors (Figure 3), for the NGM and ETA 
indicates that the NGM had significantly 
larger errors than the ETA model. The large 
positive pressure errors and small thickness 
errors imply that the 500-mb heights were 
forecast to be too high over this region. The 
magnitude of the NGM errors in this area 
were the largest positive pressure errors 
found during the period of study. 

4. CONCLUSIONS 

In summary, the ETA model predicted the 
central pressure of cyclones over North 
America to be too low and over the eastern 
Pacific to be too high. The results for the 
anticyclone forecasts indicate that the model 
predicted the central pressure of surface 
anticyclones too high over both continental 
and oceanic areas. In using the results of 
this study the reader should keep in mind 
that many changes have been implemented 



in the ETA model during the period of 
study. 

The authors intend to continue this 
verification method as well as incorporate 
results from an additional study of model 
errors found in the mean forecasts of upper 
level gridded model fields in order to 
determine significant model errors prior to 
operational implementation of the model. 
The authors would like to acknowledge the 
assistance of Michael Baldwin and Thomas 
Black of the NMC's Development Division. 
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ETA 

NGM 

FIGURE 1 Thickness errors for the ETA (top) ·and NGM (bottom) 48 h 
forecasts of surface anticyclones from Autumn 1991 to 
summer 1992. Solid (dashed) contours represent positive 
(negative) thickness errors. Positive errors are shaded. 
Contour interval is 20 m. 
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NGM 

MAM 92 JJA 92 

FIGURE 2 Pressure errors for the ETA (top) and NGM (bottom) 48 h 
forecasts of .surface anticyclones from Autumn 1991 to 
Summer 1992. Solid (dashed) contours represent positive 
(negative) pressure errors. Positive errors are shaded. 
Contour interval is 1 mb. 
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FIGURE 3 Thickness errors for the ETA (top) and NGM (bottom) 48 h 
forecasts of surface cyclones from Autumn 1991 to Summer 
1992. Solid (dashed) contours represent positive 
(negative) thickness errors. Positive errors are shaded. 
Contour interval is 20 m. 
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FIGURE 4 Pressure errors for the ETA (top) and NGM (bottom) 48 h 
forecasts of surface cyclones from Autumn 1991 to summer 
1992. Solid (dashed) contours represent positive 
(negative) pressure errors. Positive errors are shaded. 
Contour interval is 1 mb. 
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Heavy Orographic Snowfall In The Southern 
Appalachians: A Late Season Case Study 

by 
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and 
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Department of Marine, Earth and Atmospheric Sciences 

Raleigh, North Carolina 27695-8208 

Abstract 

During the week of May 4, 1992, up to 40 inches of snow fell in one storm at Mt. Pisgah, North Carolina. 

This total was the largest snowfall in recorded history so late in the season. The purpose of this study is to examine 

the characteristics of this unusual storm system. We will attempt to explain the irregular distribution of precipitation 

across the Southeast in terms of the atmospheric stability, dynamics and kinematics. During the event a cold, closed 

low aloft intensified as a result of ridging on the circulation's periphery. This produced an enhanced easterly jet in 

the lower troposphere orthogonal to the mountain barrier of the Appalachians. The distribution of snowfall in the 

Appalachians is consistent with a strong orographic effect in this case. Coincidentally, mid-tropospheric cold 

advection associated with a cold-front aloft (CFA) on the southern side of the cut-off low lead to a destabilization of 

the troposphere, producing deep convection over South Carolina and across the southern coast of North Carolina, 

while leaving the Piedmont surprisingly dry. Although this event did not result in unusual flooding, a similar pattern 

at only slightly warmer temperatures could have been catastrophic. 

1. INTRODUCTION 

During the week of 4 May 1992 the 

mountains of western North Carolina 

experienced their heaviest snowfall in 

recorded history so late in the season. This 

case warrants study, not only because of 

heavy snowfall, but also of the irregular 

nature of the precipitation pattern across the 

Carolinas. Heavy precipitation was observed 

over the Appalachians and along the Carolina 
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coast and little precipitation in between over 

the Piedmont (Fig. 1). We will attempt to 

explain this precipitation distribution by 

exploring atmospheric stability and 

kinematics, and orographic effects. 

Storm total precipitation amounts for 

the 96 hour period from 4 May 12 UTC 

through 8 May 1992 at 12 UTC were 

heaviest over the eastern slopes of orography 

in Georgia, the Carolinas and Virginia (Fig. 



1). Several National Weather Service 

cooperative observers reported over 5" of 

water equivalent precipitation in the North 

Carolina mountains. A secondary maximum 

was evident along the North Carolina coast. 

These two areas were connected by an east

west band of 1-2" amounts across northern 

South Carolina and southern North Carolina. 

Much of the eastern Piedmont and Coastal 

Plains of North Carolina received 

surprisingly low totals(< .25" in some areas). 

2. SYNOPTIC EVOLUTION 

At the beginning of the week, the 500 

mb analysis featured a well defined trough in 

the eastern United States (Figs. 2a and 2b). 

By 7 May at 12 UTC a closed circulation had 

developed over Georgia (Fig. 2c). The 500 

mb low center then moved to South Carolina 

by May 8 12 UTC (Fig. 2d). An unusual 

feature of this case is that while the 

circulation around the developing upper-level 

low intensified, the geopotential height 

minimum in the cutoff low actually rose. 

This is an example of intensification without 

deepening. The principle mechanism 

responsible for the strong circulation was the 

building of an upper-level ridge to the north 

of the cyclone. Roger Weldon refers to this 

phenomenon as a "Rollover effect", because 

the ridge rolls over the top of the developing 

low. Thus, significant intensification of an 

upper level circulation can result from a rise 

in the heights along the periphery of the low. 

Trenberth (1978) showed that the quasi

geostrophic forcing can be estimated with 
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relative accuracy by analyzing the advection 

of vorticity by the thermal wind. The 

analysis of 500 mb vorticity overlaid by the 

300-700 mb thickness analysis is used to 

infer the quasi-geostrophic forcing on 8 May 

at 0000 UTC (Fig. 3). This time was 

centered during the 24 hr period in which the 

bulk of the storm total precipitation fell. The 

heavier precipitation amounts across northern 

South Carolina and southern North Carolina, 

as seen in the radar summary valid for this 

time (Fig. 4), are consistent with pattern of 

quasi-geostrophic ascent inferred from the 

analysis. Analysis of the thermal advection 

pattern shows that the precipitation is 

organized along the leading edge of cold 

advection in the middle troposphere 

associated with a cold front aloft (CFA) 

(Hobbs, eta!. 1990; Businger, eta!. 1991). 

3. ATMOSPHERIC STABILITY 

A contributing factor in the heavy 

precipitation was the development of deep 

convection in association with the developing 

500 mb low. To investigate the static 

stability in the atmosphere, the Total-Totals 

Index (IT) was used as an indicator of the 

potential for the formation of deep 

convection (Fig. 5) (Miller, 1975). This 

index examines the lapse rate of temperature 

through the 850-500 mb layer as well as 850 

mb moisture contribution to low stability 

values. Using a threshold value of 45 for the 

onset of thunderstorms, it is clear that the air 

mass over much of the southeast U.S. was 

unstable. The area in which TT>45 overlaps 



the region of greatest quasi-geostrophic 

forcing (shaded region in Fig. 3) coincides 

with the region where the Satellite imagery 

during this period shows the coldest cloud 

tops over the Southeast U.S. (Fig. 6). It is 

clear from this analysis that a combination of 

low static stability and quasi-geostrophic 

forcing played a role in heaviest precipitate 

amounts over portions of Georgia, the 

Carolinas and southern Virginia. 

4. OROGRAPHIC EFFECTS 

An obvious contributor to the record 

snowfall over the higher terrain of the 

Carolinas was a strong upslope component to 

the low-level flow. Analysis of the 850 mb 

winds (Fig. 7 a) reveals a cyclonic circulation 

centered over the Georgia coast at 0000 UTC 

on 8 May, with a strong east-northeast flow 

(> 20m/sec) across western North Carolina. 

This flow was produced in response to the 

intensification of ridging to the north of the 

closed low (Fig. 2). A closer examination of 

the terrain of this region shows the axis of 

highest elevations is oriented southwest to 

northeast, with several peaks over 1200 

meters (Fig. 7b). Thus the observed strong 

east-northeasterly wind produces a 

significant upslope component. The 

trajectory of this air is also important. The 

air over western North Carolina originates 

over the warm Gulf Stream waters of the 

Atlantic Ocean where the sensible and latent 

heat fluxes insured that the lifted air 

contained significant moisture, thus 
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accounting for the observed excessive 

snowfall. 

5. CONCLUSION 
An unusual pattern of heavy 

precipitation occurred over the southeastern 

United States in early May 1992, with large 

storm totals along the coast of the Carolinas 

and over the Appalachian mountains, and 

little in between. Initially, the circulation 

around a 500 mb closed low intensified as a 

result of ridging on the boundary of the low. 

Heavy convective precipitation over the 

coastal plain of the Carolinas formed in a 

region of overlapping low static stability and 

quasi-geostrophic ascent. In contrast, the 

very heavy snowfall in the mountains of 

North Carolina, was the result of a strong, 

moist low-level flow, with a significant 

component orthogonal to the Appalachian 

Mountains. This flow was produced in 

response to the intensification of ridging to 

the north of the closed low. 
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Fig. 3 Analysis of 700-300 mb thickness at 00 UTC 8 May. Dashed lines 
represent vorticity isopleths at 500 mb. Shading indicates enhanced 
positive vorticity advection by the thermal wind. 
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Fig. 4 Radar summary for 00 UTC 8 May. 
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Fig. 5 Total-Totals Index analysis for 00 UTC. 8 May. Shaded area represents the region 
of lowest static stabijity. 
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Fig. 6 Enhanced infrared satellite image for 00 UTC 8 May. 
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Preparation of NMC'S ETA Model for Use in 
High Resolution Forecasting of Heavy Precipitation 

Michael E. Baldwin 
General Sciences Corporation 

Laurel, MD 

and 

Thomas L. Black 
National Meteorological Center 

Camp Springs, MD 

Accurate prediction of heavy precipitation 
events remains as one of the more important 
problems of numerical weather prediction 
(NWP) models. At the National 
Meteorological Center (NMC), development 
of the mesoscale Eta Model (Mesinger et al. 
1988; Janjic 1990) continues with reasonably 
accurate forecast guidance of heavy 
precipitation as one of the goals. The Eta 
Model is particularly unique in its vertical 
coordinate (eta) which is pressure-based like 
sigma yet is always relatively horizontal 
even in the vicinity of steeply sloping 
terrain. The current configuration of the 
mesoscale Eta Model consists of a 40 km 
horizontal resolution with 38 vertical layers 
over a domain that covers most of North 
America. The model runs on a semi
operational basis twice a day, using initial 
conditions interpolated from the Regional 
Analysis and Forecast System (DiMego 
1988) along with forecast boundary 
conditions from the Aviation run of the 
global spectral Medium Range Forecast 
Model (Seta 1980). Past studies have shown 
that increased skill in heavy precipitation 
forecasts can be achieved in at least some 
situations in Eta Model forecasts (Black et 
al. 1990; Black and Mesinger 1991). In 
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order to illustrate the current ability of the 
mesoscale Eta Model to provide guidance 
for heavy precipitation forecasting, a recent 
heavy rainfall event over the Southeast U.S. 
along with precipitation skill scores for a 
one month period will be discussed. 

On 3-4 October 1992, severe weather which 
included tornadic activity as well as heavy 
precipitation occurred across parts of Florida 
and Georgia. Numerous tornadoes were 
sighted between 1300 UTC 3 October and 
0600 UTC 4 October from the Tampa Bay 
area into southeast Georgia. This severe 
weather outbreak was triggered by a quasi
tropical low pressure system that moved 
northeastward out of the Gulf of Mexico. 
The NMC precipitation analysis for the 24-h 
period ending 1200 UTC 4 October (Figure 
1) shows a large area of 25 mm or greater 
across most of Alabama, Georgia, South 
Carolina, and northern Florida, while a 
large area of 75 mm or greater is found in 
southeast Georgia and northern Florida. 
Several reports of rainfall amounts 
exceeding 100 mm were recorded at 
individual locations in northern Florida and 
southeast Georgia, including a report of over 
250 mm in Brunswick, GA. 



Figure 2 shows the predicted 24-h rainfall 
amounts verifying at 1200 UTC 4 October 
for 24-h forecasts beginning at 1200 UTC 3 
October for the operational NGM, the 80 
km/ 17layer Eta Model, and the 40 kml 38 
layer mesoscale Eta Model. The 24-h 
forecast from the NGM (Figure 2a) places 
the heaviest rainfall too far to the northeast 
along the South Carolina coast. The 24-h 
forecast of the 80 km Eta Model (Figure 2b) 
showed improvement by putting 75 mm 
maxima in both northern Florida and 
southeast Georgia. The mesoscale Eta 
Model was more accurate at 24-h (Figure 
2c) by placing 75 mm over a larger area 
across northern Florida and southeast 
Georgia. Both versions of the Eta Model 
seemed to provide improved heavy rainfall 
guidance over the operational NGM in this 
case. The mesoscale Eta Model forecast 
also showed more consistency in time by 
producing the best guidance among the three 
36-h forecasts verifying at 1200 UTC 4 
October (not shown). Both the NGM and 
80 km Eta forecasts misplaced the rainfall 
maximum in southwest Georgia while in the 
mesoscale forecast the region of maximum 
precipitation was similar in both location 
and magnitude to that in the 24-h forecast. 

Turning from one specific case to rainfall 
for the entire month of October 1992, the 
mesoscale Eta Model achieved more skill in 
forecasting 24-h rainfall amounts on a 
consistent basis than did the NGM or the 80 
km Eta Model. This can be seen in the 
equitable threat scores shown in Figure 3. 
The equitable threat score is a measure of 
forecast skill relative to chance, which is an 
improvement over the regular threat score 
that indicates positive skill for correct 
forecast points that occur random! y. Both 
versions of the Eta Model show 
improvement in skill over the NGM at all 
precipitation thresholds, with the increase in 
skill becoming larger at heavier amounts. 

· The mesoscale Eta Model realizes the 
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benefit of higher resolution by reaching 
greater skill than the 80 km Eta Model at 
every precipitation threshold during this 
month. 

In summary, the mesoscale Eta Model 
continues to indicate its potential for 
providing more accurate forecast guidance in 
heavy rainfall events over that of both the 
NGM and the coarser resolution Eta Model. 
Development of the model is continuing, 
with planned modifications to include: 
refinement of the convection scheme; 
inclusion of cloud water; improvement of 
the initial conditions via a high-resolution 
analysis system; and the use of high
resolution surface properties such as sea
surface temperature, snow cover, and soil 
moisture. Operational implementation of 
the mesoscale Eta Model is planned for 
some time in late 1993. 
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Figure 1.' NMC analysis of 24-h accumulated precipitation (mrn) 
for the period ending at 1200 UTC 4 October 1992. Contours are 
every 6.25 mm from 0 to 25 mrn, then every 25 mrn thereafter. 
Shaded regions represent 0 to 6.25 mm. 
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Figure 2a. Forecast of 24-h accumulated precipitation (mm) for 
the 24-h forecast period valid at 1200 UTC 4 October 1992 for the 
NGM. Contours are every 6.25 mm from 0 to 25 mm, then every 25 
mm thereafter. Shaded regions represent 0 to 6.25 mm. 
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Figure 3. Equitable threat scores verifying all forecasts for 
the month of October 1992. ETA (+) designates the 80 km/ 17 
layer Eta Model, MESO (*) is for the 40 km/ 38 layer Eta Model, 
and NGM (X) represents the operational NG11. 
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Dissecting the Flash Flood Forecasting Problem 

Charlie Chappell 
Cooperative Program for Operational Meteorology, Education and Training 

University Corporation for Atmospheric Research 
Boulder, Colorado 80307-3000 

1. INTRODUCTION 

Flash flood producing storms can be 
generated by a variety of meteorological 
conditions, posing an incredibly difficult 
task in categorizing these storms according 
to specific meteorological patterns. Flash 
Flood events have been observed in 
connection with strong cyclonic storms, 
tropical storms and hurricanes, and weather 
systems that seemed rather weak and benign 
at first glance. Orography has been 
observed to play a vital role in some flash 
flood events, but essentially no role in 
others. About half of the flash flood events 
are preceded or occur simultaneously with 
other severe weather phenomena, such as 
hail and tornados, further confounding the 
forecast problem. While there has been 
considerable success in identifying and using 
meteorological typing of flash flood events, 
there is merit in thinking of the flash flood 
forecasting problem as composed of three 
fundamental components: 1) anticipating 
precipitation duration; 2) estimating 
precipitation intensity; and 3) being aware of 
the characteristics of the threatened basin 
and how they are changing with time. 

2. PRECIPITATION DURATION 

If we restrict ourselves to heavy rains from 
convective weather systems, rainfall may 
have an extended duration in a given area 
from two sources. First, a single 
thunderstorm, such as a high precipitation 
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(HP) supercell, may become nearly 
stationary and drop heavy rains over the 
same location for a few hours. Second, 
multicell convective systems may reach a 
temporary balance with their environment, 
wherein strong cell regeneration at a given 
location produces a sequence of cells that 
track along congruent ground trajectories, 
producing an extended period of pulsating 
heavy rains along the track. 

It is important, therefore, for the forecaster 
to try to determine whether he/ she will be 
dealing with supercell or multicell 
convective storms on a given day. 
Meteorological conditions vary somewhat 
between those that support supercell 
generation, and those that favor multicell 
generation. The forecaster can usually 
differentiate between these two sets of 
conditions by considering characteristics of 
the Convectively Available Potential Energy 
(CAPE) and the vertical wind shear. These 
two quantities are frequently combined to 
derive a Bulk Richardson Number (BRN), 
which roughly delineates whether supercell 
or multicell storm formation will occur. 
Unfortunately, the conditions are not 
mutually exclusive, and a small range of 
BRNs exist where either or both may form. 
Additional information related to whether 
supercell formation may occur may be 
obtained from the storm-relative helicity of 
the environment, which may be calculated 
prior to thunderstorm formation if 
reasonable estimates of storm motion can be 
anticipated. 



The motion of a supercell updraft is 
normally a combination of the motion 
imposed by the environmental winds, which 
can be estimated by calculating a 
pressure-weighted vector mean wind of the 
storm environment, and the continuous 
propagation of the storm normal to the mean 
wind shear vector, once the supercell' s 
updraft begins rotating. Hodographs do 
exist where these two motion components 
can essentially cancel one another, resulting 
in a nearly quasistationary supercell. 
Excessive rainfall and hailfall can occur at a 
given location under these conditions. The 
forecaster should be aware of the two 
distinctly different environments on either 
side of a mesoscale convergence zone (front, 
downdraft boundary, etc.). Frequently an 
environment that favors multicell storm 
formation south of the convergence zone 
will become capable of supporting supercell 
development north of the convergence zone. 
This is due to the significant change in the 
low level wind direction across the 
convergence zone and the attendant effects 
on the BRN and storm-relative helicity 
values. 

The motion of multi cell convective storms is 
determined by the average cell motion of the 
cells that make up the storm at a given 
instant plus the effect of discrete 
propagation, or the development of new 
storms along the storm periphery that 
accrete to, and become apart of, the storm 
system. Heavy rains and flash floods from 
multicell convective systems depend upon 
the strong regeneration of new cells over a 
small focused area along its periphery, and 
subsequent congruent ground trajectories of 
these newly forming cells. 

The production of new cells over a small 
focused area infers that synoptic and 
mesoscale lifting processes are 
quasistationary, or very slowly evolving. 
Otherwise, meteorological conditions would 
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change and new cells either would not form, 
or would form in a different location. An 
important part of the forecasters job is to 
anticipate where continued cell generation 
will occur. In doing this, one should look 
for stationary frontal systems, stationary 
downdraft boundaries, and other mesoscale 
convergence zones. The forecaster then 
needs to locate that segment along the 
convergence zone which is intersected by a 
low-level wind maxima, especially one that 
is bringing warmer and more moist air 
(higher theta-e) into the stationary 
convergence zone. Orographic barriers may 
also provide a stationary source of lifting 
which can trigger a conditionally unstable 
air mass and produce a focused area of 
convective cell regeneration. 

3. PRECIPITATION INTENSITY 

Rainfall intensity in convective storms is 
difficult to anticipate, although it can be 
monitored reasonably well in real-time by 
satellite and radar. The production of 
condensate in the storm updrafts must be 
large before high rainfall intensities are 
possible. This is a necessary but not 
sufficient condition for high rainfall rates. 
The production of condensate in a column is 
directly proportional to density, updraft 
speed, vertical gradient of the saturation 
mixing ratio, and cloud thickness. The 
density and vertical gradient of the 
saturation mixing ratio terms act to produce 
the larger condensates rates in the lower part 
of the storm. Theoretically, the CAPE 
profile produces higher updraft speeds in the 
upper portion of the storm, but this tendency 
is tempered by the effects of entrainment of 
environmental air and water loading of the 
rising parcel that act to slow the rising 
parcel. The final result is that condensate 
production is usually largest in the lower 
half of the storm. 



While high condensate rates are necessary 
for high rainfall rates, this condensate must 
be converted to precipitation size particles 
for the high rainfall rates to be realized. 
This conversion can be accomplished by 
either ice or warm rain processes, or a 
combination of the two processes. 

The collision-coalescence growth process, or 
warm rain process, is time dependent and is 
affected by the cloud droplet distribution 
that forms from condensation. This 
distribution is in tum dependent upon the 
spectrum of condensation nuclei available. 
A narrow spectrum of condensation nuclei 
(characteristic of continental areas) will form 
a narrow spectrum of cloud droplets. These 
droplets, in turn, will have approximately 
the same fall velocities so that collisions and 
subsequent coalescence will proceed very 
slowly. On the other hand, if a broad 
spectrum of condensation nuclei is present, 
a wide spectrum of cloud droplets with 
differing fall speeds will form, and the 
collision-coalescence process will proceed 
more rapidly. 

Rain can also be produced by ice processes. 
Ice particles can form in saturated air by the 
activation of ice nuclei in the atmosphere. 
The number per unit volume that activate is 
rough! y an exponential function of cloud top 
temperature, and normally a few crystals per 
liter do not form until cloud top 
temperatures reach -15"C to -20"C. Cloud 
droplets may remain in liquid form well 
below freezing (supercooled), eventually 
freezing after contacting other nuclei. These 
frozen droplets can then also act as embryos 
for the growth of ice crystals. Many 
complex processes are possible as ice 
crystals grow in the cloud. They can grow 
by vapor deposition, agglomerate to form 
snowflakes, or grow by the accretion of 
liquid cloud droplets which then freeze on 
the crystal. Under certain conditions, 
crystals can fragment, forming additional ice 
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particles, which can in turn grow in the 
cloud. Riming (accretion of cloud droplets) 
growth can produce graupel or small hail, 
which in turn can grow to large size under 
the right meteorological conditions and 
thunderstorm structure. However, in spite 
of all the ice growth processes, ice particles 
must melt before reaching the ground if they 
are to fall as rain and add to the rainfall 
intensity. 

Factors affecting the precipitation efficiency 
of a storm should be considered in assessing 
the potential rainfall intensity. Precipitation 
efficiency must be considered over the 
lifetime of a convective storm to derive a 
meaningful value, since instantaneous values 
of the ratio of rainfall rate to the rate of 
condensate production may range from zero 
to infinity. 

Certain factors can affect precipitation 
efficiency by reducing the amount of 
condensate that is available for conversion to 
precipitation. Environmental air can be 
entrained into storm updrafts. The effect of 
this entrained air depends largely upon the 
moisture in the environment. If the 
environmental air is dry, condensate will 
have to evaporate (if liquid) or sublimate (if 
ice) in an attempt to maintain the parcel at 
saturation. This evaporation in turn will 
cool the rising parcels, reducing their 
buoyancy and upward speeds. Vertical wind 
shear appears to promote entrainment and 
reduces precipitation efficiency, especially if 
the environmental air is relatively dry. 
Moist environments, which may be reflected 
by high precipitable water values, combined 
with low vertical wind shear, tend to 
enhance precipitation intensity. 

There is a problem in obtaining a clear 
picture of the role of CAPE, or updraft 
speed, as these factors contribute to the 
production of heavy precipitation and flash 
floods. Clearly, higher updraft speeds are 



associated with higher production rates of 
condensate. However, the microphysics of 
the warm rain process require time to 
convert condensate to raindrops, and the 
greater updraft speeds may reduce this time 
available, possibly limiting the conversion of 
condensate to rain and allowing appreciable 
amounts to escape into the upper levels of 
the storm where it ultimately returns to the 
environment through evaporation or 
sublimation processes (detrained). 

The above discussion suggests there may be 
an optimum sounding for convective storms 
with high precipitation efficiency. Such a 
sounding would have the following 
characteristics: 

l. Moderate amounts of CAPE (1500-3000 
J/kg). 

2. An elongated vertical distribution of 
CAPE, reflecting a low, warm cloud base 
and high equilibrium level. 

3. A relatively moist environment as 
reflected by high precipitable water 
amounts. 

4. Light to moderate vertical wind shear. 

A sounding with these characteristics would 
produce a more slowly accelerating updraft 
in the lower troposphere, allowing more 
time for the condensate to be converted to 
rain through the collision-coalescence 
process. The retarding effect on the updraft 
of entraining environmental air would also 
be more subdued, and the deeper warm 
cloud depth would also favor a more 
efficient warm rain process. 

The depth of the cloud in which warm rain 
processes can operate appears to be very 
important in determining the potential for 
rainfall intensity. The depth of cloud 
extending from the Lifted Condensation 
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Level (LCL) to the height at which the 
rising parcels intersect the freezing level has 
been noted to be 3 to 4 km in many flash 
flood situations. Furthermore, since little ice 
forms in the updrafts until temperatures 
below -1 ooc are reached, there is a 
substantial depth of cloud for warm rain 
processes to operate. Forecasters should 
therefore pay close attention to the depth of 
this warm cloud layer when assessing 
potential precipitation intensity. There is 
further evidence that deep warm cloud 
layers may provide sufficient time for 
raindrops to reach radii of 1 to 2.3 mm, 
where drop fragments are produced when 
raindrops collide and coalesce. This 
multiplication of droplets may, in turn, lead 
to a chain reaction in the cloud that 
significantly enhances rainfall intensity. 
Thus, warm cloud raindrops seldom exceed 
a radius of 2.5 mm, which in turn limits the 
radar reflectivity to be expected from this 
type of rainfall. 

It is possible that larger raindrops may exist 
for brief periods if their origin is from 
melting hail. Under these conditions, the 
large raindrops formed from the melting of 
hail may persist for a short time, but if their 
radii are in excess of 4.5 mm, they will be 
hydrodynamically unstable and soon 
break-up into smaller drops. 

4. HYDROLOGIC ASPECTS 

Hydrologic characteristics of a threatened 
basin, along with antecedent conditions of 
that basin, also have significant impact on 
the flash flood event, and must be factored 
into the overall flash flood forecast. 
Physical characteristics of the basin, rainfall 
characteristics of the storm, the motion of 
the storm with respect to the orientation of 
the basin, and antecedent condition all 
influence the rainfall-runoff relationship and 
the nature of the flooding to follow. 



5. SUMMARY 

The problem of forecasting flash floods can 
be partitioned into three major components: 

1. Anticipating the duration of precipitation 
from convective storms. 

2. Estimating whether conditions are 
favorable for intense convective storms with 
high precipitation efficiency. 

3. Being cognizant of the hydrologic 
characteristics of the threatened basin and 
perceiving how they may be changing with 
time. 

Considerable progress has been made in the 
last 20 years in forecasting and warning of 
flash floods. New technology now coming 
on stream should allow us to move at an 
even greater pace in the near future. New 
Doppler radar and satellite capability should 
enable us to monitor in more detail the 
behavior of many mesoscale features 
associated with the development of these 
storm events. 
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Lower Tropospheric Signals in the Late Afternoon That Relate to 
Nocturnal MCS Development 

John A. Augustine and Fernando Caracena 
NOAAIERL!National Severe Storms Laboratory 

Boulder, Colorado 

1. INTRODUCTION 

During the warm season, the first afternoon 
thunderstorms over the Great Plains 
typically form along the high terrain at its 
western edge. OQ some days, those over a 
given region will organize and develop 
nocturnally into large, long-lived mesoscale 
convective complexes (MCCs), while storms 
over other areas either dissipate rapidly after 
sunset or organize into smaller, short-lived 
mesoscale convective systems (MCSs). 
While severe weather forecasting (e.g., 
tornadoes, microbursts, large hail) depends 
critical! y on conditions through the depth of 
the troposphere (Beebe and Bates 195 5; 
Uccellini and Johnson 1979; Doswell 1980; 
Carlson eta!. 1983), others have shown that 
mesoscale development of thunderstorms 
relates strongly to lower tropospheric quasi
geostrophic forcing (Means 1952, 1954; 
Maddox et a!. 1979; Maddox and Doswell 
1982; Maddox and Howard 1990). 

In this work, composite techniques and case 
studies are used to examine differences 
among late afternoon lower tropospheric 
environments that support varying degrees 
of MCS development. We concentrate on 
two features, 1) the forcing for the LLJ, and 
2) the frontogenetic character of the region 
on which MCSs develop. We assume, 
based on boundary layer theory, that the 
core of the nocturnal LLJ will most likely 
form over the late afternoon surface 
geostrophic wind maximum. Results 
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indicate that the region downstream 
(typically north) of this feature is susceptible 
to significant nocturnal convection when that 
region is characterized by frontogenesis, as 
indicated by the 850-mb F-vector pattern 
(see Keyser et a!., 1988). Without 
frontogenesis acting to enhance the 
temperature gradient to the north of the 
region of expected LLJ formation, large, 
long-lived, organized, nocturnal mesoscale 
development is unlikely. This study 
provides a method on how these late
afternoon lower-tropospheric diagnostics 
may be used predictively to locate regions of 
potentially significant nocturnal MCSs and 
heavy rain over the central United States. 

2. BACKGROUND 

2.1 Boundary Layer Processes and the 
LLJ 

The LLJ has been shown to have a profound 
impact on nocturnal MCS development. 
Blackadar (1957) explains the LLJ as an 
inertial oscillation initiated after sunset by 
the sudden cessation of turbulent stress 
associated with formation of the nocturnal 
inversion. This mechanism is solely 
dependent on the daily evolution of 
boundary layer turbulent mixing over flat 
terrain in the presence of a constant pressure 
gradient. However, Bonner and Paegle 
(1970), McNider and Pielke (1981), and 
others show that the surface pressure 



gradient varies systematically throughout the 
day in response to differential heating of the 
sloped terrain between the Rocky Mountains 
and approximately 96°W. Their modeling 
experiments have refined Blackadar' s model 
by showing that sympathetic diurnal 
variations in both the surface pressure 
gradient and boundary-layer turbulent stress 
accounts best for the observed diurnal 
variation of boundary layer wind maxima. 

Observed differential heating patterns over 
the sloped terrain west of 96oW dictate, 
through the thermal wind relationship, that 
enhancement of the east-west pressure 
gradient at the surface is greatest near the 
time of maximum heating. At night the 
process reverses; the east-west surface 
temperature gradient relaxes, thus causing 
the near-surface east-west pressure gradient 
to weaken. However, because the daytime 
boundary layer is almost always deeper than 
the nocturnal inversion, enhanced mesoscale 
pressure-gradient forcing for southerly. flow 
in the daytime boundary layer remains at 
night above the inversion (McNider and 
Pielke 1981) . .Based on these arguments, it 
is realistic to assume that the core of the 
nocturnal LU would form over the region 
of the late-afternoon surface geostrophic 
wind maximum. Of course, these 
arguments are based on boundary-layer 
theory, and would apply best in the absence 
of strong upper-level influences on the low
level flow (Uccellini and Johnson 1979). 
Also, they reflect boundary-layer processes 
under ideal conditions such as uniform 
relative humidity, soil moisture, surface 
characteristics, etc., whose spatial variation 
has been shown to have influence on LU 
formation. Even with these caveats, 
Sangster (1979) demonstrated that the region 
north of a daytime surface southerly 
geostrophic wind maximum is conducive to 
heavy nocturnal rains. 
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2.2 hnportance of the Large Scale 

Sangster (1979) also showed that heavy rains 
are most likely north of a afternoon surface 
geostrophic wind maximum when the 
geostrophic streamlines at its terminus are 
diffluent with sharp cyclonic turning to its 
west (Figure 1), i.e., when there is a 
significant boundary north of the surface 
geostrophic wind maximum. Kane et a!. 
(1987), Maddox (1983), and others have 
shown that most MCCs are also associated 
with large scale frontal zones. Maddox 
(1983) shows that pronounced convergence 
occurs along the extent of an east-west
oriented front prior to MCC events, and that 
MCC genesis occurs in a region of 
widespread lower tropospheric warm 
advection. · Augustine and Howard (1991) 
and Maddox (1983) show that MCCs occur 
ahead of a large-scale lower-tropospheric 
trough. Means (1954) and Pitchford and 
London (1962) also recognized that on days 
with nocturnal thunderstorms, the LU 
occurs ahead of a large-scale low-level 
trough. Additionally, Augustine and 
Howard (1991) shows the importance of the 
position of the subtropical high east of the 
MCC development region. They show that 
during periods of extended MCC activity, 
the center of the Bermuda high is located in 
the southeastern United States, either west 
or northwest of its nominal position. This, 
together with the trough in the west, 
enhances the meridional pressure gradient 
over the central plains, providing relatively 
strong synoptic scale forcing for southerly 
flow. Thus, it is apparent that the potential 
for nocturnal convective development is 
greatest when the large scale supports, or is 
in phase with, the mesoscale forcing for the 
LU over the sloped terrain. 



3. DATA, ANALYSIS, AND 
PROCEDURES 

3.1 Cases 

Cases from the summers of 1990, 1991, and 
1992 were selected on the basis of MCS 
occurrence. The analysis was confined to 
the region between the Rocky Mountains 
and the Appalachians. Forty-four days were 
examined during which 27 large MCSs 
(Figure 2a) and 40 small MCSs (Figure 2b) 
were sampled. Figure 2 shows that these 
events were confined primarily to the area 
between the Rockies and the Mississippi 
River, thus the results presented apply only 
to that region. Large MCSs were those that 
qualified as MCCs (Maddox 1980) or those 
that attained maximum areal extent greater 
than 100,000 km' (~ -52°C) regardless of 
whether they satisfied MCC criteria. Case 
days were defined in terms of the daily 
convective cycle, i.e., from 1200 UTC 
(0600 CST) to the following 1200 UTC. 
Implicit in the relationship of this work to 
similar studies that used rainfall amount to 
stratify storm intensity (e.g., Sangster 1979) 
is the assumption that large MCSs produce 
more rain volume than small MCSs. 
Support for this assumption lies in a 
climatology of springtime rainstorms in 
Oklahoma by Houze et al. (1990) which 
shows that 75% of the major rain events 
occurred under cloud shields that 
qualitatively resembled MCCs. 

3.2 Surface Data and Analysis 

Hourly surface aviation observations (SAOs) 
from over 200 stations in the central United 
States were available over the analysis area. 
Clustered stations, mostly around urban 
areas, were grouped and assigned priorities. 
Before each analyses, one station from each 
group was accessed according to that 
hierarchy to represent the group in the 
analysis, while others in the group were 
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ignored. This declustering served to 
maintain a nearly uniform spatial sampling 
of approximately 150 km over the analysis 
domain. Measured and computed quantities 
were interpolated to a 1 o latitude/longitude 
grid using the analytic approximation 
technique of Caracena (1987) where scalar 
fields are represented by weighted sums of 
all observations (no radius of influence is 
applied). Since the weighting function is 
analytic, spatial derivatives are also defined 
as weighted sums, and thus errors associated 
with finite differencing are avoided. 
Parameters were set so that 98%, 66%, 
27%, and < 1% of the amplitude of 900 
km, 600 km, 450 km, and 300 km waves 
were retained in the analyzed fields. 

The hypsometric equation was applied in the 
manner described by Benjamin and Miller 
(1990) to normalize station pressure to a 
level 500 m above mean sea level (MSL)-
an elevation that intersects the surface along 
an irregular north-south-oriented line 
through the central United States. All 
"surface" geostrophic wind and normalized 
station pressure analyses are valid at that 
level, while other surface analyses represent 
actual surface data. To avoid problems 
commonly . associated with using the 
measured surface temperature in the 
hypsometric equation, the technique of 
Benjamin and Miller extrapolates the 700 
mb temperature to the surface to yield an 
"effective" surface temperature. This 
temperature is then used in the hypsometric 
equation to normalize the station pressure to 
the common level. Temperatures for the 
700-mb level were obtained from NGM data 
interpolated horizontally to SAO sites. 
Initial NGM data were used for the 1200 
and 0000 UTC analyses, and 6-h forecast 
data were used for 1800 UTC. Intervening 
hours' 700 mb temperatures were obtained 
by linear interpolation from the 1200, 1800, 
and 0000 UTC anchor points. 



3.3 850-mb Data and Analysis 

With the exception of MCSs that matured 
over the High Plains, the 850 mb level is 
close to, or within, the layer from which 
developing MCSs are rooted at night after 
boundary layer decoupling. For each case, 
the 850 mb level was sampled at three upper 
air observation times, 1200, 0000, and the 
following 1200 UTC. Parameters were 
analyzed to the same grid as the surface 
analyses, and include wind, geopotential 
height, temperature, potential temperature, 
mixing ratio, moisture flux, and the vector 
form of the frontogenesis function (F). 
Frontogenesis was used to quantify the 
character of the boundary. 

Keyser et a!. (1988) expanded the 
formulation of the Petterson frontogenesis 
function (Petterson 1936, 1956) to vector 
form (F), which gives both the magnitude 
and direction of the Lagrangian rate of 
change of the horizontal potential 
temperature gradient. The F vector is 
equivalent to the more widely used Q vector 
(Hoskins et a!. 1978, Hoskins and Pedder 
1980) when the horizontal wind is 
geostrophic. Thus F includes effects of the 
ageostrophic wind that may be important in 
the boundary layer where the wind is rarely 
geostrophic. Components of F (F,, F,) are 
expressed in natural coordinates relative to 
the local potential temperature gradient (see 
inset in Figure 3). The component normal 
to the potential temperature gradient (F.) is 
the frontogenetic component which is 
equivalent, but opposite in sign, to the 
Petterson frontogenesis function. When F is 
directed from cold to warm the local forcing 
is acting in a frontogenetic fashion, i.e, the 
large scale is acting to increase the 
horizontal temperature gradient and steepen 
the slope of the isentropes. · Conversely, 
when directed from warm to cold, the 
forcing is acting in a f'rontolytic fashion. 
The component parallel to the local potential 
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temperature gradient (F,), designates the 
way that the local forcing is acting to rotate 
the horizontal temperature gradient. 
Positive F, indicates that the forcing is 
acting to rotate the temperature gradient 
counterclockwise. In the example in Figure 
3 the forcing is frontogenetic and acting to 
rotate the local temperature gradient 
counterclockwise. 

3.4 Composite Method 

Storm-relative composites were produced for 
the surface and 850-mb level. Central 
points for the composites were first storms, 
the cloud shield centroid at maximum areal 
extent, and the cloud shield centroid at 
termination. Analyzed gridded data were 
shifted such that the composite point was 
always at the same · location, and 
surrounding grid points were placed where 
they fell relative to the composite point. 
After compositing, grid-point averages were 
computed to form mean, storm-relative 
patterns of analyzed parameters. Computed 
quantities such as the surface geostrophic 
wind and F vectors were generated for each 
case prior to averaging. Variable shifting of 
the gridded data produced variation in 
sampling over the domain. By the nature of 
this method, the central part of the 
composite domain is better sampled than the 
border regions, and thus, is more reliable 
for physical interpretation. 

The compositing procedure differed from 
traditional methods. Storm-relative 
composites were made for specific times of 
the day, regardless of the life histories of 
MCSs in the sample. In this way, results 
show how mean conditions evolved through 
the day relative to the composite points. 
For example, a 1500 UTC surface 
temperature composite relative to the first 
storms of large MCSs shows the mean 
midmorning temperature pattern relative to 
the location where the initial storms of large 



MCSs will occur later in the day. Since 
composites were made without regard to 
individual MCS life histories, MCSs 
selected for compositing were limited to 
those with afternoon or very early evening 
first storms, and evening maturity, i.e, 
storms to which our physical model would 
best apply. Specifically, only MCSs whose 
first storms occurred between 1900 and 
0100 UTC, and whose time of maximum 
extent occurred on or after 0000 UTC, were 
included in the composites. Mean times of 
first storms and maximum areal extent for 
the sampled large MCSs were 2100 and 
0600 UTC, respectively, and those for the 
sampled small MCSs were 2200 and 0300 
UTC, respectively. Because the grids were 
shifted variably in constructing the 
composite fields, the results are not 
displayed with a map background. For 
reference, a length scale is given in the 
lower right of the composite figures. In 
these figures, a solid triangle identifies the 
position of the first storms composite point, 
and an open circle with an enclosed x marks 
the maximum extent composite point. 
Vector quantities are plotted at every other 
grid point. 

4. RESULTS 

4.1 Late Afternoon Surface Composites 

Mean late afternoon surface features relative 
to the first storms position of large MCSs 
(Figure 4a) are remarkably similar to the 
surface composites of the MCC genesis 
region (Maddox 1983), and "frontal" flash 
flood events (Maddox et al. 1979). At 2200 
UTC the first storms composite point of 
large MCSs. lies at the end of a tongue of 
warm, moist air from the Gulf of Mexico. 
It is hot and relatively dry to the southwest 
and warm and moist to the east. There is an 
extensive mean zonal temperature gradient 
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across the northern half of the domain. The 
first storms of large MCSs are within the 
temperature gradient in a region where 
warm moist flow from the Gulf of Mexico 
appears to be focused. The composite 
surface pressure pattern (not shown) 
indicates a significant large-scale positive 
pressure perturbation across the northern 
quarter of the composite domain, and a 
depression just southwest of the first storms 
composite point (note the cyclonic flow in 
that region of Figure 4a). The intensity and 
horizontal extent of the mean surface 
temperature gradient suggests that large 
MCSs are probably associated with a large
scale, east-west oriented surface front. 
Although there is a deformation pattern in 
the mean winds across the northern part of 
the domain, the fact that the mean winds 
within the temperature gradient are very 
weak, and that the mean temperature 
gradient is so extensive zonally, suggest that 
t~e position of the surface front is not 
always in the same position with respect to 
the first storms of large MCSs. Further 
evidence of this is that there is no mean 
pressure trough to signal a mean front 
position within the temperature gradient, 
suggesting that it was smoothed out as the 
various frontal positions were composited. 
For these reasons a mean front can not be 
drawn on the first storms composite. 

The composite surface moisture and surface 
temperature patterns with respect to the first 
storms position of small MCSs (Figure 4b) 
are generally similar to those associated with 
large MCSs (Figure 4a). However, 
although the surface moisture availability is 
comparable between the two storm types, 
large-scale moisture advection is not focused 
on the first storms of small MCSs. Also, 
the mean zonal temperature gradient in the 
vicinity of the first storms is not as intense 
nor as extensive as that associated with large 
MCSs. The surface pressure composite for 



small MCSs (not shown) does not indicate a 
large-scale high pressure perturbation in the 
northern part of the domain, reinforcing the 
idea that small MCSs, in general, do not 
have the large-scale support that the larger 
systems do. 

The 2200 UTC composite "surface" 
geostrophic wind field (valid for 500 m 
above MSL) relative to the position of large 
MCSs at maximum extent (Figure 5a) 
resembles that which Sangster (1979) 
describes for heavy rain situations ( cf. 
Figure 1). It shows that the location where 
large MCSs mature lies north of a late
afternoon southwesterly surface geostrophic 
wind maximum (defined by 10 ms·' 
contour). Also, note that the geostrophic 
flow curves cyclonically west of the 
maximum's terminus. Through multiple 
regression analysis, Sangster (1979) showed 
that this cyclonic turning was the most 
important predictor for heavy nocturnal 
rains, while the maximum itself followed as 
the second most important predictor. We 
interpret the geostrophic deformation and 
deceleration north of the maximum's 
terminus as indicative of a surface front in 
that region. Figure 5b shows that small 
MCSs also mature north of a surface 
geostrophic wind maximum, but there is 
little cyclonic turning west of its terminus, 
i.e., large-scale fronts associated with small 
MCSs are generally weak or, in some cases, 
not present. 

4.2 Frontal Zones Associated with Large 
and Small MCSs 

To quantify the difference in the character 
of boundaries associated with large and 
small MCSs, we analyzed the vector 
frontogenesis function (F) at 850 mb. The 
850-mb level was analyzed. because it 
usual! y lies above the nocturnal inversion 
and thus, better represents the environment 
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in which MCSs develop. (This is not true 
for the westernmost part of the domain, the 
High Plains, where the 850-mb level is close 
to the surface, but most MCSs in our sample 
matured to the east of this region.) In 
Figure 6a the maximum extent composite 
point for large MCSs lies within an 850-mb 
zonal baroclinic zone at 0000 UTC. The 
fact that a baroclinic zone which nearly 
parallels the surface temperature gradient 
(Figure 4a) is discernable at 850 mb 
indicates that surface fronts associated with 
large MCSs generally extend vertically 
through the 850-mb level. There is a pattern 
of mean frontogenesis (F vectors crossing 
isentropes from cold to warm) in the vicinity 
of the maximum extent composite point. 
Note that this region, where the large MCSs 
mature, is also directly downwind of a 
surface geostrophic wind maximum (Figure 
5a). Converse! y, Figure 6b shows that 
small MCSs mature in a region neutral to 
frontogenesis, or slightly frontolytic at 850 
mb. Also note in Figure 6b that the 850-mb 
temperature gradient in the composite for 
small MCSs does not parallel surface 
temperature gradient (Figure 4b), indicating 
that fronts associated with small MCSs are 
generally shallower than those associated 
with large, long-lived MCSs. 

4.3 Lower Tropospheric Model for Large 
and Small MCSs 

The lower tropospheric environment that 
favors large MCSs is schematicized in cross 
section form in Figure 7. In the late 
afternoon (top), differential heating a cross 
the High Plains dictate, through the thermal 
wind relationship, that the surface 
geostrophic wind should decrease with 
height, promoting a daytime maximum 
pressure gradient forcing for southerly flow 
at the surface. However, intense vertical 
mixing within the neutral daytime boundary 
layer retards the actual winds to 



subgeostrophic levels, promoting cyclonic 
turning which results in upslope (easterly) 
flow on the high terrain to the west. Even 
though the front to the north is deep and 
frontogenetic, a component of the tempered 
afternoon surface flow is directed along the 
front. Thus, during the afternoon, vertical 
motion through convergence at the boundary 
is diminished. However, the ageostrophic 
easterly flow is symbiotic in the sense that it 
is influential in destabilizing the environment 
on the higher terrain to the west where the 
first storms of the MCSs usually initiate. 

After sunset (bottom Figure 7), the pattern 
of differential heating across the High Plains 
relaxes and southerly geostrophic winds 
diminish near the surface. However, 
because the nocturnal boundary layer is 
nearly always shallower than the daytime 
boundary layer, the pressure gradient 
forcing for southerly flow survives above 
the nocturnal inversion and plays an 
important role in the development of the 
LU (McNider and Pielke 1981). After 
sunset, the low-level flow accelerates and 
veers atop the nocturnal boundary layer. 
Over the position of the daytime surface 
geostrophic wind maximum, the core of the 
LU develops and encounters the deep 
frontal zone that has been maintained by 
frontogenesis throughout the day. It is there 
that mesoscale vertical motion is enhanced. 
Late afternoon thunderstorms forecast to 
move into this region of enhanced mesoscale 
ascent north of the late afternoon surface 
geostrophic wind maximum should be 
candidates for significant nocturnal 
mesoscale development. In the case of 
smaller MCSs (schematic not shown), the 
front is weaker and not frontogenetic. After 
sunset, the LU forms above the afternoon 
surface geostrophic wind maximum but does 
not interact with a significant boundary. 
Vertical motion is not enhanced, thus 
limiting nocturnal mesoscale development. 
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5. EXAMPLES 

5.1 July 1-2, 1992 

Oil the afternoon of July 1, 1992 a surface 
low in southern Minnesota was the focal 
point of a cool front which trailed into the 
northern Texas Panhandle and a warm front 
that extended eastward to Ohio (Figure 8). 
A dry line trailed the cool front from 
western Kansas through the Texas 
Panhandle. Tracks of three MCSs that 
occurred that evening are also plotted on 
Figure 8. The largest was an MCC that 
reached maximum areal extent over 
southeastern Minnesota at 1100 UTC the 
following day (southernmost track in Figure 
8). The 2200 UTC surface analysis shows 
that the greatest moisture flux was into the 
region of the MCC's first storms in eastern 
Nebraska. In addition, sharp deceleration of 
the surface winds near the first storms 
position is a good indication that this region 
was also a focal point of moisture flux 
convergence. Initial thunderstorms for the 
MCC, occurred at 0100 UTC July 2, three 
hours after this analysis. 

According to our model, the way in which 
convection proceeds nocturnally is signaled 
by both the surface geostrophic wind and 
850 frontogenesis fields. The late-afternoon 
surface geostrophic wind maximum (Figure 
9) is in the warm sector of the synoptic low 
pressure system. It is an elongated pattern 
of geostrophic isotachs extending from 
Oklahoma to east-central Iowa, and 
terminating south of the position of the 
MCC centroid at maximum areal extent. As 
in Sangster's model, it is accompanied by 
sharp cyclonic turning west of its terminus. 
The F vector analysis for 0000 UTC July 2 
(Figure 10) shows that the cool front was 
strongly frontogenetic at 850 mb all along 
its length, most notably in Nebraska where 
the surface moisture flux was focused. 



More significantly, the region north of the 
terminus of the surface geostrophic wind 
maximum was also frontogenetic at 850mb. 
The area where these two fields intersect 
was several hundred kilometers northeast of 
the first storms position. According to our 
physical model, it was that region (southern 
Minnesota and north-central Iowa) that 
would be a good candidate for continued 
nocturnal mesoscale development, and 
indeed, a 15-h MCC matured in southern 
Minnesota at 1100 UTC. The observed 24-
h precipitation ending at 1200 UTC on July 
2 in that region was significant and 
widespread (Figure 11). 

5.2 July 3-4, 1992 

Two days later, the surface front responsible 
for the activity on July 1-2 had swept 
through the central United States and 
stagnated across the South from Kentucky to 
northern Texas (Figure 12). According to 
Doswell (1980), there would be a high 
potential for severe weather in the moist 
upslope flow immediately behind the front in 
West Texas and eastern New Mexico. A 
north-south temperature gradient and weak 
deformation in the surface winds from the 
Nebraska-South Dakota border to Colorado 
indicate a surface boundary in that region 
also. Thunderstorm activity that occurred in 
the central United States that evening was 
associated with these two features. 

The surface geostrophic wind field for late 
afternoon (Figure 13) shows a concentrated 
southwesterly maximum over the High 
Plains centered on the Colorado-Kansas 
border and directed into eastern Nebraska. 
According to Sangster's model the pattern of 
geostrophic deformation north of . its 
terminus signals heavy nocturnal rains in 
northeastern Nebraska and southeastern 
South Dakota. Although thunderstorms did 
occur there, they were short lived, and 
produced only a few rain reports (Figure 
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14). More rain was reported along the old 
front, especially in northern Texas and 
southwest Arkansas--a region surrounded by 
weak surface geostrophic flow. Owing to 
the lack of a surface pressure-gradient 
forcing in that region, one could be 
confident that processes described in this 
paper were not responsible for the observed 
precipitation there. 

In spite of the strong signal in the late
afternoon surface geostrophic wind pattern 
(according to Sangster's model), frontolysis 
at 850 mb north of the surface geostrophic 
wind maximum in northeastern Nebraska 
(Figure 15) indicates that this situation does 
not fit our model for significant nocturnal 
development in that region. If the LLJ 
developed above the surface geostrophic 
wind maximum, it did not encounter a 
boundary of sufficient depth and strength, 
thus limiting the potential for significant 
nocturnal mesoscale development. In 
contrast, note that the F vectors along the 
old front in northern Texas and Arkansas 
indicate weak frontogenesis. Although there 
is no potential for LLJ development south of 
this boundary, the light flow of moist 
prefrontal air toward the frontogenetic 
boundary in the presence of significant 
overlying conditional instability was 
probably responsible for the small, short
lived MCSs that occurred there. 

6. SUMMARY AND CONCLUSIONS 

The late afternoon lower tropospheric 
environment of the central United States was 
examined for signals that relate to the 
location and degree of expected nocturnal 
MCS development. The motivation was to 
develop a simple pattern recognition scheme 
that could be used operationally. To do 
this, surface and 850 mb data from 44 days 
from the summers of 1990, 1991, and 1992 
were analyzed. The MCSs in the sample 



were categorized by size; it was assumed 
that large MCSs or MCCs generally last 
longer and produce greater volumetric 
rainfall than small MCSs. Storm-relative 
composite patterns of surface and 850-mb 
analyses were produced for the two samples. 
Last, case studies were presented as 
examples of daily situations that would be 
faced by forecasters. 

Composite analyses show that the surface 
geostrophic wind pattern that Sangster 
(1979) related to heavy nocturnal rains holds 
for cases of large, long-lived MCSs or 
MCCs, but only when the boundary 
downwind of the maximum is frontogenetic 
at 850 mb. If the signal described by 
Sangster is present in the late afternoon, but 
the region to the north of the surface 
geostrophic maximum is not frontogenetic at 
the 850 mb level, then significant nocturnal 
development should not be expected. The 
second case study presented is a good 
example of this. Thus our results indicate 
that the character of the boundary on which 
MCSs develop is as equally important as the 
surface geostrophic wind pattern in the 
prediction of heavy nocturnal rains. 

The late afternoon surface geostrophic wind 
maximum was typified by the 2200 UTC 
(0400 CST) analysis. This is acceptable for 
operational purposes because a late 
afternoon analysis would give the forecaster 
enough lead time issue a forecast for 
nocturnal heavy rains. However, 
frontogenesis at 850 mb was computed from 
0000 UTC data, which may not be available 
within a reasonable lead time for heavy rain 
forecasts. Unfortunately, 850-mb 
frontogenesis composites computed from 
morning (1200 UTC) soundings did not 
show a systematic difference between 
patterns computed for large and small MCS 
cases, and therefore were not useful. A 
plausible operational solution to this problem 
is to use NGM 12-h forecast data from the 
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1200 UTC model run for the computation of 
frontogenesis at 0000 UTC. In real-time 
tests, NGM forecast data appeared to 
perform nearly as well as the actual 0000 
UTC data in defining regions of late
afternoon frontogenesis at 850 mb. 

Finally, this method does not apply to all 
situations of heavy rain. It only serves to 
the define potential for heavy rain over 
specific regions where our conceptual model 
applies. The authors intend its use in 
tandem with other established methods of 
heavy rain forecasting in order to obtain a 
more complete and confident picture of the 
heavy rain potential for a particular day. 
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Figure 1. Surface geostrophic isotachs (dashed) and geostrophic streamlines for 
heavy rain situations in eastern Kansas (from Sangster 1979). 
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<a> 

SHRLL HCS CRSES 
(b) 

Figure 2. Tracks of (a) large MCSs, and (b) small MCSs, included in respective 
composite analyses. Triangles represent the first storms positions, open circles 
with enclosed x's are cloud-top centroid positions at maximum areal extent, 
and circles with enclosed dots are centroid positions at MCS termination. 
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Figure 3. Example pattern ofF vectors (K m·ls-1, solid arrows) with respect to a 
potential temperature field (solid lines) on a constant pressure surface. Dashed 
arrows are components ofF vectors in a natural coordinate system defined by 
the local gradient of potential temperature. 
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Figure 4. Late afternoon (2200 UTC) composite patterns of surface temperature (°C, 
solid contours), mixing ratio (g/Kg, dashed contours), and wind (ms-1) with 
respect to the first storms position of (a) large, and (b) small MCSs. The 
composite point is symbolized by the solid triangle. Full barb on wind vectors 
is 5 ms-1; half barb is 2.5 ms-1. 

312 



(b) 

Figure 5. Late afternoon (2200 UTC) composite "surface" geostrophic wind pattern 
valid for 500 m above MSL, with respect to the centroid position at maximum 
areal extent for (a) large, and (b) small MCSs. The maximum areal extent 
composite point is symbolized by the open circle with an enclosed x. A full barb 
in the composite winds is 5 ms-1, and a half barb is 2.5 ms-1. Solid contours 
represent geostrophic isotachs (ms-1). 
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Figure 6. Composite potential temperature (K) pattern and F vectors (K m-ls-1) for 
0000 UTC at 850mb, with respect to the centroid position at maximum areal 
extent of (a) large, and (b) small MCSs. 
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Figure 7 .. Schematic vertical cross. sections for late afternoon (top) and night 
(bottom), over the region of the surface geostrophic wind maximum, for days 
when large, long-lived MCSs develop. Short-dashed lines are isentropes 
arranged such that it is warmer to the left (south). Solid arrows represent the 
real wind, dashed arrows represent the geostrophic wind, open circles with 
enclosed x's represents actual flow into the page (easterly flow), and the open 
circle with an enclosed dot represents flow out of the page (westerly flow). 
Long-dashed horizontal lines identify the top of the planetary boundary layer. 
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Figure 8. Surface analysis for 2200 UTC on July 1, 1992 Solid and dashed contours 
represent temperature (°C), and mixing ratio (g/Kg), respectively. Storm tracks 
of MCSs that occurred are also shown; first storms are represented by the solid 
triangle, centroid at maximum areal extent by the open circle with an enclosed 
x, and centroid at termination by the open circle with enclosed dot. 

Figure 9. Surface geostrophic wind (mS""l, valid for 500 m above MSL) and isotachs 
of surface geostrophk.flow (dashed contours) for 2200 UTC on July 1, 1992. 
Sto~ tracks of the MCSs that OCCUlTed are shown as in Figure 8. 
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Figure 10. ],'otential temperature (K) and F vectors (K m·ls·l) at 850mb for 0000 
UTC on july 2, 1992. 

Figure 11. Twenty-four hour accumulated rainfall (in.) for the period ending on 
1200 UTC on July 2, 1992 
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Ftgure ' o-. . 12 As-in Fimn·e 8 but for 2200 UTC on July 3,1992. 

. 3\ As ~'Figure 9, but lor 2200 urc on july 3, 1992. Ftgure 1 · 
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Figure 14. As in Figure 11, but for the 24-h period ending at 1200 UTC on July 4, 
1992. 

Figure-IS. As in FigUre 10, but for 0000 UTC, July 4, 1992.. 
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Use of WSR-88D and Surface Rain Gage Network Data in Issuing 
Flash Flood Warnings and Main Stem Flood Forecasts 

Over Osage County, Oklahoma, June 5, 1991 

Steven A. Amburn and Suzanne Fortin 
National Weather Service Office 

Tulsa, Oklahoma 

ABSTRACT 

A series of thunderstorms developed over Osage County, Oklahoma, the morning of 5 June 1991, resulting in flash 
flooding and eventual main stem flooding along the middle and upper portions of Bird Creek drainage basin. 
Estimates of basin average rainfall were determined, using the Weather Surveillance Radar-88 Doppler (WSR-88D) 
near Oklahoma City, Oklahoma, and surface observations. These estimates were used to issue flash flood warnings 
and eventual main stem flood forecasts and warnings from the National Weather Service Office and River Forecast 
Center, both in Tulsa. 

Although WSR-88D rainfall estimates were too high, information about the spatial and temporal distribution of 
rainfall was superior to that available solely from surface data. Rain gage reports alone indicated no flood would 
occur, while WSR-88D data alone indicated a flood of record. This paper will show that proper subjective and 
objective modification of WSR-88D rainfall totals, using surface rain gage reports, resulted in accurate short term 
flood forecasts and warnings, well before flood waters reached the first river gage below the headwaters. 

1. INTRODUCTION 

On the morning of 5 June 1991, a series of 
thunderstorms produced excessive rainfall 
over Osage County, Oklahoma, ending at 
approximate! y 1200 UTC. This rainfall 
produced a flash flood over the headwaters 
of Bird Creek drainage basin. Runoff 
ultimately produced a rise on Bird Creek, at 
Avant, from 3.3 feet at 1200 UTC to flood 
stage of 16 feet in less than 12 hours. Bird 
Creek crested 24 hours after the rainfall 
event, at a stage of 22.88 feet, or 6.88 feet 
above flood stage at Avant, Oklahoma. 

Timely flash flood warnings were issued for 
the event; however, river gage reports at 
1200 UTC indicated no creek rise. (Data 
from that time is used in river forecast 
models.) Therefore, only rainfall estimates 
could be used to forecast the eventual flood 
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at Avant, which is the first river gage below 
the headwaters. Rainfall estimates across 
Osage County and surrounding areas 
indicated a maximum amount of 4.00 
inches. However, the WSR-88D estimated 
a maximum of 9.1 inches, and indicated the 
heaviest rainfall occurred over an area void 
of surface rain gage stations. To complicate 
matters, thunderstorms produced hail, which 
is known to result in biased WSR -88D 
rainfall estimates (Ahner! et al., 1983). 

Forecasters from the Tulsa Weather Service 
Office (Tulsa WSO) and the Tulsa River 
Forecast Center (Tulsa RFC) made estimates 
of basin average rainfall by subjectively 
combining the radar data and surface 
reports. Subjective estimates were quite 
good and alloweJ headwater forecast models 
to accurately predict the flood which 
occurred at Avant. After the fact, a simple 



objective analysis was used to combine the 
two data sources, which also accurately 
predicted the Bird Creek flood. Both 
methods indicated that the combination of 
radar and rain gage data can be used in real
time to make accurate and timely warnings 
and forecasts. 

2. SYNOPTIC AND MESOSCALE 
DISCUSSION 

Post analysis indicated that the overall 
surface pattern was quiescent. During the 
afternoon of June 4, a dry line had persisted 
across the high plains of Kansas into the 
Texas and Oklahoma panhandles. An ill
defined low pressure system was located 
along the western portion of the Kansas and 
Oklahoma borders. A relaxed pressure 
gradient corresponded to minimal 
convergence along the boundary. Surface 
wind speeds averaged less than 5 meters per 
second. 

Mid-tropospheric flow was characterized by 
a weakening omega block over the central 
United States. A high amplitude long wave 
trough was developing over the western 
United States as the southern and northern 
branches of the jet stream merged. The first 
in a series of strong short-wave troughs was 
ejecting from the southern stream into the 
upper midwest. A shear axis extended from 
the vorticity maximum into the Texas 
panhandle. A broad ridge of high pressure 
extended along the Gulf Coast. Oklahoma 
profilers depicted deep northwesterly flow 
above two kilometers persisting into the late 
afternoon. By 0000 UTC, June 5, analyses 
indicated that the mean ridge axis had 
shifted east, and flow over Oklahoma was 
becoming increasingly cyclonic. Approach 
of the trough axis was producing mid-level 
lifting over Kansas and Oklahoma. 
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At 0000 UTC on June 5, changes in the 
Norman, Oklahoma upper air sounding 
indicated the increasing potential for 
sustained convection over Oklahoma. 
Though the temperature profile remained 
nearly unchanged, low level moisture had 
increased significantly across the region. 
Backing low level flow, in advance of the 
upstream short wave, allowed moisture to 
surge back into Oklahoma. Surface dew 
point temperatures increased from 10°C, at 
1200 UTC on June 4, to nearly 22 oc by 
0000 UTC on June 5. Depth of low level 
moisture also increased over that time. At 
850mb, by 0000 UTC on June 5, an area of 
14 oc dew points extended across all of 
eastern Oklahoma. 

Differential advection of moisture below 
three kilometers acted to decrease stability 
and increase buoyancy (Weisman et a!., 
1986). Also of importance was the effect of 
synoptic-scale motions upon the convective 
environment. These combined effects 
allowed convective available potential 
energy (CAPE) to increase from less than 
1000 J/kg at 1200 UTC, June 4, to nearly 
3200 J/kg at 0000 UTC, June 5 (see Hart 
and Korotky, 1991 for CAPE thresholds). 
Moist southerly flow continued at 850 mb 
during the night. By 1200 UTC, June 5, 
850mb dew point temperatures were Ire 
to 18°C over northeast Oklahoma. This 
created CAPE values of nearly 4600 J/kg. · 

3. CHRONOLOGY 

Starting around 0800 UTC, 5 June 1991, a 
series of thunderstorms developed over 
Osage County, Oklahoma. Convection 
developed over the headwaters of Bird 
Creek drainage basin ·and moved slowly 

·east, nearly parallel to the basin (Figure 1). 
During the next three hours, convection 
redeveloped two more times over the same 



area. Between 1100 and 1200 UTC, 
convection began moving rapidly southeast 
away from the basin. The magnitude of the 
event was on the order of the flooding 
which occurred at Tulsa, Oklahoma, in May 
1984 (Ruthi et a!., 1985), and Austin, 
Texas, in May 1981 (Maddox eta!., 1985). 
Property damage in Osage County was 
minimal due to it's rural setting. A 
comparable event over a metropolitan area 
would have likely resulted in more 
substantial damage. 

There were several reports of moderate 
sized hail (0.75 to 0.88 inch) over Osage 
County between 0815 and 1200 UTC, along 
with numerous reports of heavy rain. 
Severe thunderstorm warnings were issued 
almost continuously from 0800 to 1230 UTC 
for some portion of Osage County and 
surrounding areas. By 1000 UTC, the 
WSR-88D and WSR-57 RADAP II data 
(Greene et al., 1983) indicated that over 5 
inches of rain had fallen over portions of 
Osage County. Flash flood guidance, issued 
from the Tulsa RFC, suggested that three 
hour rainfall totals greater than 1. 9 inches 
would cause flash flooding. At 1023 UTC, 
a flash flood warning was issued for Osage 
County. At 1028 UTC the Synoptic 
Analysis Branch of NESDIS in Camp 
Springs, MD, estimated rain totals of 3.00 
inches between 0700 and 1000 UTC derived 
from satellite precipitation techniques. 

At 1200 UTC, the WSR-88D estimated a 
9.1 inch storm precipitation maximum just 
west of Pawhuska (Figure 2). RADAP II 
average accumulated rainfall data indicated 
total rainfall in excess of 8. 75 inches over 
the same area. The Synoptic Analysis 
Branch estimated 4. 8 inches of rainfall 
between 0900 and 1200 UTC. Rainfall 
estimates from law enforcement agencies, 
civil defense offices, and public observers 
were between 5 and 7 inches for storm totals 
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west of Pawhuska. However, official 
rainfall reports from cooperative observers 
were well below the radar estimates, with a 
maximum of 4.00 inches at Pawhuska 
(Figure 3). Flash flooding was finally 
reported just west of Pawhuska around 1315 
UTC, with water three to four feet deep 
over highway 60 west of town. At 1324 
UTC, a Flash Flood Warning was extended 
for Osage County until 1730 UTC. 

It was apparent that main stem flooding was 
imminent. At that time, forecasters in the 
WSO made subjective estimates of basin 
average rainfall; all sources were used and 
biases were considered. The estimate of 
basin average rainfall was then used in a 
local program to estimate a 12 hour river 
rise at the first river gage below Bird Creek 
headwaters. The program calculated a rise 
to 19.5 feet by 0000 UTC on June 6. Flood 
stage at Avant was 16 feet. At 1654 UTC, 
a Flash Flood Statement was issued to warn 
persons along Bird Creek that main stem 
flooding was likely from Pawhuska to Avant 
during the afternoon. 

The Tulsa RFC also made an estimate of 
basin average rainfall by using all sources, 
including WSR-88D, rain gage data, satellite 
estimates, and non-official reports. That 
estimate was used in conjunction with the 
Sacramento Soil Moisture Accounting Model 
(Burnash et al., 1973) to determine forecast 
stages for river gage locations along Bird 
Creek. At 1925 UTC, the RFC forecast the 
stage at Avant to reach 19 to 20 feet (3 to 4 
feet over flood stage) after 0500 UTC, June 
6. At 1930 UTC, the Tulsa WSO issued a 
Flood Warning for Bird Creek, from 
Pawhuska to Owasso, Oklahoma. 

At 0000 UTC on June 6, the stage at Avant 
had reached 19.5 feet. The RFC issued a 
revised forecast at 0225 UTC for a crest of 
22 to 23 feet on the morning of June 6. 



The maximum recorded flood crest was 
22.88 feet on June 6, at 0900 UTC, with a 
rapid decline late that day. 

Estimating basin average rainfall, for use in 
flood and flash flood forecasting, was a 
critical and stressful task. RADAP II and 
WSR-88D data showed 8 to 9 inches of rain 
west of Pawhuska. However, rainfall 
estimates from the general population were 
2 to 4 inches less. Ultimately it was 
determined the WSR-88D likely 
overestimated rainfall for the entire basin, 
and the basin average was subjectively 
adjusted to a lower amount. However, the 
WSR-88D provided excellent spatial and 
temporal resolution of the event. This 
provided forecasters with important 
information in deciding where maximum 
rainfall occurred, and also in recognizing 
that the 4.00 inch Pawhuska report was not 
a true representation of the basin. 

4. MONITORING DETAILS 

Real-time reports of rainfall and flash 
flooding were difficult to obtain due to the 
paucity of observation locations (see Figure 
3), the time of night, and the predominately 
rural portion of Osage County affected. The 
nearest National Weather Service 
observation site was located at Tulsa, about 
75 km from the headwaters of Bird Creek. 
There were two FAA contract stations, one 
at Ponca City and one at Bartlesville, neither 
located within Bird Creek Basin. Several 
cooperative observation sites were available, 
but reported only after 1200 UTC. Initially, 
Tulsa WSO relied heavily on reports from 
local law enforcement agencies and spotters. 
These reports were also limited due to the 
time of night. 

Radar information was available from a 
number of sites (Figure 4). Two NWS 
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network radars were available; one in 
Oklahoma City, Oklahoma, and one in 
Wichita, Kansas. Both radars provide 
RADAP II data which provided rainfall 
estimates. A local warning radar 
(WSR-74C) was located at the Tulsa WSO. 
Data were also available from the new 
WSR-88D radar located near Norman, 
Oklahoma. WSR-88D data were limited to 
telephone conversations with forecasters in 
the Norman National Weather Service 
Forecast Office. 

The WSR-88D was located approximately 
175 km from the headwaters of Bird Creek. 
Precipitation processing algorithms convert 
reflectivity values, within 230 km of the 
Radar, into rainfall accumulation estimates. 
Range and beam width corrections are 
applied within the precipitation processing 
algorithms. The highest value used for 
converting maximum reflectivity to rainfall 
is 55 dBZ, which is an adaptable parameter. 
The threshold value was set at 53 dBZ on 5 
June 1991. (Maximum reflectivity during 
the event was 67 dBZ.) Based on rain gage 
reports, even the threshold value of 53 dBZ 
was too high. 

Numerous hail reports were received during 
the event (see Figure 3), which suggested 
"hail contamination" occurred in the 
precipitation processing algorithm. Hail 
contamination within the reflectivity field 
was probably the greatest contributor to 
overestimates of precipitation in regions 
where highest reflectivities were observed. 

5. INDEPENDENT VS. COMBINED 
ANALYSIS 

Storm precipitation totals for Osage County 
were quite varied, as indicated from the 
surface rain gage reporting network. When 
data from the WSR-88D was included, it 



became obvious that the reporting network 
was not sufficient to resolve the event. A 
combination of data from both sources 
provided valuable information that neither 
source could have provided alone. 
However, improper data usage could have 
led to serious errors in warnings and 
forecasts. 

Surface rain gage data indicated a storm 
total maximum of only 4.00 inches. Other 
reports around the area indicated 
considerably less rainfall. An objective 
analysis of these data indicated a basin 
average rainfall of only 1.44 inches above 
Avant (Figure 5). This was not sufficient to 
produce a flood, and no flood forecast 
would have been issued. 

WSR-88D data indicated a basin average 
storm total at 1200 UTC of 5.2 inches. 
This amount was obtained by overlaying a 
grid onto the WSR-88D storm total 
precipitation map, and averaging the rainfall 
total for each grid box over Bird Creek 
Basin. By inspection, it can be seen that 
surface rain gage reporting stations were not 
in proper locations to measure maximum 
rainfall. Only Pawhuska station was near 
the intense area, and it collected just over 
half of what the WSR-88D estimated for the 
same location. 

Significant flash flood and river flood 
forecast errors could have occurred if 
different data were used. Figure 6 shows 
two hydrographs and three 12-hour stage 
forecasts for Avant. The first 12-hour stage 
forecast is based on WSR -88D rainfall 
estimates. The second 12-hour stage 
forecast is based on a subjective combination 
of WSR-88D estimated rainfall and rain 
gage data. The third 12-hour stage forecast 
is based on an objective analysis of five rain 
gage reports nearest the basin. The small 
hydrograph depicts the forecast based on 
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rain gage data alone. The larger hydrograph 
shows actual stages recorded at Avant. 
Clearly, combined data provided superior 
forecast. 

The basin average as determined from rain 
gage data alone indicates that no flood 
would occur. Consequences of this forecast 
are obvious. In contrast, WSR-88D data 
alone indicates a 12-hour rise over 32 feet, 
which would surpass the flood of record. 
Significance of these forecasts cannot be 
dismissed lightly. A forecaster must 
consider the consequences; credibility 
would be severely damaged, leading to little 
or no response to future forecasts. 

6. OBJECTIVE METHODS OF 
COMBINING DATA 

Subjective methods used in forecasting the 
Osage County flash flood and main stem 
flood worked well. However, an objective 
analysis of data also arrives at a good 
estimate of basin average rainfall, and 
therefore a good forecast of the flood at 
Avant. 

The basin average rainfall as determined 
from the WSR-88D was corrected by 
applying a weighting factor of 0.54 (4.00 
inches reported at Pawhuska divided by 7.5 
inches indicated by the WSR-88D). This 
factor was multiplied by the WSR-88D basin 
average of 5.2 inches, resulting in a 
corrected basin average of 2.8 inches. This 
new basin average was then used in a local 
program at WSO Tulsa to determine a 12-
hour stage at Avant of 19 feet. This 
forecast compares quite well with the actual 
hydrograph (Figure 6). Although using a 
single station to calculate the weighting 
factor was crude, it represents what might 
be done in a warning situation when time is 
critical and rainfall reports are limited. 



A more rigorous method was also used to 
determine a weighting factor. This method 
calculated an average bias as determined 
from rain gage reports within and 
immediately around the Bird Creek basin. 
Stations A, F, G, I, and J (Figure 5) were 
used. Additional reports from other rain 
gage stations were not used in the objective 
analysis because of their distance from the 
main part of the storm. An analysis of these 
data indicated a weighting factor of 0.49, 
leading to a 12-hour stage forecast of 17 
feet. It is important to note the other 
stations were well away from the intense 
rainfall, and away from reported hail which 
would bias the WSR-88D rainfall estimate. 
Although no hail was reported in Pawhuska, 
reports were received in the general area, 
making Pawhuska the closest, best "ground
truth" of the precipitation event. 

7. CONCLUSIONS 

An analysis of the Osage County flash flood 
and flood event illustrated several important 
points. These included the degree to which 
WSR -88D precipitation estimates are 
accurate, and where they are most accurate. 
In addition, it was found that WSR-88D data 
provided critical spatial and temporal 
enhancement of surface rain gage data. 
Also, characteristics of a thunderstorm or 
complex of thunderstorms can significantly 
alter WSR -88D precipitation estimates over 
areas less than 5000 square kilometers. 
Finally, the correct selection of rain gage 
reports to use in determining WSR-88D 
rainfall bias is critical. 

The WSR-88D algorithms overestimated 
precipitation totals for much of Osage 
County. This was most apparent at 
Pawhuska where WSR-88D estimates were 
between seven and eight inches, and the rain 
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gage at Pawhuska collected 4.00 inches. 
This was likely the result of high radar 
reflectivity bias caused by hail. 

The WSR-88D provided spatial and 
temporal resolution superior to that of the 
surface rain gage data. When radar data 
were subjectively combined with rain gage 
data, the result provided forecasters with 
sufficient additional information to 
confidently issue warnings and statements. 
Although subjective adjustments worked 
well, objective adjustments also showed that 
a combination of data can work well. 

One particular difficulty with the WSR-88D 
data was noted, namely; the same bias did 
not exist over the entire rain shield. This 
was easily seen by inspecting reports from 
other rain gage stations which were not 
located near the storm center. At those 
locations, the WSR-88D rainfall estimates 
were more accurate. 

It becomes apparent that considerable 
discretion must be used when deciding how 
to assign correction factors to radar 
precipitation estimates. For the Osage 
County flood, the factor of .54 worked quite 
well, probably because the 4.00 inch rainfall 
amount was within a portion of the storm 
most nearly representing the correct bias. 
Considering different characteristics of 
individual thunderstorms, it appears that a 
different bias should be determined for 
individual storms. Although this could 
become quite tedious and time consuming, it 
would likely provide superior precipitation 
estimates. 
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Figure 1. Northeast Oklahoma and the Bird Creek drainage basin above Avent. 
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Location 

Observed WSR-88D 
report estimate 

(inches) (inches) 

A 2.72 4.G-5.0 
B 0.34 4.0 
c 0.58 .. 1.0 
D 0.33 l.D-2.0 
E 0.49 2.0-3.0 
F 4.00 7.0-8.0 
G 2.04 4.0-5.0 
H 0.20 l.D-2.0 
I 1.90 4.0-5.0 
J 1.80 4.0-5.0 
K 0.02 ""'1.0 

Figure 2.. WSR·SBD storm total precipitation accumulation from 0851 UTC through 12.34 UTC. (letters represent rain 
gage reporting sites.) 
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Figure 4. National Weather Service network radar coverage over northeast 
Oklahoma. 
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Location 

Site Observed WSR.:.aao 
report estimate 

(inches) (inches) 

A 2. 72 4.0-5.0 
B 0.34 -"1.0 
c 0.58 ~1.0 

D 0.33 l.Q-2.0 
E 0.49 2.0-3.0 
F 4.00 7.0-8.0 
G 2.04 4.0-5.0 
H 0.20 l.Q-2.0 
I 1.90 4.0-5.0 
J l.BC 4.0-5.0 

.K 0.02 ""'1.0 

Figure 5. lsohyetal analysis of rain gage reports, and table of reports and corresponding WSR-880 estimates. 
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Figure 6. Hydrographs and 12-hour stage forecasts for Bird Creek at 
Avant. 
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Performance of the NGM, AVN, LFM, AND ETA Models During 
the Heavy Snow Event of April 20-21 1992 Across the Central Plains: 

An Observational Diagnostic/Comparison 

Edward K. Berry 
National Weather Service Office 

Dodge City, Kansas 

1. INTRODUCTION 

On April20 and 21, 1992, a significant late
season snowstorm struck the Missouri River 
Valley, from portions of eastern South 
Dakota and southwestern Minnesota 
southward to northeastern Kansas. Hardest 
hit were eastern Nebraska and extreme 
western Iowa. To be complete, there were 
also severe convective storms in the "warm 
sector" of the cyclonic system responsible 
for this event, starting on April 19 (see the 
National Weather Summary and Severe 
Environmental Local Storms (SELS) unit 
logs, from the National Severe Storms 
Forecast Center (NSSFC), for details). 

Figure 1 is a depiction of the spatial 
distributions of the storm total snowfall. 
Please note that the snowfall amounts for 
South Dakota, Minnesota and Missouri are 
estimated based mostly on the National 
Weather Summary and personal 
communications. The author was unable to 
obtain accurate snowfall amounts for those 
areas. There were apparently two maxima. 
One was located over southeast Nebraska 
and far southwest Iowa with the other across 
northeast Nebraska and far southeast South 
Dakota. 

Although not shown, there were several 
relatively small maxima and minima of 
snowfall amounts across eastern Nebraska 
and far southwest Iowa. Taking into 
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account the quality and coverage of the data, 
that suggests some of the snowfall was 
convective. That is, there may have been a 
few embedded thunderstorms producing 
excessive snowfall rates. 

The purpose of this paper is to present a 
Northern Hemispheric-scale observational 
signal that is indicative of increased forecast 
errors and inconsistencies in the operational 
numerical models. The lead-time can easily 
be at least 2 or 3 days, and what often 
occurs are dramatic and significant 
baroclinic developments. Our late-season 
snowstorm case will be illustrated as an 
example, by showing the performance of the 
operational Nested Grid (NGM), Limited
area Fine Mesh (LFM), Aviation (AVN) 
and Step Mountain Coordinate (ETA; 
Mesinger et al. 1988 and Janie 1990) 
models. As will be seen, the differences 
were considerable. Even though some 
discussion is given, it is not the scope of 
this study to do a "post-mortem" of the 
complex frontal and synoptic-scale dynamics 
that were present for this case. 

Included in what follows will be an 
introduction to the work that the author is 
doing with the Forecast Systems Laboratory 
(FSL), part of the Environmental Research 
Laboratories (ERL), at Boulder, CO, since 
some of those ideas are relevant here. It 
will be suggested that if some diagnostic 
tools to help better understand the real-time 



planetary-scale atmospheric dynamics had 
been available, as a supplement to the 
numerical models, greater predictability at a 
longer time-scale for this storm may have 
been realized. 

2. DISCUSSION 

2.1 "Synoptic" Situation 

Figures 2(a) and 2(b) show the plots of the 
positions of the surface and 500-mb lows, 
derived from the model initial fields through 
1200 UTC 20 April 1992, then the 500-mb 
constant pressure analyses afterwards. Also 
plotted, for the 500-mb constant pressure 
surface, are the maximums in absolute 
vorticity, when there was no model 
initialized "low" present (there was a "low" 
present after 1200 UTC 20 April 1992). 

What is important to observe is that there 
were 2 baroclinic cyclogenesis events 
associated with the progressive long-wave 
trough. The first development occurred 
across the Northern Plains from roughly 
1200 UTC 18 April through 1200 UTC 19 
April, with filling afterwards. The "sea
level" low reached a minimum depth of 
around 991 mb. The significance of this 
first storm was that it played a key role in 
the southward transport of "low level" cold 
air through much of the Plains. This cold 
air was then in place to be ingested in the 
second "southern" development, including 
contributing the processes of snow 
formation. 

The second development, observationally, 
was much more energetic. This started 
across the Southern Plains during 19 April, 
then progressed north-northeastward into the 
Northern Plains and eventually the Great 
Lakes area. Even though the "sea-level" 
low deepened to only around 990 mb, the 
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overall cyclonic system was both larger and 
more intense than the previous one, 
especially in the middle and upper 
troposphere. 

Figures 3(a) and 3(b) depict the surface and 
300-mb analyses, respectively, for the 
second storm valid 0000 UTC 21 April 
1992. For brevity, only these 2 "maps" and 
this time are shown in detail. Furthermore, 
these figures should be sufficient to give the 
reader an impression of the "magnitude" of 
the synoptic-scale cyclonic feature, and how 
the dynamics of this snowstorm evolved 
during the day. Please refer to the figure 
captions for the details. 

From Figure 3(a), the surface analysis valid 
at 0000 UTC 21 April 1992, it is seen that 
"sea level" low was located between Des 
Moines (DSM) and Waterloo (ALO) Iowa, 
with several boundaries extending from it. 
Observe the relatively strong temperature 
gradient across Iowa. For example, Cedar 
Rapids (CID) had a temperature of 63•F 
with a thunderstorm while Fort Dodge 
(POD) had only a temperature of 39•F. 
Farther west, across eastern Nebraska and 
far western Iowa, temperatures were only in 
the lower 30s with accumulating snowfall. 

The four-dimensional frontal structure of 
this cyclonic system was very difficult to 
analyze. Based on the surface observations 
at the time indicated in Figure 3(a), the "sea 
level" low was not yet believed to be in the 
process of occlusion. Further, it is certainly 
subjective where to analyze the individual 
surges .of cold air. However, again, it is not 
the purpose of this report to discuss the 
frontal-scale dynamics ofthis storm (see, for 
example, Shapiro and Keyser 1990). The 
interested reader is encouraged to pursue 
this topic, and hopefully compare this with 
other baroclinic cyclonic systems. 



Examination of the rest of the "synoptic" 
charts indicated that the storm did tilt south
southwestward with increasing height 
(decreasing pressure), toward the cold air. 
Further, the magnitude of the lower 
tropospheric temperature gradient that the 
cyclonic system interacted with was on the 
order of lO'C over a distance of 500 km. 
Thus, baroclinic development did appear to 
be occurring, with eddy available potential 
energy being converted to eddy kinetic 
energy (Holton 1992, and Hoskins 1990). 

At 850-mb (not shown), the O'C isotherm 
was over Omaha at 0000 UTC 21 April 
1992. That was a drop of about 3'C during 
the day. Observationally, that cooling may 
have been the result of a combination of 
advection, evaporation and upward vertical 
motion. 

At 300-mb, observe that the maximum in 
the velocity field is on the eastern side of 
the developing closed cyclonic feature. 
Further, note that the area receiving 
snowfall is on the cyclonic side of the jet, 
with diffluent winds. That does argue that 
a thermally indirect ageostrophic transverse 
vertical circulation may have been present to 
enhance snowfall rates (see, for example, 
Uccellini 1990, including the references in 
that paper). 

Additionally, still at 300-mb, observe the 
-40'C temperature at Springfield, MO 
(SGF). This temperature may be a signature 
of a warm-cored short-wave trough rotating 
around the baroclinic cyclone on this 
surface. The point to be made here is that 
if one were to compute potential vorticity 
(PV) on this pressure surface, there would 
likely be a "PV" maximum (Hoskins et al. 
1985). 

Finally, at 300-mb, observe what appears to 
be the remnants of the "old northern closed 
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low" rotating southward through central 
Nebraska (note the light and variable winds 
at North Platte (LBF)). As will be seen in 
the satellite imagery, that feature may have 
enhanced the snowfall rates on the western 
and southwestern portions of the developing 
cyclone (the so-called "wrap around"). 

Figure 4(a) is the satellite imagery valid 
1201 UTC . 20 April 1992. What is 
important to . observe is the developing 
cyclonic system in the vicinity of eastern 
Oklahoma and remnants of the northern 
closed low near the North Dakota/South 
Dakota border. By 0000 UTC 21 April 
1992, Figure 4(b), the storm had moved to 
southern Iowa, in about the middle layers of 
the troposphere (recall earlier Figures). 

Observe the relatively cool cloud tops across 
eastern Nebraska and western Iowa on 
northward. That was roughly the area of 
significant snowfall. From examining the 
satellite imagery through the day, it 
appeared that the "old northern low" rotated 
southward and enhanced snowfall on the 
western and southwestern portions of the 
developing baroclinic cyclone. 

2.2 "Three-Five Breakdown" and Model 
Output 

Figure 5(a) is a plot of the spatial 
distribution of the 500-mb forecasts of 
cyclones and vorticity centers valid at 1200 
UTC 19 April 1992. These forecasts were 
taken from the operational ETA, NGM, 
LFM and A VN models based on the 1200 
UTC 17 April 1992 initial fields. Even 
though only the 12-hour and 48-hour model 
positions are shown, the differences in the 
storm tracks can be seen. The NGM was 
the farthest north and the LFM had the most 
southerly position. Based on the author's 
past observations, these are fairly typical 
biases of these two inodels. 



Figure 5(b) is the same as 5(a), but for the 
surface lows. Only the 48-hour positions 
are shown. Nevertheless, the disparity 
among forecast models can be seen. The 
surface low forecasts are generally 
"consistent" with their 500-mb 
"counterparts". The LFM and ETA (AVN 
and NGM) models are farthest south (north). 

Figure 5(c) is the initial analysis from the 
ETA model valid 1200 UTC 19 April 1992. 
For all intents and purposes, this latter 
figure can be used as "verification". Please 
refer to the caption for details. 

The questions that could be asked at this 
point are, "Why were the differences and 
errors in the operational models so great?" 
"Is there any predictability to events such as 
this case at least 2 or 3 days in advance?" 
"Are there precursor signatures to cases 
such as this one several days in advance?" 
and "Are events such as this case 
"typical"?" Answering these questions, as 
well as many others, are part of a long term 
project being done by the author and the 
Forecast Systems Laboratory (FSL) in 
Boulder, CO, with assistance provided by 
COMET (see acknowledgements). The 
project is aimed at developing diagnostic 
tools to better understand the dynamics of 
the planetary-scale, and to use that 
knowledge to prepare better medium and 
extended (including seasonal) range 
forecasts. A very important goal of this 
project is to bring those diagnostic tools to 
the modernized NWS field offices, so that 
forecasters can better use planetary-wave 
theory as part of the daily forecast process. 

Within the scope of this paper, only an 
introduction to a conceptualization of the 
processes believed to be responsible for 
events such as this late-season snowstorm is 
given. More quantification is planned to be 
given in future papers, including discussion 
of the diagnostic tools. At the time of this 
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writing, the first of these papers is currently 
being worked on by Berry and McGinley 
(1993). 

Very simply stated, this late-season 
snowstorm case was the result of a Northern 
Hemispheric-scale process referred to as low 
wavenumber to high wavenumber transition. 
During these transitions, the westerlies 
generally evolve from strongly zonal to 
meridional. These are fairly typical, 
especially during the "colder" part of the 
year (September through May--Northern 
Hemisphere). They are most common 
during the seasons of Spring and Fall. 
These wavenumber transitions have been 
"dubbed" wavenumber 3 (or wave 3) to 
wavenumber 5 (or "3/5") breakdowns for 
simplicity since that is the behavior 
frequently observed. 

Much has been published in the literature on 
vacillation and index cycles, wavenumber 
transitions, zonal wind oscillations, 30 to 
60-day oscillations, teleconnections, etc. 
(Weickmann 1983; Weickmann et a!. 1985 
and 1990; Kiladis and Weickmann 1992(a), 
and 1992(b); Lyons and Hundermark 1992; 
Glantz et a!. 1991; Namias 1950; Lorenz 
1963; Hide 1953; Weng and Barcilon 1988; 
and Lanzante 1990). However, most of that 
work has been in the "research mode" and 
relatively very little has been applied or 
observed in real-time. Furthermore, 
observationally, the dynamical processes that 
are responsible for these breakdowns can be 
the result of all the above and much more. 
Finally, numerical model errors may be 
much greater than "normal" during these 3/5 
breakdowns, especially after 24 hours into 
the integrations. 

Figures 6(a) and 6(b) illustrate a conceptual 
model of 3/5 breakdown on the 500-mb 
constant pressure surface. The arrows are 
meant to be streamlines to depict the axis of 
the polar jet stream westerlies. For 



simplicity, it is assumed that the flow is 
geostrophic. Also, it is understood that the 
polar jet stream is much better defined in 
the upper troposphere and that ageostrophic 
processes are extremely important during 
baroclinic development. This conceptual 
model was derived from well over 10 years 
of observation by the author (as well as the 
errors in the operational model forecasts to 
go with them). 

From Figure 6(a), observe the zonal wave 3 
structure, with the troughs and ridges as 
indicated. The key observation, at least for 
the United States (U.S.), is that the 
westerlies are longitudinally expanded across 
the Pacific Ocean Basin. These westerlies 
will generally extend farther equatorward 
than climatology, possibly as far south as 
20° N latitude. Also observe that there is 
considerable amplitude to the wave 3. This 
would represent a positive phase of the 
Pacific-North American (PNA) 
teleconnection (Wallace and Gutzler 1981; 
Barnston and Livezey 1987). 

Within a few days, rapid amplification 
occurs, typically to a zonal wavenumber 5. 
That is shown in Figure 6(b), with the 
trough and ridge positions as shown. These 
positions are fairly consistent from 
breakdown to breakdown. For the central 
U.S., and possibly simultaneously near the 
hemispheric-scale trough positions, there is 
often a great deal of storminess. This 
storminess is typically characterized by 
severe and tornadic deep moist convection 
and blizzard conditions, in the appropriate 
airmasses. The latter was indeed true for 
the time period centered around our April 
20th and 21st case. After the wave-5, in on 
the order of a few days, the regime decays 
and the westerlies contract poleward. The 
end result is usually low amplitude, high 
latitude flow, many times zonal. 
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All of the above may then "repeat", with 
time-scales that are believed predictable with 
proper diagnostic tools. As a note, please 
do not confuse the above with "index 
cycles" (Namias 1950). Three/five 
breakdowns are much more complex; an 
"extension" of the concept of index cycles, 
if you will. 

Suffice .to say that these 3/5 breakdowns are 
a mode of low frequency variability (Holton 
1992; Wallace and Blackmon 1983) 
operating in the northern extratropics. They 
generally occur with periods varying from 
on the order of 10 days to the intraseasonal 
time-scale (30 to 60 days). The author, 
based on observation, does believe that 
tropical-midlatitude interactions play a 
significant role in these breakdowns (see, 
for example, Weickmann 1983; Weickmann 
et. al. 1985; Kiladis and Weickmann 
1992(b)). 

For our case, refer to Figs. 7(a) through (c). 
Please refer to the captions for details. On 
0000 UTC 15 April 1992 a wave 3 
distribution of 500-mb height can be seen. 
Although not shown, by 1200 UTC 17 April 
1992 rapid breakdown was already 
occurring. Finally, the westerlies evolved 
into the state as indicated on Figure 7 (c); 
zonal wavenumber 5. 

Obviously, this case does not fit the 
conceptual model perfectly, especially with 
the Eastern Pacific trough. However, it is 
close and note from Figure 7 (c) there is a 
lower latitude cyclone near the dateline. 
Furthermore, no case will be "perfect". 

The point of this analysis was simply to 
acquaint the reader with an observational 
signal of these . frequently dramatic 
breakdowns. Specifically, the signal as 
shown in Figure 6(a). As will be seen in 
later papers, the wave 3 almost always 



undergoes some degree of amplification with 
baroclinic development, which is generally 
followed by wave 5. Just how much and 
when, the time scales ofthe transitions, how 
persistent wave 5 is, the periodicity, etc., is 
one subject of the current research being 
done by the author. However, the reader 
should now have some understanding just 
when to beware of these events, and when 
to possibly expect large model errors. 

Furthermore, with the proper diagnostic 
tools, a field forecaster may be able to 
predict fairly accurately the evolution of 
storms such as this case of a late snowstorm 
in, for example, a 3 to 5-day forecast. 
These tools would include climatology of 
3/5 breakdowns and quantification of the 
model errors. 

3. CONCLUSION 

The purpose of this report was to present to 
the reader a Northern Hemispheric-scale 
observational signal that is indicative of 
increased forecast errors and inconsistencies 
in the operational models. Specifically, low 
zonal wavenumber to high zonal 
wavenumber transition events, "dubbed" 3/5 
breakdowns. These are a very significant 
forecast problem, and often result in a great 
deal of rapid and dramatic cyclonic 
baroclinic development. 

A conceptual model of these breakdowns 
was given in Figures 6(a) and 6(b). In 
particular, the reader was introduced to 
preliminary work being done by the author 
and FSL (COMET, McGinley 1992) on 
planetary-scale dynamics. 

The rapid cyclonic baroclinic development, 
mentioned above, generally occurs in the 
middle portion of the U.S.. These systems 
are generally accompanied by severe 
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convective storms and blizzard conditions at 
the same time, in the appropriate airmasses. 
Frequently, there are also significant 
cyclonic developments occurring around the 
Northern Hemisphere simultaneously. 
Additionally, they generally occur at the 
same longitudinal positions, from breakdown 
to breakdown. 

The late-season snowstorm that struck much 
of the Missouri River Valley on April 20th 
and 21st, 1992, was a case of 3/5 
breakdown. There were significant errors 
and inconsistencies from cycle to cycle in 
the operational numerical models. The 
model errors are believed to be due to 
model sensitivities to low frequency 
atmospheric variabilities such as 3/5 
breakdowns (O'Lenic and Livezey 1989; 
Nogues-Paegle et a!. 1992). In addition, 
sources of error may be introduced by 
"incorrect" physical parameterizations, and 
initialization problems due to unresolvable 
scales of motion of deep moist tropical 
convection (see, for example, Bengtsson 
1990). The latter could play a key role in 
315 breakdown. 

Based on the preliminary work mentioned 
above, it is believed that diagnostic tools can 
be formulated to assist a field forecaster in 
real-time to predict 3/5 breakdowns several 
days in advance. The tools would 
supplement the operational numerical 
models, which are also tools to operational 
weather forecasting. 

The diagnostic tools would include applying 
Rossby ray tracing theory in isentropic 
potential vorticity space (Hoskins and 
Karoly 1981; Hoskins eta!. 1985; Hoskins 
1983) and transformed Eulerian diagnostics 
including atmospheric angular momentum 
and extended Eliassen-Palm flux vectors 
(Pfeffer 1992; Holton 1992; Hoskins et a!. 
1983). Others could include spectral 



analysis and energetics packages (see, for 
example, Chen (1982) , and Chen and Shukla 
(1983), on using spectral energetics as a 
diagnostic tool) and assessing Northern 
Hemispheric-scale static stability (based on 
the work of Weng and Barcilon (1988)). 
Based on observation, the author believes 
that storms which result from 3/5 
breakdown can be more accurate! y 
forecasted, especially, say, for 3 to 5 and 6 
to 10-day forecasts. That includes the late
season snowstorm case discussed in this 
paper. 

It was not the scope of this report to get into 
the details of the diagnostic tools mentioned 
here. The additional details will be reported 
in later papers. Suffice to say, it is intended 
that these tools be workstation based, 
especially for A WIPS in the modernized 
National Weather Service. If this effort is 
successful, substantial contributions to 
society and to the science of Meteorology 
will accrue. 
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Figure 1. Spatial distribution of storm total snowfall. Units are inches and contour interval is every 2 inches, 
starting with 4 inches. 
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Figure 2. (a) Plot of the "sea level" lows from 1200 UTC 18 April through 0000 UTC 21 April, 1992, and 
(b) 500-mb "lows and vorticity centers", as was appropriate, from 1200 UTC 17 April through 1200 UTC 21 
April, 1992. For 2(a), central pressures are indicated just below the "L" (underlined and in whole mb with the 
leading "9" or "10" removed). For 2(b), "L" indicates "low" and "X" denotes "vorticity center". ·In both 
figures, the paths are connected by arrows. Times (UTC) and dates are also noted (e.g., OOZ 4/20 denotes 
0000 UTC 20 April 1992). 
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Figure 3. Analyses of the cyclonic system responsible for the snowstorm valid 0000 UTC 21 April 1992 for 
(a) surface, and (b) 300-mb. Plotting, analyses, units and symbols are all, in general, by convention. For the 
surface analysis (a), altimeter settings were used for sea level pressures and the contour interval is every 0.03 
inches of mercury. Areas of precipitation have been shaded, with standard symbols. For the 300-nib analysis, 
(b), "W" indicates a warm "core", "M" denotes a "wind max", "F" depicts a "fall center" and "R" illustrates a 
"height rise center." 
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Figure 4. Enhanced infrared satellite imagery valid at approximately (a) 1200 UTC 20 April 1992 and (b) 0000 
UTC 21 April 1992. 
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Figure 5. (a) Plot of the 500-mb "lows/vorticity centers" from the numerical model forecasts based on data 
from 1200 UTC 17 April 1992. Only the 12 and 48-hour forecast positions are shown. The latter is valid at 
1200 UTC 19 April 1992. The forecast times and models are indicated. Plotting key for each model is given 
in the Fig .. (b) Same as (a) except for the "sea level" lows. Note, only the 48-hour forecast is plotted. 
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Figure Sc. "Verifying analyses" from the step-mountain coordinate initialization valid 1200 UTC 19 April 
1992. The top panel is the 500-mb heights (solid) and vorticity (dashed). The lower panel is the sea-level 
isobars (solid) and 1000-500-mb thickness (dashed). Note the features at both the northern and southern 
portions of the synoptic-scale progressive long-wave trough. 
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Figure 6. Conceptual model of a low zonal wavenumber to high zonal wavenumber transition event; or, 11 3/5" 
breakdown, on the 500-mb constant pressure surface. The continuous arrow represents a streamline of the axis 
of the polar jet stream westerlies. (a) depicts the wave 3 state, and (b) the wave 5 state. 
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Figure 7. Actual analyses of the, 500-mb Northern Hemispheric constant pressure surface for our snowstorm 
case. (a) is the analysis the only retains waves 0 through 5, valid 0000 UTC 15 April 1992. Note the 
similarity to Fig. 6(a). (b) is the same as (a) except it is the actual "unfiltered" height field. Again, observe the 
well-defmed wave 3 structure. (c) is the "unfiltered" analysis valid 0000 UTC 20 April !992. Full breakdown 
has occurred, and observe the meridional structure of the trough in the central U.S. 

346 



Radar-Derived Rainfall Products: 
Operational Use and Research Projects in Colorado 

Matthew Kelsch· 
Forecast Systems Laboratory 

NOAA/Environmental Research Laboratory 
Boulder, Colorado 

•Affiliated with the Cooperative Institute for Research in the Atmosphere (CIRA) 
Colorado State University, Fort Collins, Colorado 

1. INTRODUCTION 

Accurate analyses and forecasts of heavy 
rainfall and flood potential are priorities in 
the modernized National Weather Service 
Forecast Office (NWSFO). Using data on 
advanced meteorological .workstations and 
the Weather Surveillance Radar-1988 
Doppler (WSR-88D), precipitation guidance 
will contain much greater spatial and 
temporal resolution. At the Forecast 
Systems Laboratory (FSL) in Boulder, 
Colorado, de~elopment of advanced forecast 
tools, including those providing 
radar-derived rainfall information, has been 
an important part of workstation and 
radar -algorithm development. 

Radar-derived rainfall accumulation and 
flash flood guidance products are based on 
the Next Generation Weather Radar 
(NEXRAD) Precipitation Processing 
Subsystem (PPS) and the Flash Flood 
Potential (FFP) algorithms. These 
hydrometeorological algorithm packages 
integrate hydrologic data with radar-derived 
information from the WSR-88D to provide 
rainfall and flash flood guidance (Hudlow et 
al., 1991). The algorithms have been under 
development and evaluation at FSL since 
1986. Real-time use of PPS products for 
the Denver NWSFO and FSL began in May 
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1988, and real-time. use of FFP products 
began in 1990. PPS products have gained a 
reputation of being an effective and essential 
method for depicting the character of intense 
convective rainfall, whereas FFP products 
have received a more mixed review. 

In this study PPS and FFP are evaluated for 
strong convective precipitation events. 
Limitations include (1) problems associated 
with vertical distance of the radar beam 
above the ground and horizontal distance 
from the radar; (2) a fixed 
reflectivity-rainfall rate (Z-R) equation; (3) 
poor resolution of convective rainfall by rain 
gauge networks, thus resulting in 
unrepresentative radar bias adjustments; (4) 
bright band contamination; (5) coarse 
resolution of the River Forecast Center 
(RFC) flash flood guidance; (6) ambiguity in 
the FFP product information; and (7) 
hail-enhanced reflectivity and the associated 
maximum reflectivity threshold. 

Research at FSL focuses on the problems 
associated with hail reflectivity and the 
maximum rainfall rate threshold. A method 
for distinguishing typical strong convective 
activity from unusually intense rainfall 
events is being developed within the Local 
Analysis and Prediction System (LAPS) at 
FSL. It involves the incorporation of 



information about the pre-storm environment 
to determine the appropriate threshold for 
maximum rainfall rate. Data from 
atmospheric soundings, the Mesoscale 
Analysis and. Prediction System (MAPS), 
LAPS, and surface observations are run 
through a decision tree that relates the 
ambient conditions to the expected 
maximum rainfall rates. 

2. OPERATIONAL USE OF PPS AND 
FFP 

2.1 Data 

2. 1.1 Real-time Data 

The WSR-88D prototype radars used near 
Denver are National Center for Atmospheric 
Research (NCAR) 10-cm Doppler radars: 
the CP-2 radar, used from 1985 to 1989, 
and the Mile High radar, used since 1989. 
The real-time PPS radar-derived 
accumulation products were generated using 
the CP-2 radar during the summers of 1988 
and 1989. PPS and FFP products were 
derived from the Mile High Doppler radar 
for 1990-1992. Text products produced by 
the Denver NWSFO forecasters (i.e., special 
weather statements and flash flood and 
severe weather statements and warnings) 
were valuable for assessing their use of 
other real-time data in addition to the radar 
products. This additional information 
included surface avmtton observations 
(SAO), public and police reports received 
during the event, and 5-minute automated 
weather information (including rain gauge 
reports) from the FSL 22-station mesoscale 
network (mesonet) located within 150 km of 
the radar site. 

Written comments about the initial 
experiences with PPS at the first WSR-88D 
sites have also been reviewed at FSL. 
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These sites are Twin Lakes, Oklahoma, and 
Melbourne, Florida. 

2.1.2 Archived Data 

Radar-derived rainfall products, raw radar 
data, and numerous other meteorological 
data have been saved for a number of cases 
since 1985. The Program for Regional 
Observing and Forecasting Services 
(PROFS), now part of FSL, began 
evaluating PPS products in 1986. Archived 
data in addition to the radar data included 
public and police reports (NOAA, 1985), 
NWS follow-up rainfall surveys, SAO and 
mesonet reports, NWS text messages, and 
atmospheric sounding data. 

A number of Colorado strong convective 
events have been studied in detail, including 
a flash flood event (19 July 1985) and a 
severe weather event (18 June 1987) that 
occurred before the PPS products were 
available in real time. PPS and FFP 
products were generated after the fact for 
these cases. All other cases were archived 
and restored as they appeared in real time. 
The events included detailed case studies of 
severe weather/no flash flood scenarios, 15 
June 1988, 6 June 1990, 11 July 1990, 6 
June 1991 , as well as heavy rain/flash 
flooding scenarios, 3 June 1989, 29 July 
1989, 17 August 1990, 31 May-1 June 
1991, 22 July 1991, 25 July 1991, 18 
August 1991, and 23-24 August 1992. 

2.2 Reliability 

An FSL survey of Denver forecasters in 
1988 following the first summer season of 
real-time PPS products showed the 
radar-derived rainfall information to be the 
most highly regarded NEXRAD-type 
products in Denver (Walker and Heideman, 
1989). This reputation was gained even 
though an inappropriate setting of the 



maximum rainfall rate threshold early in the 
season caused significant overestimation of 
rainfall in several events. The qualitative 
information in the spatial and temporal 
resolution of convective rainfall outweighed 
the potential quantitative inaccuracy. Since 
1988, the quantitative reliability has 
improved somewhat, and the PPS products 
continue to gain popularity as an analytic 
and forecasting tool during heavy rain 
events. Special weather statements issued 
by the Denver NWSFO demonstrate the 
reliance on the PPS products during heavy 
rain events. During the first summer the 
products were available, 1988, the PPS 
output was rarely sited as a source of 
information during heavy rain events. By 
the summer of 1990, PPS was an important 
source of information on at least 13 out of 
14 days when heavy rain and flooding were 
the focus of the special weather statements 
or warnings. 

The first NEXRAD sites in Oklahoma and 
Florida have provided positive feedback 
regarding the rainfall guidance (Amburn .and 
Fortin, 1992). In a National Weather 
Association (NW A) publication (NW A, 
1991), the 3-h rainfall accumulation product 
in Florida was described as performing 
"nearly flawlessly." 

Radar-derived accumulations at point 
locations agree with the gauges to within a 
factor of two roughly 75% of the time, 
based on Colorado data (Rasmussen et al., 
1989). This is consistent with the findings 
of Wilson and Brandes (1979). Although 
this agreement may not seem particularly 
impressive, several points should be noted. 
First, the radar information provides 
mesoscale detail about rainfall distribution 
that is not available from gauge networks. 
Second, comparisons with gauges can be 
very misleading because of frequent 
problems associated with automated gauge 
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reports, especially during thunderstorm 
activity, and because gauges do not 
necessarily measure a representative sample 
of rainfall in convective storms. 

FFP products have not enjoyed the same 
acceptance as the PPS products. Part of the 
reason is that they have been available for 
less time and the algorithm has suffered 
several outages, resulting in its being 
considered less dependable by forecasters. 
However, there are more scientifically based 
reasons as well. The information is not as 
basic as the rainfall accumulations in PPS. 
Data and methodologies used to compute the 
final products are less reliable on the 
convective scale than simple radar-derived 
accumulations. 

2.3 Limitations 

2.3.1 PPS 

Limitations within the PPS algorithm are 
related mostly to deriving a representative 
rainfall rate from radar data. Problems 
arise from ( 1) changes associated with 
vertical and horizontal distance, (2) Z-R 
equation coefficients, (3) unrepresentative or 
unreliable rain gauge information, (4) bright 
band contamination, and (5) hail-enhanced 
reflectivity and the maximum rainfall rate 
threshold. 

Differences between the radar-measured 
sample at some elevation above the ground 
and the precipitation measured by rain 
gauges at the ground can be caused by 
evaporation, accretion, or horizontal 
advection of hydrometeors in the vertical 
column. Evaporation of precipitation below 
the radar beam is particularly troublesome in 
the weak-moderate intensity areas of 
convective storms. These problems increase 
as the distance between the radar beam and 
the ground increases. The distance of the 



radar beam above the ground increases as 
the distance from the radar increases. This 
range degradation is further enhanced by 
nearby terrain features that block the lowest 
radar beams. 

The coefficients of the Z-R equation can 
introduce limitations if they are 
inappropriate. Our experience in Colorado 
suggests that the NEXRAD Z-R equation, 
Z=300RL', where Z is the reflectivity and R 
is the rainfall rate in millimeters per hour, is 
appropriate for warm-season convective 
storms. Some of the problems seemingly 
associated with Z-R equations may be 
caused by range degradation and beam 
blocking. 

Rain gauges used to calibrate the radar 
accumulations in real time may be adversely 
affecting the quantitative reliability. Even 
dense rain gauge networks often do not 
accurately resolve the nature of convective 
precipitation events and thus may result in 
computation of an unrepresentative "radar 
bias." This is compounded by electronic 
data contamination and mechanical 
malfunctions that automated rain gauges can 
experience during intense weather events. 
For more information about the gauge-radar 
comparisons and the limitation involved, see 
Austin (1987), Albers et al. (1989), and 
Kelsch and Walker (1989). 

A melting layer results in a region of 
enhanced reflectivity because the melting 
snowflakes appear as large raindrops to the 
radar. These "bright band" events are 
uncommon during the warm season; 
however, they do occur, and can be more 
difficult to identify in convective situations 
than in cool-season stratiform events. 

Perhaps the most troublesome limitation is 
the result of hail contamination and the 
subsequent maximum rainfall rate threshold 
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(Kelsch, 1992). The presence of hail in 
strong convection greatly enhances the radar 
return above that which would be seen if all 
the hydrometeors were liquid. The Z-R 
conversion to rainfall rates will thus result in 
anomalously high rainfall rates in echo areas 
with hail. Since the rate of increase in the 
rainfall rates with respect to echo intensity is 
exponential (Table 1), the enhanced radar 
return caused by hail can easily cause 
overestimations in rainfall rates by an order 
of magnitude. To minimize the unwanted 
effects of hail reflectivity, a threshold is 
used to place a cap on the maximum rainfall 
rate permitted in the algorithm processing. 
This threshold is based on the local 
climatology of the particular site. Thus, it 
is selected to represent the typical strong 
convective event. Unfortunately, this 
creates a new limitation in that unusually 
intense rainfall rates will be underestimated 
as a result of the threshold. In Colorado, a 
fixed threshold of 63 mm/h (2.48 in/h) 
performs quite well for most thunderstorm 
days. On a few occasions each summer, a 
value of 100 mm/h (3.94 in/h) would be 
more appropriate, and values up to 200 
mm/h (7.87 in/h) are observed on rare 
occasion every few years. These rare events 
will be somewhat underestimated when 
using the threshold for typical strong 
convection. This is unfortunate, since these 
atypical events are more likely to result in 
flash flooding. Thus, two potentially 
significant limitations that are associated 
with strong convective storms are, the 
overestimated rainfall rates caused by the 
presence of hail, and the underestimated 
rainfall rates in rare heavy rain events 
caused by the threshold designed to correct 
the overestimation problem. 

2.3.2 FFP 

Limitations in the FFP product include ( 1) 
ambiguity in the information presented as 



the Critical Rainfall Probability (CRP), and 
(2) questionable reliability of the River 
Forecast Center (RFC) guidance used to 
generate the !/40th Limited Fine Mesh 
(LFM) grid products. 

The CRP is defined as the "probability that 
the RFC flash flood guidance for a 
particular gridbox has been met or exceeded 

· by the actual precipitation." This value is 
50% when the radar-derived precipitation 
equals the RFC guidance. This . definition 
could be misleading since a 50% CRP could 
be interpreted to mean there is only a 50% 
chance that the RFC guidance has been met, 
or the accumulation equals only 50% Of the 
guidance. The RFC guidance itself has been 
of questionable quality. Currently only one 
value of flash flood guidance represents 
entire counties, even counties with great 
variation in terrain characteristics and/ or 
land use. The spatial resolution of the CRP 
product, 1/40th LFM, is misleading since 
the input data are much coarser than that. 
Better representation of local runoff 
characteristics on the !/40th LFM grid scale 
is under development at the RFCs. 

3. RESEARCH PROJECT: MAXIMUM 
RAINFALL RATE DECISION TREE 

To improve the accuracy of the maximum 
rainfall rate in the PPS processing, 
meteorological information about ambient 
conditions needs to be incorporated. It has 
been noted in the Denver area that atypical 
heavy rain events often have certain 
characteristic features observed ' in the 
atmospheric sounding and the surface data 
that differ from typical strong convection 
characteristics. Sounding-derived 
parameters, · rainfall reports, surface 
observations, and data from MAPS and 
LAPS were collected and evaluated for this 
research. Maximum observed surface 
rainfall rates were ' correlated with these 
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local data to determine a relationship 
between rainfall rates and ambient 
conditions. The assumption is that given a 
certain set of atmospheric parameters, there 
should be a certain corresponding rainfall 
rate, regardless of site. 

Using the guidance from the literature, a 
decision tree was developed for determining 
the maximum rainfall rate. These data 
represent a cross section of Climate regions 
across the United States. The decision tree 
determines how to alter the reflectivity 
threshold to . allow the rainfall rate to 
change. The logic is that the reflectivity 
threshold would be set at a representative 
value for the particular site, and would vary 
from that value based on information 
processed in the decision tree. 
Consequently, the maximum rainfall rate 
would be correlated with the observed 
meteorologi~al conditions rather than set 
with a climatologically based threshold. 

3.1 Sounding and Maximum 'Rainfall 
Rate Data 

Sounding data were collected for the various 
yvents in the local area. All the Colorado 
events listed iri section 2.1 were used as part 
of the data base for the development of the 
decision tree except for 29 July 1989. This 
case was used to verify the decision tree 
because of the atypically high rainfall rates 
and accumulations that occurred and the 
excellent verifiqJ.tion. 

Other · sounding data were collected 
throughout the summers of 1991 and 1992 
that represent marginal flooding events, 
nonsevere/no-flood storms, and high-based 
dry microburst type storms. Sounding and 
rainfall data from the Cooperative Hunstville 
Meteorological Experiment (COHMEX) 
were examined. The COHMEX data set is 
from northern Alabama and south-central 
Tennessee for June-July 1986 (Williams et 



a!., 1987). Sounding and rainfall data from 
Massachusetts during Hurricane Bob on 
18-19 August 1991, were reviewed as well. 
New England convective rainfall information 
(Austin, 1987) and sounding-derived and 
surface parameters for western United States 
floods (Maddox et a!., 1980) were studied 
for comparison with our local data. 

3.2 Results 

We are still evaluating the maximum rainfall 
rate decision tree. The first event that the 
method was tested on was a local CP-2 
radar case from 29 July 1989. PPS 
guidance during the event indicated ::::100 
mm (3.94 in) of rainfall accumulation in a 
5-6 h period of several hundred square 
kilometers of rural Weld County on the 
northeast plains of Colorado. A small area 
of <:150 mm (5.91 in) was indicated by 
PPS. An after-the-fact rain gauge survey in 
the area indicates the area of <:150 mm 
accumulation was more than an order of 
magnitude greater than the area indicated in 
the PPS product. Five gauge sites reported 
> 200 mm (7. 87 in) in a 50 km' area. 
Figure 1 shows an isohyet analysis using 29 
gauge sites from the Denver NWSFO storm 
survey, and Figure 2 is a contoured 
reproduction of the PPS guidance in the 
same area. 

Sounding and surface data from before 
storm development were processed by the 
maximum rainfall rate decision tree. A 
threshold of 88 mm/h (3.46 in/h) was 
generated, which is 25 mm/h (0.98 in/h) 
greater than the standard Colorado threshold 
of 63 mm/h (2.48 in/h). PPS products were 
generated with the new rainfall rate 
threshold as seen in Figure 3. Comparing 
Figures 1 and 3 shows that the PPS 
accumulation guidance using the adjusted 
rainfall rate threshold verifies much better in 
terms of the greatest amount and the area of 
<:150 mm accumulation. 
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4. SUMMARY 

Radar-derived precipitation guidance has 
been very useful during heavy convective 
precipitation events. The limitations 
discussed were associated mostly with range 
degradation, derivation and calibration of 
representative rainfall rates, and realistic 
small-scale flash flood characteristics in the 
RFC guidance. Despite the limitations, the 
quality of the high-resolution spatial and 
temporal data promises to be a great benefit 
to hydrometeorological forecasting in the 
modernized NWS. 

The output from the PPS algorithm provides 
more accurate information when the current 
ambient conditions are incorporated into the 
processing. Rainfall rates in strong 
convection have been shown to vary 
considerably within one local area. This is 
particularly true in the more continental 
climatic zones of the central and western 
United States. It is the occasional departure 
from the climatologic normal that may 
represent the flood-producing rainfall rate. 
When the PPS maximum rainfall rate 
threshold is based on climatology, these 
atypical--but important--events may be 
inadequately depicted. Additional data 
from surface observations, LAPS, MAPS, 
and RAOBs have been shown to improve the 
PPS representation of events associated with 
atypically heavy rainfall rates while having 
minimal impact on typical events, as 
desired. 

The methodology presented is an example of 
how the modernized NWS can benefit from 
integrating the wealth of existing 
meteorological and climatological data into 
the new software tools. In addition to 
improving the day to day performance of 
algorithms like PPS at a given site, we can 
also gain an understanding of algorithm 
performance at sites where prior experience 
is limited. This is accomplished through 



knowledge of the climatology of a given 
site, and how that will likely impact 
algorithm performance based on similar 
meteorological situations at experienced 
sites. 
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Fig. 1. Isohyet analysis of the rain gauge 
survey from 29-30 July 1989. Twenty-nine 
gauge sites are depicted. The"•" is the Gree
ley rnesonet site that is also marked in Figs. 2 
and 3. 
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TABLE I 
Rainfall rate R in mm/h 
(inches/h) derived from 

Z = 300R1 • 

dBZ R 

20 
25 
30 
35 
40 
45 

50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 

0.5 (0.02) 
1.0 (0.04) 
2.4 (0.09) 
5.4 (0.21) 

12.3 (0.48) 
27.9 (1.10) 

63.4 (2.50) 
74.7 (2.94) 
88.1 (3.47) 

103.8 (4.09) 
122.4 (4.82) 
144.2 (5.68) 
170.1 (6. 70) 
200.5 (7.89) 
236.4 (9.31) 
278.6 ( 10.97) 
328.1 ( 12.92) 
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Fig. 2. Radar-derived rainfaiLa~c.umulation _____ Eig.-3.-Radar-derived-rainfall-accumulation,-----
----,(mmffrom 1'9-30 July 1989 using a threshold (mm) from 29-30 July 1989 using an adjusted 

maximum rainfall rate of 63 mmfh. The • is threshold maximum rainfall rate of 88 mm/h. 
at the Greeley site. The • is at the Greeley site. 
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Opportunities for Improved Warnings and Forecasts of 
Heavy Rain Events in Southeast Texas 

David C. Schwertz and Bill Read 
National Weather Service Office 

Houston, Texas 

On January 5, 1993, WSO Houston began 
hydrologic services for southeast Texas. Due 
to the extreme size of the area currently 
being serviced by the hydrologist in San 
Antonio, a new area is being created in 
Southeast Texas (Figure 1). The southeast 
Texas Hydrologic Service Area will consist 
of the following basins; the lower Sabine 
River basin, the lower Neches River basin, 
the lower Trinity River basin, the lower 
Brazos River basin, the lower Navasota 
River basin, and the entire San Jacinto and 
San Bernard river systems. These are among 
the most hydrologically active basins in 
Texas. 

The Houston hydrologic service area is an 
area that is prone to flooding with the 
potential for extreme property damage and 
loss of life. Moreover flooding is the single 
most costly weather related event in 
southeast Texas. The Service Hydrologist 
was brought aboard at a time when southeast 
Texas was experiencing some of the most 
devastating flooding since records have been 
kept. Every river system from the Trinity 
River westward was in flood as well as 
many reaches along the Neches and Sabine 
Rivers. Over 24 new floods of record were 
set, at least 12 reservoirs set new pool 
elevations, and over 64 counties in Texas 
were declared disaster areas due to the 
severity of the flooding .. 

With the assumption of hydrologic service 
responsibility we have an excellent 
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opportunity to utilize a feature of the WSR-
88D radar that could greatly enhance the 
forecasting of heavy rain events. This is the 
precipitation processing subsystem. These 
algorithms produce three very hydrogically 
useful products, the 1 hour, 3 hour, and 
storm total precipitation displays. All three 
products are available in 16 data level, 1.1 
nautical mile resolution, out to a range of 
124 nautical miles. The 1 hour precipitation 
product is generated 54 minutes after the 
radar first detects precipitation and is 
updated every volume scan (5 to 6 minutes). 
The 3 hour precipitation product is available 
three clock hours after precipitation is 
detected and updated every clock hour. The 
storm total precipitation product is also 
available after the first volume scan and 
updated every volume scan. These products 
not only give an estimate of the amount of 
rain that has fallen over a particular area, 
but shows the aerial distribution pattern of 
the rainfall. Figure 2 is a four panel chart 
showing an example of a base reflectivity 
product and each precipitation product. 
There is also the ability to overlay a number 
of maps such as rivers and river basins on 
these products, or any product generated by 
the WSR-88D. Figure 3 shows the rivers 
and river basin overlay for Southeast Texas. 

At WSO Houston we are fortunate in that 
we do not have to rely solely on the 
precipitation processing algorithm for 
rainfall data. We have access to a number of 



automated rain gage systems in our area 
with which to judge the accuracy of the 
algorithm. We have instant access in real 
time via PC. Due to the large number of 
bayous and streams in Harris County, the 
system with the densest network is Harris 
County Flood Control District (HCFCD). 
This system of over seventy gages covers all 
of Harris County, including the city of 
Houston, and provides stream height as well 
as precipitation data. Figure 4 is the overlay 
we have created with the locations of the 
HCFCD gages to be used with WSR-88D 
products. We have used this system for 
comparison on a number of occasions. 

The enormous benefit of having access to an 
alert system such as HCFCD was shown on 
March 4, 1992 when we had a significant 
rainfall event over Southeast Texas. Over 8 
inches of rain fell in a four hour period over 
already saturated ground. Figure 5 is an 
isoheythal map of the 24 hour rainfall over 
Harris County taken from the HCFCD 
gages, however the bulk of this rainfall 
occurred in approximately a four hour 
period between 10:30 am and 2:30pm. The 
result was widespread flooding, with the 
worst occurring when White Oak and 
Buffalo bayous came out of their banks and 
merged. This produced massive flooding 
over Interstate 10 and Interstate 45 shortly 
before the evening rush hour. More than 
4000 vehicles were damaged with over 400 
completely submerged and 1000 homes 
sustained some degree of flood damage. The 
use of data from HCFCD proved invaluable 
in this event and helped us to provide a 
warning with a 2 hour lead time. 

To show how the precipitation processing 
subsystem has performed we will look at 
several examples of the products and 
compare them to data from HCFCD. On 
Easter Sunday, April 20, 1992 a line of 
thunderstorms moved across the area with 
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one of the storms orgamzmg into a 
supercell. This storm produced heavy 
precipitation, baseball sized hail, and a brief 
tornado. Figure 6 is a four panel chart 
showing base reflectivity for three 
consecutive hours noting the progress of the 
storm across Southern Harris County with 
the last panel showing the corresponding 3 
hour precipitation product. Figure 7 is a 
blow up of the Harris County portion of the 
three hour precipitation map annotated with 
the rain gage data from HCFCD for the 
same time frame. Even though there was 
some hail contamination, as noted by the 
higher totals in pink, the algorithm did a 
very good job in estimation the rainfall. 
The next event is a summertime convective 
event with isolated rainfall in Northern 
Harris County. Figure 8 is the 3 hour 
precipitation map with associated amounts 
from HCFCD which again shows fairly 
good agreement between the algorithm and 
ground truth. Note how well the WSR-88D 
picked up the small area of 3 plus inches in 
North Central Harris County. Figure 9 show 
another summertime convective event with 
isolated moderate amounts embedded in 
more widespread lighter accumulations. This 
is a storm total precipitation map again with 
the corresponding amounts from HCFCD. 
As you can see .there is generally good 
correlation between the algorithm and the 
actual gage data. 

While the precipitation processing algorithm 
has done a fairly good job, this is a new 
system and not without some drawbacks. 
The storm total precipitation portion of the 
algorithm will not reset itself until there is at 
least one hour without precipitation being 
detected within the entire 124 nautical mile 
range. In Southeast Texas, during the 
summer, that is not very likely. Figure 10 
indicates what happens when you have a 
number of days without the algorithm 
resetting. This is a storm total precipitation 



map covering a 5 day period. Note rainfall 
maximum near PSX, 12.9 inches as 
indicated in the upper right comer of the 
map. Even though the total during that 
period was close to what was indicated, they 
did not have continuous rain during the 
period indicated by the map, and you get no 
indication from the product what the time 
frame was. To resolve this problem for the 
time being, we can force the algorithm to 
reset by manually increasing the clutter 
suppression to a maximum. It would be 
beneficial however, if in future software 
upgrades some sort of reset could be 
programmed in. 

Figure 11 is a storm total precipitation 
product covering a two day period that 
shows another limitation of the precipitation 
products, hail contamination. This map 
shows a 6 inch center near Belleville and a 
7 inch center near Sealy. The actual 
amounts during this time frame are noted on 
the map and are almost half of what was 
indicated. This is a problem that should be 
improved in stage 2 when real time gage 
data is incorporated into the precipitation 
estimates and used to compute a bias to be 
applied to the final product. 

Figure 12 shows a problem you can have 
with anomalous propagation. This is a four 
panel chart showing the 0.5 degree slice in 
the top left frame, the 1.5 slice in the top 
right, and the corresponding one hour 
precipitation map in the bottom left. Note 
that the area of high reflectivity in extreme 
Southeast Texas disappears in the 1. 5 degree 
slice, while the area to the north of the radar 
remains. Also note that the one hour map 
indicated an area of one plus inches along 
the Jefferson/Orange county line. The 
bottom right panel shows a blow up of the 
reflectivity area in Southeast Texas to note 
the 60 DBZ area near Beaumont. 
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Figure 13 shows the storm total map for 
Harris County with the corresponding gage 
data from HCFCD for a 22 hour period on 
November 1, 1992. A system moved fairly 
rapidly through the area that day, and while 
the amounts indicated in the northern parts 
of the county look good, in the southern part 
of the county the algorithm dramatically 
underestimated the amount of rainfall that 
actually occurred. This is a problem that we 
have encountered several times, and seems 
to occur when there is a large portion of the 
rainfall that is stratiform. This may be a 
particularly difficult problem to resolve 
since the amounts look good in one area and 
bad in another at the same time. 

Future plans call for the continued 
interfacing with the automated gages in our 
area. There is currently a very close 
relationship and spirit of cooperation 
between the staff at WSO Houston and 
HCFCD. We coordinate closely on the 
issuance of flood warnings and statements in 
Harris County. HCFCD has plans to 
subscribe to one of the NIDS vendors and 
this will further enhance the cooperation and 
coordination between both offices. We also 
have access to automated gage systems in 
Jefferson County to our east and 
Montgomery County to our north. The 
Brazos River Authority has plans to 
establish a small system of gages along the 
Lower Navasota River, with current plans 
calling for them to be of the automated type. 
This is an area of ranch land prone to 
flooding with the potential for large loss of 
livestock and equipment. There is also an 
excellent opportunity for scientific research 
in conjunction with Texas A&M University 
(TAMU). The university owns its own 
doppler radar with many of the same 
capabilities as the WSR-88D. They also 
have plans to establish a rain gage network 
in a 40 mile radius of their radar as well as 
a number of automated meteorological data 



collection platforms. Currently WSO 
Houston and T AMU are involved in three 
collaborative studies, following a· spring 
1992 data collection effort. Plans are being 
formulated for the 1993 season. 

This brief overview of the precipitation 
processing subsystem gives an excellent 
indication of the value as tool in 
hydrological services as well as indicating 
and forecasting heavy prec1p1tation. 
However, there is also an excellent 
opportunity for research as well. 

-----
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A Meteorological Analysis of an "Instability Burst" that Produced 
Short-Term Heavy Convective Snow in the Lower Ohio River Valley 

Jeffrey M. Medlin 
National Weather Service Forecast Office 

Charleston, West Virginia 

ABSTRACT 

The Instability Burst (IB), as defined by (Scofield 1990), is one of the primary mechanisms for producing heavy 
rain or snow from Extratropical Cyclone Systems (ECSs). Satellite imagery is a viable means of detecting, tracking 
and forecasting the "real time" evolution and development of ECSs as they relate to "Nowcasting" such events. 
Furthermore, when satellite imagery is combined with various analyses of instability. regions that are apt to undergo 
rapid destabilization can be identified. 

During the afternoon and early evening hours of December 27, 1990, an evolving ECS produced colder cloud-tops 
over parts of the Indiana-Kentucky-Ohio border region. The colder tops corresponded to moderate to heavy rates 
of snowfall (1.0-2.0 in hr"1 or 2.5-5.0 em hr"1) as they "bu'rst" their way into existence and moved over the region. 
Subsequent investigation of surface reports during the 12-hr period verified the occurrence of isolated snowfall totals 
that ranged as high as 8 to 10 inches (20-25 em) over portions of the aforementioned areas. 

The case study depicts a typical vorticity rich mid-latitude synoptic scale overrunning environment that provided 
the ideal conditions for mesoscale destabilization. This paper will focus on the relationship between the evolution 
process of this particular ECS cloud pattern and the generation of localized "bursts" of instability that ~esulted in 
heavy convective snow. An in-depth meteorological analysis of several constant pressure levels will be presented, 
with special attention given to the relationship between the satellite event evolution, moisture availability and 850 
mb equivalent potential temperature (8,) advection. In addition, Quasi-geostrophic theory will be used to locate 
regions of forced vertical mesoscale ascent and to determine the depth of the vertical forcing. 

1. INTRODUCTION 

Operational and research meteorologists at 
both the National Environmental Satellite, 
Data and Information Service (NESDIS) and 
the Forecast Branch of the National 
Meteorological Center (NMC) have 
attempted to categorize various mesoscale 
cloud features that occur within synoptic 
scale weather systems that produce heavy 
precipitation. These various mesoscale 
cloud features are often referred to as 
Extratropical Cyclone Systems (ECSs) 
(Scofield 1990). ECSs range in size from 
subsynoptic-scale waves and vortices to the 
familiar large scale comma heads that often 
accompany rapidly deepening cyclones. A 
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possible relationship is thought to exist 
between sudden localized bursts of 
atmospheric instability (IBs) and the 
evolution process of ECS cloud patterns 
(Scofield 1990; Scofield and Robinson 
1990). This scenario often results in 
localized heavy precipitation bands that 
suddenly produce heavy rain or snow over 
small areas (Herzegh and Hobbs 1980; 
Houze eta!. 1981; and Sanders 1984). 

The ECS cloud pattern in this particular case 
represents an example of a subsynoptic-scale 
wave in an overrunning zone. This paper 
will explore the possible relationship that 
existed between the evolution process of this 
particular ECS, and the generation of 



mesoscale vertical ascent regions, which 
resulted in isolated heavy snow. Particular 
attention will be given to the relationship 
between heavy snowfall, moisture 
availability, and the advection of 850 mb 
equivalent potential temperature (e,). In 
addition, quasi-geostrophic theory will be 
used to examine the depth of vertical 
forcing. A general synoptic overview, along 
with a series of satellite images is presented 
first, followed by more detailed analyses. 
No surface cyclogenesis or rapid surface 
pressure falls were evident for this case. 

2. DATA CONSIDERATIONS 

Surface and upper air data were provided by 
a number of sources. Upper air data were 
supplied by the National Climatological Data 
Center (NCDC) in Asheville, NC. 
Additional upper air and surface data was 
provided by the Mesoclimatology Data Base, 
at the Weather Service Forecast Office 
(WSFO) located in Albany, NY. Satellite 
imagery was donated by the Center Weather 
Service Unit (CWSU) located in Oberlin, 
OH. Other data, such as the GEMPAK 
(General Meteorological Data Assimilation, 
Analysis, and Display Software Package (as 
described by Koch et a!. 1983) analyses 
were provided by the Science Division of 
the Environmental Research Laboratories 
(ERL) in Boulder, CO. Finally, PC 
application software were used to create 
soundings and various analyses of 
instability. Among those used were: the 
SHARP Workstation (Skew-T/Hodograph 
Analysis and Research Program; Hart and 
Korotky 1991), and the NWS Southern 
Region Upper Air Program (Foster 1988). 

3. OBSERVED SNOWFALL 

Fig. 1 shows the 12-hour localized heavy 
convective snowfall maxima that was 
observed in the vicinity of the Indiana-
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Kentucky-Ohio border region ending at 0000 
UTC 28 December 1992. The heaviest 
snow fell across portions of southern 
Indiana, extreme northern Kentucky and 
southwestern Ohio. Of particular interest is 
the 8 to 10 in (20-25 em) snowfall maxima 
that fell along, and adjacent to, the Ohio 
River between Cincinnati, OH and 
Louisville, KY. 

4. EVENT EVOLUTION 

4.1 Synoptic Overview 

The NGM initial hour analyses of mean sea
level pressure and 1000-5000 mb thicknesses 
(Fig. 2a), at 1200 UTC 27 December 1990, 
depicts an extensive arctic anticyclone 
ridging southward along the East Coast from 
New England into Georgia. This pattern is 
indicative of the classic "cold-air damming" 
pattern (Richwein 1980). An extensive 
region of warm air advection is evident west 
of the Appalachian Mountains from the 
western Gulf Coast to the northern Great 
Lakes in the return circulation around the 
high. A weak inverted trough is indicated 
in the surface pressure pattern over 
Kentucky and Tennessee. The 1135 UTC 
Radar Composite Chart (Fig. 2b) revealed a 
broad swath of overrunning precipitation 
from the western Gulf Coastal region 
northward into western portions of the 
Lower Ohio Valley. At this time, surface 
reports indicated that the northern fringes of 
the radar echo pattern was falling as snow 
over southern Indiana and most of western 
Kentucky. 

A broad southwesterly wind flow pattern 
was observed at both the 500 mb (Figs. 3a 
and 3b) and 700 mb (Figs. 3c and 3d) 
constant pressure levels from the Southern 
Plains into New England at 1200 UTC 27 
December and 0000 UTC 28 December. 
An ill-defined "split-jet" structure was noted 
at the 500 mb level, with a baroclinic 



shortwave moving through the southern 
branch of the flow across northern Texas. 
By 0000 UTC, the 500 mb shortwave trough 
axis had lifted northeastward to a position 
over southern Illinois. 

At the 850 mb level, a strong anticyclone 
was located just off the southeastern Atlantic 
Coast (Figs. 3e and 3t). The feature 
remained in the overall synoptic pattern, 
showing little eastward displacement during 
the ensuing 12-hr period. This aided the 
development of an 850 mb warm front 
across the Gulf Coastal states (note the 
packing of 850 mb isotherms across 
Arkansas, Mississippi and Alabama at 1200 
UTC). The warm front steadily lifted 
northward into the Lower Ohio Valley by 
0000 UTC. 

Holton (1979) noted that horizontal 
deformation is an important process for 
increasing baroclinic instability in the 
vicinity of lower tropospheric warm fronts. 
This type of flow configuration provides 
strong warm air advection south of the 
warm front, with weaker warm advection to 
the north. The result is to increase 
baroclinic instability in the vicinity of the 
front by advecting the thermal field such 
that the isotherms become concentrated 
along the axis of dilatation. In this case, the 
increased 850 mb thermal packing and 
attendant horizontal deformation zone is 
evident across the Indiana-Kentucky-Ohio 
border region at 0000 UTC. 

4.2 Atmospheric Soundings 

To further support the assumption of 
increasing baroclinicity in the vicinity of the 
Indiana-Kentucky-Ohio border, the 1200 
UTC 27 December soundings from Dayton, 
OH (DAY) and Paducah, KY (PAH) are 
presented (Figs. 4a and 4b). Note, the large 
thermal and moisture contrasts that existed 
between the two stations at 1200 UTC. 
Prior to the arrival of warm moist upstream 
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air from P AH, a continental polar airmass 
was in place over DAY (Fig. 4a). Dew
point depressions were less than 5'C from 
the surface to 500 mb. A dry, cold 
inversion existed from the surface to about 
900 mb. Temperatures rose from -10.1 to 
-3.6'C through the depth of the inversion. 

In contrast, the PAH profile (Fig. 4b) was 
saturated from the surface to 600 mb. In 
addition, an isothermal layer was apparent 
between 850 and 800 mb. A strong 
baroclinic zone was developing between the 
two stations as winds veered strongly 
through a cold and dry boundary layer that 
was moistening with time. 

4.3 Wave Cloud Pattern Evolution 

Based on the examination of many ECS 
events with the use of satellite imagery, 
Scofield and Spayd (1984), and Scofield and 
Jiang Shi (1987) categorized the various 
"types of ECSs" into five basic categories 
for the purpose of short-range heavy 
precipitation prediction, and to aid in 
analyzing the location and magnitude of 
precipitation within the ECS cloud patterns. 
The five basic types of ECS cloud patterns 
are: 1) Comma Head; 2) Baroclinic Leaf; 3) 
Sub-synoptic Scale Waves; 4) Cloud Band; 
and 5) Overrunning. 

The ECS cloud pattern in this particular case 
represents an example of a sub-synoptic 
scale wave that evolved in an overrunning 
zone. This particular type of ECS cloud 
pattern normally evolves from an initial low 
amplitude fast moving transient wave cloud, 
into a mature, small scale comma (head/tail) 
before dissipating. The heaviest rain or 
snow is produced as the wave is evolving 
between the initial and mature stages 
(Scofield and Spayd 1984). 

The 6.7 micron water vapor imagery reveals 
the evolution of the comma feature between 
1200 and 1800 UTC. At 1200 UTC, an 



anticyclonically curved moisture plume 
extended from Oklahoma northeastward to 
the Eastern Great Lakes (Fig. 5a). A well 
defined 500 mb jet maxima, and associated 
vorticity maxima (X in Fig. 5a) were 
located over the Texas Panhandle. A dark 
region of midctropospheric subsidence (or 
dry slot) extended from New Mexico to the 
Oklahoma Panhandle. A 130 kt (65 m s·') 
300 mb jet core (dashed line in Fig. 5a) was 
migrating eastward across the Ohio Valley 
(discussed later in greater detail). By 1800 
UTC, the wave evolved into a comma
shaped cloud pattern, which exhibited 
pronounced anticyclonic curvature north of 
a well-marked inflection point (A in Fig. 
5b), with a corresponding increasing 
cyclonic orientation to the south. During 
the wave cloud evolution, the dry slot 
remained intact, west of the trough axis, 
never making the classic "cyclonic surge" 
east of the trough axis which is often 
associated with surface cyclogenesis 
(Weldon and Holmes 1990). Recall, no 
surface cyclogenesis was associated with this 
event. 

4.4 Infrared Imagery: The Appearance 
and Evolution of Colder Cloud-Tops 

As the subsynoptic-scale wave cloud neared 
maturity between 1800 and 2300 UTC, an 
area of enhanced colder cloud-tops (less than 
-52'C) appeared over southern Indiana. 
The convective tops increased in areal 
coverage, and continued to grow colder as 
they moved across southern Ohio and 
northern Kentucky. Infrared satellite 
imagery (MB enhancement curve), shown in 
Figures 6a-d, depicts the evolution of these 
colder cloud-tops from 2000 to 2300 UTC. 
Moderate to heavy rates of snowfall (I -2 in 
hr', or 2.5-5.0 em hr') were observed 
during this time, as the cold cloud-tops 
"burst". their way into existence, and crossed 
over the aforementioned areas. Although 
not shown, conventional WSR-57 (S-Band) 
radar overlays provided by the Weather 
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Service Office in Cincinnati, OH, revealed 
a banded structure in the VIP level 2 (30-41 
DBZ) reflectivity range between 2200 and 
0000 UTC as the inflection point of the 
wave cloud passed just south of the region. 
Soon after the passage of this feature, the 
upper air jet structure shifted cyclonically 
and the snow ended. 

5. DISCUSSION 

5.1 The Role of Jet Dynamics and 
Secondary Circulations 

The 300 mb analyses for 1200 UTC 27 
December, and 0000 UTC 28 December are 
shown in Figs. 7a and 7b, respectively. A 
130 kt (65 m s·') jet maxima transverse<! the 
Ohio Valley during the period. Note, the 
initial position of accelerating winds into the 
right entrance region of the jet core across 
the Southern Plains at 1200 UTC. Although 
there are several missing upper air stations 
for the 0000 UTC analysis, it can be 
surmised that between 1800 and 0000 UTC, 
the Indiana-Kentucky-Ohio border region 
was located within the right entrance region 
of the 300 mb jet core, and the associated 
ascending branch of a direct vertical 
circulation. 

As described by Beebe and Bates ( 1955), 
this quadrant of a straight jet structure is 
divergent. Mass continuity requires that 
upper level divergence be compensated for 
by convergence at a lower level, resulting in 
a net upward vertical motion through the 
layer. This type of direct vertical 
circulation results in sinking motion on the 
cold (cyclonic) side of the jet axis, and 
rising motion on the warm (anticyclonic) 
side of the jet axis (Uccellini and Kocin 
1987). In this case, it appears that this jet 
structure resulted in the local enhancement 
of upward vertical motion, and the creation 
of a deep region of tropospheric ascent. 



5.2 Moisture Availability and Low Level 
Inflow 

Scofield (1990) found that certain moisture 
criteria must be met before an ECS produces 
heavy rain or snow. Among these criteria 
are: 1) Surface-500 mb precipitable water 
(PW) values of >.50 in(> 1.3 em) and; 2) 
Surface-500 mb relative humidity values 
of greater than 50 percent. Although not 
shown, PW values increased from .22 in 
(.56 em) to .55 in. (1.4 em) at DAY during 
the 12 hour period. 

PW values are a useful tool for evaluating 
moisture depth through a given column of 
air. However, the K-Index, when properly 
used in conjunction with a full analysis of 
the vertical sounding, can also be an aid in 
diagnosing moisture content and convective 
instability of upstream air. Note, the K
Index relies solely on the 850 mb dew point 
and 700 mb dew point depression to sample 
moisture content. These two points may not 
be representative of the entire moisture 
profile. The K-Index accounts for 
convective instability by assessing the 
temperature differential between the 850 and 
500 mb constant pressure levels. Scofield 
(1990) documented the utility of the 
advection of the K-Index by the 850 mb 
wind field for detecting localized areas 
within ECS cloud patterns that are most apt 
to undergo rapid destabilization. Roughly, 
during the cold season, a K-Index value of 
10-20 has been found to be suitable for 
heavy snow, 20-30 for heavy rain, with 
values > 30 implying the possibility for deep 
convection. 

Fig. 8 illustrates the advection of K-Index 
by the 850-mb wind field at 0000 UTC 28 
December. As discussed earlier, the 1200 
UTC upstream sounding at P AH was much 
warmer than DAY, and deeply saturated. 
Note, that the 850-mb winds flow from 
higher ( +20) to lower ( + 10) K-Index values 
across the area that experienced the cold 

369 

cloud top expansion, and accompanying 
heavy snowfall rates during the afternoon. 
This conceptual model indicates the location 
of "maximum-advection" of low level 
unstable air, and reveals how the warm and 
moist ambient inflow air maximized 
moisture availability and convective 
instability to aid in the heavy snow 
production. 

5.3 850 mb Equivalent Potential 
Temperature Advection 

According to Scofield (1990), the positive 
advection of low level equivalent potential 
temperature (Theta-E Advection; TEA) is a 
useful tool in diagnosing potential heavy 
snow or rain areas when combined with 
satellite information. This quantity has 
proven to be the most insightful at the 850 
mb level or (700 mb in higher terrain of the 
western United States. TEA patterns remain 
conservative between successive upper air 
runs, thus making them somewhat 
"trackable". Scofield has further noted, that 
sudden localized bursts of convective 
instability, resulting · in heavy snow, are 
often associated with evolving ECS cloud 
patterns in the vicinity of TEA ridges or 
maxima. More specifically, in the presence 
of adequately cold thicknesses and boundary 
layer temperatures, heavy rain or snow has 
been observed to fall within the tight 
gradient region, approximately 1-3 degrees 
north of existing TEA ridge axes. Often it 
is necessary to make subjective 
interpolations of 12-hourly observed TEA 
fields with respect to time, and subsequently 
relate these TEA features to observed ECS 
cloud patterns. 

Figures (9a-b) reveal the GEMPAK derived 
TEA fields valid at 1800 UTC 27 
December, and 0000 UTC 28 December, 
respectively. The 1800 UTC analysis is an 
interpolation between the 1200 UTC 27 
December, and 0000 UTC December 28 
1990 data. Note, the location of the isolated 



heavy snow maxima (Fig. 1), with respect 
to the TEA ridge axis pattern shown in 
figures 9a and 9b. It is apparent, that as 
the TEA maxima shifted to the southeast 
across southern Kentucky into southwestern 
Virginia, the heavy snow fell within the 
tight gradient region located just to the north 
of the TEA ridge axis. 

5.4 850 mb Horizontal Wind and 
Moisture Convergence 

An additional lower tropospheric process 
that contributed to the production of locally 
heavy snow was the 850 mb horizontal wind 
convergence. Inspection of the 850 mb 
analyses (Figs. 3e-t) indicated speed and 
directional wind convergence was occurring 
upstream of DAY. Note, the 30 kt (15 m s· 
1
) wind at Jackson, MS (JAN), and the 10 kt 
(5 m s·1

) wind at Nashville, TN (BNA) at 
1200 UTC (Fig. 3e). By 0000 UTC, as a 
result of an intensified 850 mb pressure 
gradient, a 60 kt (30 m s·1

) wind was 
observed at BNA, and 20 kt (10 m s·1

) at 
DAY and HTS. Also, directional 
convergence for the same time is apparent 
west of the Central Appalachian Mountains. 
Figure lOa shows the objectively derived 
0000 UTC 28 December 850 mb horizontal 
wind divergence field (convergence depicted 
as negative values) generated by the 
Southern Region UA software. The figure 
depicts a maximum in horizontal 
convergence, with an east-west axis (dashed 
line) extending across northern North 
Carolina, southward into western Georgia. 
A secondary ridge is apparent to the 
northwest into northern Kentucky and 
southern Ohio. 

As lower tropospheric mass converges, 
moisture is usually forced to converge and 
pool in the same vicinity. This process 
would help to sustain a continual supply of 
low level moisture to a region experiencing 
enhanced upward vertical motion. Figure 
lOb shows the 850mb moisture convergence 
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valid at 0000 UTC, also generated by the 
Southern Region UA program. Similar to 
the horizontal wind convergence field, there 
appears to be a westward extension (dashed 
line) of increased 850 moisture convergence 
that was ridging from West Virginia into 
western Ohio. The heavy snow fell just to 
the north of this secondary axis (or within 
the tight gradient region on the cold side of 
the warm front) as it lifted northward 
between 1800 and 0000 UTC. 

6. QUASI-GEOSTROPHIC FORCING 

Since mid-latitude synoptic scale motions are 
nearly in hydrostatic and geostrophic 
balance, they are capable of providing a 
good description of the state of the 
atmosphere at any given instant. However, 
when forces act to destroy this balance (i.e., 
the structure of the thermal wind field), 
ageostrophic circulations arise to re-establish 
this balance (Barnes 1985). As discussed 
by (Barnes 1985, and Hoskins et a!. 1978), 
quasi-geostrophic vertical motion is a by
product of horizontal ageostrophic 
circulations, and serves as a good 
approximation to the total vertical velocity 
in synoptic scale weather systems. The Q
Vector was introduced to give a sense of 
vertical forcing that results from such quasi
geostrophic vertical motions (Barnes 1985). 
The quantity is defined as being equal to the 
rate of change of the horizontal potential 
temperature gradient that develops in an air 
parcel moving with the geostrophic wind, if 
the vertical velocity were zero. Where Q
Vectors converge, the tendency is for 
upward vertical forcing, and vice versa. 

The 700-mb Q-Vectors, and 700 mb 
divergence of the Q-Vectors (DIV Q) for 
0000 UTC 28 December are shown in Figs. 
lla and 11 b, respectively. A comparison of 
divergent/convergent Q-Vector maxima with 
existing areas of active precipitation as 
shown by the 2335 UTC Composite Radar 



Chart (Fig. 12) reveals a maximum in Q
Vector divergence along the back edge of 
the precipitation over western portions of 
Indiana, Kentucky and Tennessee. This is· 
consistent with where one would expect a 
change from ascent to subsidence. 
Corresponding! y, converging Q-Vectors 
imply upward vertical forcing across most of 
Ohio, and eastern Kentucky east of the 700-
mb shortwave trough axis (Fig. 3d). 

On satellite imagery for the same time (not 
shown), the Q-Vector divergence maxima 
over southwestern Kentucky matches the 
location at which the mid- and upper 
tropospheric jet orientation shifts 
cyclonically. Interestingly, the 2300 UTC 
Infrared satellite image (Fig. 6d) shows that 
colder convective cloud-tops are still present 
east of the zero isopleth, associated with the 
converging Q-Vectors, and associated 
tropospheric ascent. 

7. CONCLUDING REMARKS 

Certain satellite signatures can yield further 
clues as to whether or not a given ECS will 
generate an IB, and subsequently produce 
locally heavy rain or snow. A few 
signatures would include: 1) the presence of 
convectively colder cloud-tops, becoming 
colder with time; 2) the presence of a 
comma-shaped cloud pattern whose wave 
head becomes more anticyclonic with time, 
north of a well-marked inflection point; and 
3) the appearance of a comma or wave 
cloud tail which grows longer and colder 
with time. 

For this event, most of the snow fell on the 
anticyclonic side of the upper jet structure 
(as revealed by the satellite imagery) as the 
ECS cloud pattern evolved. Snowfall 
intensity increased as the wave cloud feature 
reached a maximum in curvature, while 
approaching from the southwest. 
Anticyclonic shear was enhanced south of 
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the jet axis as an intense upper tropospheric 
jet core passed north of the area of concern. 
With lower tropospheric mass convergence 
occurring in the same vicinity, a means was 
provided to drive the ascending/descending 
branches of a direct vertical circulation 
created by the jet structure. Additionally, 
an analysis of 700-mb quasi-geostrophic 
vertical forcing supports the argument for 
the existence of a deep region of 
tropospheric ascent. 

Moisture availability was also important in 
this case. As an 850 mb inflow jet 
developed, moisture availability was 
maximized at a time when the wave was 
evolving from the initial to mature stages. 
As Scofield (1990) noted, ECSs produce 
heavy rain or snow as they evolve between 
these two stages. The presence of warm 
moist ambient inflow, as demonstrated by 
increased K-Index and PW values at DAY 
during the 12-hr period, resulted in the 
region meeting the moisture criteria for an 
ECS to produce heavy precipitation as 
described by Scofield ( 1990). 

There exists a relationship between the 
production of IBs, and the evolution and 
deepening of ECS cloud patterns as 
observed by satellite. This case has 
demonstrated one such example. To fully 
understand and integrate this relationship 
into day-to-day operations, the forecaster 
must first be able to recognize and identify 
various types of ECS cloud patterns. 
Secondly, one must be able to understand 
the relationship between moisture 
availability and low level forcing. Finally, 
an overall understanding of the upper level 
jet structure is required to fully integrate 
observed satellite features such as cloud 
deformation zones, mid-and upper level 
fronts, jet streaks, or moisture plumes into 
a real-time forecast of heavy rain or snow. 
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Figure 1. 12-hr heavy snowfall (inches) ending 0000 UTC 28 December 1990. 

Figure 2a. NGM initial hour analysis of 
mean-sea level pressure (solid) and 1000-
500 mb thickness (dashed) for 1200 UTC 27 
December 1990. 
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Figure 2b. Radar Composite Chart for 
1135 UTC 27 December 1990. 



Figure 3a. Initial-hour NGM analysis of 500-mb heights (solid) and absolute vorticity (dashed) 
for 1200 UTC 27 December 1990. 

Figure 3b. Same as Figure 3a except for 0000 UTC 28 December 1990. 
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Figure 3c. Observed 700-mb heights (solid), winds, and isotherms (dashed) for 1200 UTC 
27 December 1990. 
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Figure 3d. Same as in Figure 3c except for 0000 UTC 28 December 1990. 
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Figure 3e. Observed 850-mb heights (solid), winds, and isotherms (dashed) for 1200 UTC 27 
December 1990. 
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Figure 3f. Same as in Fig 3e except for 0000 UTC 28 December 1990. 
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Figure 4a. Skew T/log P sounding from Dayton, OH (DAY) at 1200 UTC 27 December 1990 . 
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Figure 4b.· Same as Figure 4a except for Paducah, KY (PAH). 
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Figure Sa. 6. 7 micron water vapor satellite imagery for 1200 UTC 27 December 1990. The 
"X" indicates the location of the 500 mb vorticity maximum. Dashed line indicates 130 kt (65 
mls) contour of 300-mb jet core across the Ohio Valley. 

Figure Sb. Same as in Figure 5a except for 1800 UTC. The evolution of wave cloud pattern 
into comma-shaped feature since 1200 UTC is evident. Note the increasing 
(anticyclonic/cyclonic) curvature to the (north/south) of a well-marked inflection at "A". 
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Figure 6. Enhanced IR satellite imagery (MB enhancement curve) for: a) 2000 UTC; b) 2100 
UTC; c) 2200 UTC; and d) 2300 UTC December 27 1990. 
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Figure 7a. Observed 300-mb winds and isotachs (dashed; 20 kt contour imerval) for 1200 UTC 
27 December 1990. 

Figure 7b. Same as Figure 7a except for 0000 UTC 28 December 1990. 
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Figure 8. K-Index and 850-mb winds for 0000 UTC 28 December 1990 . 
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Figure 9a. Interpolated 850-mb eo advection (10' 'C sec·') for 1800 UTC 27 December 1990. 
(Values are manually interpolated between the 1200 UTC 27 December, and 0000 UTC 28 
December GEMPAK analyses. 
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Figure 9b. 850-mb e. advection for 0000 UTC 28 December !990 (units same as in Figure 9a). 
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Figure lOa. 850-mb divergence (IO·' sec·') for 0000 UTC 28 December 28 1990 
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Figure lOb. 850-mb moisture convergence (g kg·' hr' x 10) for 0000 UTC 28 December 1990. 

Figure lla. 700-mb Q-Vectors for 0000 UTC 28 December 1990. 
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Figure lib. 700-mb Q-Vector divergence (DIY Q; W" sec·' mb·') for 0000 UTC 28 December 
1990. 

Figure 12. Radar Composite Chart for 2335 UTC 27 December 1990. 
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