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Highlights

What are the main findings?
• This study introduces a nonlinear spectral unmixing, which captures sub-pixel benthic

habitat composition.
• Unmixing provides more ecologically realistic reef mapping than higher-accuracy

ML models.
What are the implications of the main findings?
• This study enables scalable reef mapping using multispectral data without site-

specific inputs.
• Sub-pixel outputs enhance reef monitoring by revealing fine-scale habitat composition.

Abstract

Accurate, scalable mapping of coral reef habitats is essential for monitoring ecosystem
health and detecting change over time. In this study, we introduce a novel mathematically
based nonlinear spectral unmixing method for benthic habitat classification, which provides
sub-pixel estimates of benthic composition, capturing the mixed benthic composition
within individual pixels. We compare its performance against two machine learning
approaches: semi-supervised K-Means clustering and AdaBoost decision trees. All models
were applied to high-resolution PlanetScope satellite imagery and ICESat-2-derived terrain
metrics. Models were trained using a ground truth dataset constructed from benthic
photoquadrats collected at Heron Reef, Australia, with additional input features including
band ratios, standardized band differences, and derived ICESat-2 metrics such as rugosity
and slope. While AdaBoost achieved the highest overall accuracy (93.3%) and benefited
most from ICESat-2 features, K-Means performed less well (85.9%) and declined when these
metrics were included. The spectral unmixing method uniquely captured sub-pixel habitat
abundance, offering a more nuanced and ecologically realistic view of reef composition
despite lower discrete classification accuracy (64.8%). These findings highlight nonlinear
spectral unmixing as a promising approach for fine-scale, transferable coral reef habitat
mapping, especially in complex or heterogeneous reef environments.

Keywords: spectral unmixing; machine learning; multispectral imagery; ICESat-2; benthic
habitat mapping
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1. Introduction
Coral reefs are among the most biodiverse and ecologically important ecosystems in

the world. The Great Barrier Reef, recognized as one of the Seven Natural Wonders of the
World, supports an estimated 9000 marine species, contributing to one of the highest levels
of biological variability found in marine environments [1]. Beyond their ecological value,
coral reefs play a critical role in protecting coastlines by reducing wave energy from storms
and sustaining local economies through fisheries and tourism. The Great Barrier Reef alone
generates approximately A$6.4 billion annually for Australia’s economy and supports
around 64,000 jobs [2]. However, coral reef ecosystems are under increasing threat from
climate change and anthropogenic pressures, including rising sea surface temperatures,
ocean acidification, pollution, and overfishing. From 1982–2012, the Great Barrier Reef lost
nearly half of its coral cover [3], a decline that underscores the urgency of implementing
large-scale mapping and monitoring strategies.

Remote sensing has emerged as an invaluable tool for coral reef mapping, offering
a non-invasive, cost-effective, and efficient method of collecting data across large spatial
extents. Among the various remote sensing platforms used for reef monitoring, satellite
imagery is especially useful, enabling consistent and detailed assessments of reef health,
biodiversity, and environmental change. Multispectral and hyperspectral imaging, in
particular, captures information across a range of spectral wavelengths, allowing for the
identification of geomorphic zones and, at appropriate spatial and spectral resolutions,
biological cover types such as live coral, macroalgae, and sand [4]. Numerous studies have
demonstrated the utility of satellite imagery in reef applications, including the use of Land-
sat for long-term monitoring of reef health and changes in coral cover [5,6], Sentinel-2 for
moderate-resolution habitat mapping [7,8], and high-resolution platforms like PlanetScope
satellites for fine-scale analysis of reef structure and composition [9,10].

To extract ecological insights from remote sensing data, researchers typically apply
classification algorithms that translate spectral and environmental information into habitat
maps. Machine learning (ML) has become the most prevalent approach for this task. Su-
pervised ML methods such as maximum likelihood classification [11,12], support vector
machines [13], and random forests [14] are among the most commonly used to classify
benthic zones and biological cover. Species distribution models such as maximum entropy
(MaxEnt) are also used to predict the spatial distribution of individual species [15]. These
approaches rely on labeled training data to learn relationships between spectral and en-
vironmental features and the habitat classes of interest. Although satellite-based benthic
habitat mapping has been practiced for decades, recent improvements in remote sensing
technology and classification methods have substantially enhanced its effectiveness.

Another technique, spectral unmixing, addresses the inherent complexity of reef
environments by estimating the fractional composition of multiple classes within a pixel.
This approach, widely used in land cover mapping and mineral exploration, is especially
valuable in mixed-pixel environments such as coral reefs, where fine-scale ecological
variation is often indistinguishable by satellite imagery due to the spatial resolution. Unlike
classification methods that assign a single label per pixel, linear spectral unmixing estimates
the abundances of multiple known “endmembers” (or classes) within each pixel, producing
fractional maps of benthic composition. Many existing spectral unmixing approaches
for reef mapping rely on water column corrections to retrieve seafloor reflectance from
satellite imagery [16,17]. Others use semi-analytical bio-optical models—most notably the
model developed by Lee et al. [18,19]—to estimate water column properties such as depth,
absorption, and backscatter, which can then be used to aid in unmixing [20,21]. However,
both approaches require site-specific environmental parameters, which can limit model
transferability and complicate large-scale applications across diverse reef systems. These
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methods typically rely on hyperspectral data to exploit narrow spectral bands that enable
class separability. However, their dependence on site-specific environmental parameters
and the limited availability of hyperspectral imagery at high spatial resolution present
challenges for broad-scale reef mapping.

In contrast, few studies have explored spectral unmixing using multispectral data in
reef settings without applying water column corrections [16,22]. This study contributes
to this emerging area by developing and applying a novel nonlinear unmixing approach
that operates directly on high-resolution multispectral imagery without explicit correction
for water column effects. We further explore the benefits of incorporating complementary
remote sensing data. Specifically, the Ice, Cloud, and land Elevation Satellite-2 (ICESat-2)
provides photon-counting lidar data, which we use to derive terrain metrics such as slope,
rugosity, and depth [23]. This topographic information may help to better distinguish ben-
thic cover types. Furthermore, we evaluate the extent to which ICESat-2-derived metrics
improve classification results. By avoiding the need for in situ water column measure-
ments, this approach enhances model robustness and scalability for reef environments and
decreases the cost of data acquisition.

This study evaluates and compares three approaches to coral reef habitat mapping using
high-resolution satellite imagery and ICESat-2-derived topographic metrics: semi-supervised
K-Means clustering, AdaBoost decision trees, and our novel nonlinear spectral unmixing
model. We assess the performance of each method, both with and without ICESat-2 inputs,
to determine how additional data influence classification outcomes. We also explore the
trade-offs between discrete and fractional mapping approaches. Ultimately, this work informs
future strategies for large-scale reef mapping and demonstrates how combining spectral and
terrain-specific data can improve habitat classification in complex benthic environments.

2. Materials and Methods
2.1. Study Area

Our research focused on the coral cay of Heron Island, situated at the southern tip of
Australia’s Great Barrier Reef (Figure 1). Heron Reef is geographically located at 23◦27′S.
Lat., 151◦57′E. Lon. This atoll reef is recognized for its exceptional biodiversity, supporting
72% of all coral species found on the Great Barrier Reef. Its relatively shallow depth and
consistently clear waters make it an ideal site for remote sensing applications, offering
favorable conditions for testing methodologies in benthic composition mapping.

Figure 1. Satellite image of Heron Island and the surrounding Heron Reef, Australia. Map lines
delineate the study area and do not necessarily represent accepted national boundaries. Background
imagery is derived from ESRI basemaps.
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2.2. PlanetScope Satellite Imagery

Planet, with its mission to “image the Earth every day,” collaborates with businesses,
governments, and research institutions to harness satellite data for addressing global chal-
lenges. The company’s PlanetScope satellite constellation, consisting of approximately
120 satellites, captures multispectral images with a high spatial resolution of 3 m pixels.
These images are captured as continuous strips of individual frames that are stitched
together to form seamless scenes. With hundreds of satellites orbiting the planet approxi-
mately every 90 min, Planet provides near real-time global coverage. For this study, we
utilized a PlanetScope Scene (PSScene) from October 2018 over Heron Reef (23◦27′S. Lat.,
151◦57′E. Lon.), located at the southern end of the Great Barrier Reef, Queensland, Aus-
tralia (Figure 2) [24]. The scene contains four multispectral bands: blue, green, red, and
near-infrared (NIR). This date was selected as it closely aligned with the ground truth data
collection period. The delivered PSScene was provided as Analytic Surface Reflectance,
which Planet orthorectified, calibrated, and atmospherically corrected. The reflectance
values were scaled by a factor of 10,000, such that the raw data range from 0 to 10,000 corre-
sponds to a physical surface reflectance of 0–1 [25]. Using the NIR band, the image was
assessed for sunglint, but the correction was determined to have minimal effect; therefore,
no further adjustments were applied.

Figure 2. PlanetScope satellite image of Heron Island acquired on 24 October 2018, displayed using
the RGB bands in pixel coordinates (image width and height).

2.3. Roelfsema Photoquadrats

Roelfsema et al. [26] provide a dataset of underwater benthic photos collected dur-
ing a photo-transect survey of the Great Barrier Reef, including Heron Reef, between
11 and 16 November 2018. The survey used a systematic layout of 1 × 1 m photoquadrats
spaced approximately 2–4 m apart. Each image was captured orthogonal to the seafloor
from a height of 0.5 m, with GPS coordinates marking the center of each quadrat [27].
The 2018 dataset includes 5544 georeferenced photoquadrats across the Heron Reef atoll,
covering reef flat, crest, and slope habitats (Figure 3). Each photoquadrat was labeled with
quantitative benthic and substrate cover data derived from field photo-transect surveys.
The benthic labels in this dataset are detailed at the genus and species levels, and the
associated percent cover values reflect the proportion of the quadrat occupied by each
benthic type. Given that the satellite imagery was collected in October 2018, we assumed
benthic community composition remained stable between October and November. This
dataset played a critical role in developing a ground truth dataset used for testing and
training ML models in this study.
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Figure 3. Spatial distribution of all 5544 photoquadrats collected over Heron Reef during the 2018
Roelfsema et al. photo-transect survey [26].

2.4. ICESat-2 Data

ICESat-2, containing the Advanced Topographic Laser Altimeter System (ALTAS)
photon-counting instrument, utilizes a green laser (532 nm) to collect Earth elevation data.
At each overpass, this laser surveys three pairs of beams spaced 3.3 km apart, where each
pair contains a strong and a weak transmit energy beam spaced 90 m apart, resulting in
six beams total. The strong and weak beams differ in transmit energies with an approximate
ratio of 4:1. With a footprint width of approximately 6.6 km across track, ICESat-2 releases
10,000 photon events (PEs) per second, ideally providing a ground-based measurement
every 70 cm on the strong tracks and 280 cm on the weak tracks [28]. Twenty-three distinct
ICESat-2 tracks from eight different dates (2019–2022) were used in the study.

This study incorporated algorithmically derived terrain-specific parameters extracted
from ICESat-2 data (i.e., rugosity, slope, and depth), as explained in [23]. These variables
were derived from ICESat-2’s data product ATL03, Global Geolocated Photons [29], and
interpolated to generate a continuous surface covering the entire study area. Details on
this method and the parameters extracted can be found in Section 2.7.2, and the resulting
interpolated surfaces are provided in Appendix A for reference. The ICESat-2 data were
incorporated into both the pure pixel library (used as ground truth) and the raster data
from the satellite image.

2.5. Methodology Workflow

This section describes the machine learning (ML) and mathematical unmixing ap-
proaches explored in this article to estimate benthic composition from high-resolution
multispectral satellite imagery. The workflow for data processing and methods is
shown in Figure 4. The inputs to this workflow included a PlanetScope satellite image,
Roelfsema et al. photoquadrats, and an ICESat-2 interpolated surface derived from terrain
metrics previously used to classify coral presence [23]. The Roelfsema et al. photoquadrats,
spatially aligned with satellite image pixels, were used as a ground truth dataset containing
benthic class labels, percent cover for each class within a 1 × 1 m area, and associated
spectral values. Additional variables were incorporated into both the ground truth dataset
and the PlanetScope raster image by deriving spectral features and introducing the ICESat-2
interpolated surface, composed of algorithmically derived terrain metrics. Three model-
ing approaches (K-Means clustering, AdaBoost decision tree, and mathematical spectral
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unmixing) were examined to map benthic habitats. These models were trained using the
labeled ground truth dataset and then applied to the full processed raster image to generate
benthic composition predictions across the study area. The following sections elaborate on
each stage of the workflow.

Figure 4. Project workflow for data processing and data preparation for analysis.

2.6. Ground Truth Processing

To develop a model capable of accurately classifying the benthic composition of the
study site, we first constructed a ground truth dataset, which we refer to as the pure pixel
library. The performance and reliability of any model, particularly a mathematical one, are
inherently limited by the quality of its ground truth data. Accordingly, a comprehensive
evaluation of the pure pixel library was conducted to assess the potential difficulty of the
classification task.

2.6.1. Constructing the Library of Pure Pixels

Drawing inspiration from the benthic cover classes defined by Phinn et al. [30], a set of
relevant and sufficiently broad classes was established and tailored specifically to our study
site. In this study, we use the terms benthic class and endmember interchangeably to refer
to the dominant biological and physical components of the coral reef: live coral, dead coral,
macroalgae, sand, land, and deep water. Each endmember was defined with reference to
the Coastal and Marine Ecological Classification Standard (CMECS) [31]. Definitions for
each endmember can be found in Table 1.

Each photoquadrat provided by Roelfsema et al. included the percent coverage
of each benthic class present in the image. These photoquadrats were approximately
1 × 1 m in size, while the raster image derived from PlanetScope had a spatial resolution
of 3 m per pixel. To align the scales, we aggregated the photoquadrat data to match the
resolution of the satellite imagery. Each PlanetScope pixel contained, on average, one to
three photoquadrats. If multiple photoquadrats were present within a pixel, the benthic
class that appeared most often was assigned to the pixel; in most cases, all photoquadrats
within a pixel belonged to the same class. A pixel was considered “pure” if the aggregated
coverage within the corresponding 3 × 3 m area contained at least 95% coverage of a single
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benthic class. This threshold was chosen to enhance spectral separation among classes,
and also reflects how spectral unmixing typically relies on in situ spectra collected over
patches that are visually homogeneous, though not perfectly uniform. Using 95%, therefore,
provides a practical balance between ensuring class purity and retaining enough pixels
for analysis. However, one immediate consequence of using a higher threshold was the
complete loss of macroalgae representation in the ground truth dataset. Macroalgae are not
typically observed in isolation within this environment, growing on or alongside dead coral,
making it difficult to isolate within a single 3 × 3 m pixel. This spatial mixing introduced
considerable challenges in accurately identifying macroalgae at the scale of our analysis.
Preliminary classification results confirmed this difficulty, with macroalgae consistently
showing highly inconsistent and inaccurate predictions using our available dataset and
methods. Given these limitations, we made the decision to exclude macroalgae from further
analysis to focus on classes that could be more reliably detected and accurately mapped.

Table 1. Definitions of benthic endmember classes, derived from the CMECS.

Endmember Class Definition

Live Coral
Areas dominated by living, reef-building or non-reef-building

coral, including but not limited to branching, massive, encrusting,
and foliose corals.

Dead Coral Areas dominated by dead coral skeletons, often fragmented
(rubble) or intact but no longer living.

Macroalgae
Areas dominated by benthic macroalgae including fleshy,

calcifying, or crustose coralline algae, and turf algal mats (e.g.,
Sargassum, Halimeda, etc.).

Sand Areas of loose, unconsolidated fine to coarse sediment, primarily
carbonate sand (biogenic origin from broken coral, shells).

Land Tidal Island/Emergent landmass composed of sand and rubble
(cay), vegetated or unvegetated.

Deep Water

Areas where water depth and/or turbidity prevent satellite or
airborne sensors from fully penetrating to the seafloor. These
regions typically appear dark or featureless in optical imagery

because the benthic substrate is not visible.

While macroalgae are an ecologically important benthic component, often associated
with reef health, their exclusion reflected practical and methodological constraints rather
than ecological insignificance. In this case, the decision was driven by the limitations of
the available data. Excluding macroalgae represents a trade-off: we forgo some biological
specificity in exchange for greater confidence in the accuracy and interpretability of the
other mapped classes. Future efforts using higher-resolution imagery or more robust
ground truth data may offer a path to incorporating macroalgae more reliably.

The benthic labels in Roelfsema et al.’s dataset were more specific than our broader
endmember classes. To align them, we mapped each detailed benthic label to its corre-
sponding endmember. For example, “encrusting Montipora” was categorized as live coral,
whereas “bleached encrusting Montipora” was assigned to dead coral. Although bleached
corals remain biologically alive, the loss of symbiotic pigments substantially increases their
reflectance and reduces spectral contrast, making them optically similar to dead coral, sand,
or coral rubble in multispectral imagery [32–34]. Because this classification was based on
optical rather than physiological differences, bleached encrusting Montipora were grouped
with dead coral to reflect this spectral similarity. Roelfsema et al.’s photoquadrats did not
include examples of land, and only 11 deep water points were available from their survey.
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To better incorporate these classes, shapefiles were generated using QGIS (a free and open
source GIS software [35]) to delineate regions containing only land or deep water. From
each shapefile, a random sample of 300 points was selected to serve as pure pixels for these
two endmembers, resulting in 300 points for land and 311 for deep water.

Spectral band values were extracted for each pixel using the PlanetScope satellite
image in QGIS. Each pixel was associated with values from the four available spectral
bands—red, green, blue, and near-infrared (NIR)—as well as geographic coordinates.
Table 2 summarizes the number of pure pixels identified for each benthic class using the
95% coverage threshold.

Table 2. Number of “pure” pixels identified for each endmember class at a 3 × 3 m scale using a 95%
coverage threshold. The first four classes (live coral, dead coral, macroalgae, and sand) were derived
from Roelfsema et al. [26], while land and deep water were supplemented as described in the text.
The source of each class is listed in the rightmost column.

Benthic Class Number of Pure Pixels Source

Live Coral 8 Roelfsema et al. [26]

Dead Coral 256 Roelfsema et al. [26]

Macroalgae 0 Roelfsema et al. [26]

Sand 189 Roelfsema et al. [26]

Land 300 See text.

Deep Water 311 See text.

Using these data, two related datasets were constructed:

• The pure pixel library, which contained only the dominant class label for each identi-
fied pure pixel. This dataset served as the ground truth for training and evaluating
classification models.

• The summary table was organized by unique pixels, with each pixel represented
by multiple entries, one for each endmember with non-zero coverage. This format
retained the full composition of each pixel, including the majority class as well as all
contributing benthic components and their respective percentages.

The pure pixel library and the summary table formed the foundation for the classifica-
tion methods. Together, these datasets were critical for both the task of classifying benthic
composition and the ground-truthing process.

2.6.2. Ground Truth Analysis

Real-world ground truth datasets are often incomplete, noisy, or otherwise imperfect
representations of the environment. While ML models offer some flexibility and resilience in
learning from noisy or incomplete datasets, mathematical models are inherently constrained
by the quality of their inputs. To mitigate the limitations of our ground truth data, we
implemented several preprocessing steps, including denoising the data by applying a
percent coverage threshold to define “pure” pixels, as well as refining class labels where
appropriate. The impact of data imperfections on model performance was evaluated to
assess model reliability and motivate the use of supplementary datasets.

To evaluate the quality and reliability of our ground truth data, we conducted a
bootstrapped linear unmixing simulation to characterize the uncertainty in the spectral
signatures of our endmember classes. For this analysis, we performed 10,000 bootstrap
iterations, randomly resampling (with replacement) the dataset in each iteration. Using
a least-squares approach, which closely mirrored traditional spectral unmixing methods
(see Section Traditional Unmixing Method for more details), we produced a distribution
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of endmember reflectance values for each spectral band by solving for the relationship
between pixel composition and measured reflectance. These statistics provide an averaged
spectral signature for each benthic class based on the ground truth data and offer insights
into the degree of spectral separability between classes.

To better understand potential sources of classification error in the ground truth
data, we investigated the consistency of spectral signatures across benthic class labels.
Specifically, we conducted a systematic pairwise comparison of PlanetScope reflectance
values across all four bands to identify pixels with identical spectral values. We then
examined instances in which these spectrally identical pixels were assigned different
benthic class labels. Approximately 25% of ground truth pixels shared duplicate spectral
values with at least one other pixel, but were labeled differently. An example is shown
in Figure 5, where two pixels with identical spectral values (circled in yellow) are labeled
as dead coral (top) and live coral (bottom). These inconsistencies were most frequently
observed among live coral, sand, and dead coral classes. This analysis highlights the
spectral ambiguity between certain benthic types and underscores the challenge of reliably
distinguishing them using spectral data alone.

Figure 5. Two ground truth pixels with identical spectral reflectance values but differing benthic
class labels. The pixels, circled in yellow, are labeled as majority dead coral (top) and majority live
coral (bottom).

In order to quantify the extent of this spectral ambiguity and assess whether reflectance
values provide a reliable basis for distinguishing classes, we conducted formal statistical
tests to more formally assess the separability of classes in spectral space. Specifically,
we conducted Kruskal–Wallis tests followed by post hoc Steel–Dwass comparisons to
determine whether reflectance values differed significantly among benthic classes and to
identify which class pairs were distinguishable.

The Kruskal–Wallis test, a nonparametric alternative to one-way ANOVA, was appro-
priate given that the reflectance distributions violated normality assumptions. This test,
implemented in JMP Pro (version 18; [36]), evaluates the null hypothesis that all group
medians are equal. Reflectance values for each spectral band were entered as response
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variables, and benthic class labels served as grouping factors. JMP ranks all observations
across groups, computes the mean rank per group, and then calculates the test statistic:

KWχ2 =
12

N(N + 1)

k

∑
i=1

ni(R̄i − R̄)2 (1)

where k is the number of groups (i.e., benthic classes), ni is the number of observations in
group i, N is the total sample size, R̄i is the mean rank for group i, and R̄ is the overall mean
rank. This formula assumes no tied ranks; JMP automatically applies a tie correction factor
according to standard Kruskal–Wallis procedures. A significant test result (p-value < 0.05)
indicates that at least one class differs from the others.

Following the Kruskal–Wallis tests, we applied the Steel–Dwass procedure to identify
which pairs of benthic classes differed significantly in their spectral reflectance distribu-
tions. The Steel–Dwass procedure, which supports nonparametric pairwise comparisons,
was chosen over other post hoc options because it allows all-pair comparisons in a fully
nonparametric framework while controlling for multiple testing, making it particularly
appropriate for our data. This post hoc test, implemented in JMP Pro (version 18; [36]),
performs all possible pairwise comparisons between groups using rank-based differences.
For each pair of classes i and j, JMP computes the test statistic as follows:

Zij =
|R̄i − R̄j|√

N(N+1)
12

(
1
ni
+ 1

nj

) (2)

where R̄i and R̄j are the mean ranks for classes i and j, ni and nj are the number of
observations in each class, and N is the total number of samples. JMP compares each
Zij statistic and summarizes the results using grouping letters to indicate statistically
homogeneous subsets of classes. Classes that share the same letter are not significantly
different from each other, whereas classes with different letters differ significantly.

Both the Kruskal–Wallis and Steel–Dwass tests were conducted using reflectance
values from all ground truth pixels in the pure pixel library, providing a quantitative
framework for evaluating how reliably spectral data alone can distinguish benthic classes.
Together, these tests form a robust nonparametric approach to assess spectral separability
among benthic types.

Our analysis revealed important limitations of relying solely on spectral data. The
presence of pixels with identical spectral signatures but differing class labels (particu-
larly among live coral, dead coral, and sand) demonstrated the extent of spectral overlap
between some benthic types. This ambiguity underscores the difficulty in achieving accu-
rate classification using reflectance data alone, highlighting the importance of exploring
additional datasets to support more robust benthic mapping.

2.7. Feature Engineering

Based on our analysis of the ground truth data, it became clear that expanding the
set of input variables was necessary to improve classification performance. While the
pure pixel library—composed of four spectral bands and the percent cover of each benthic
class—served as the foundation of the ground truth dataset, we expanded this dataset with
additional variables that were both extractable from available data sources and potentially
informative for distinguishing benthic habitats. These same variables were incorporated
into the raster image used for model training and testing. First, we derived additional
spectral features directly from the original spectral bands. Second, we incorporated terrain-
specific parameters (rugosity, slope, and depth) from the ICESat-2 surface generated for
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the study site. As shown in our ground truth data analysis, duplicate spectral values with
conflicting class labels and substantial class overlap in some bands indicated that spectral
data alone might be insufficient for reliable classification of benthic classes. Therefore,
the inclusion of ecologically relevant parameters was a necessary step toward improving
model performance. The following sections detail the derivation of these parameters, and
their relationship to benthic classes is presented in Section 3.

2.7.1. Derived Spectral Features

To enrich the input data and enhance the separability of benthic classes, we extracted
additional spectral features from the original four PlanetScope bands (blue, green, red, and
NIR). Drawing inspiration from traditional spectral indices used in remote sensing, such as
the Normalized Difference Vegetation Index (NDVI) [37] and the Normalized Difference
Moisture Index (NDMI) [38], we computed band ratios and differences between standard-
ized bands (i.e., standardized to z-scores). These derived parameters were intended to
highlight subtle spectral variations and amplify class-specific signals that may not be easily
distinguishable using raw reflectance values alone. For instance, NDVI enhances vegetation
signals by leveraging the high reflectance of healthy vegetation in the NIR band relative to
the red band [39], and our aim was to achieve similar improvements in class discrimination
with the band ratios and scaled band differences.

We calculated band ratios for all unique two-band combinations, excluding inversions
and self-pairs. For a given pixel i, the ratio of band 1 to band 2 was computed as follows:

“band 1/band 2”[i] =
band1[i]
band2[i]

(3)

We also computed differences of standardized bands. To reduce the influence of
band-specific magnitude scales, each band was first standardized by subtracting its mean
and dividing by its standard deviation across the dataset. The difference between the
standardized band 1 and band 2 for pixel i was given by

“band 1-band 2”[i] =
[

band1[i]− µband1

σband1

]
−
[

band2[i]− µband2

σband2

]
(4)

Both band ratios and differences were appended to each pixel in the pure pixel library
and the raster dataset. By including these 12 additional features alongside the original
spectral bands, we aimed to maximize the information available to our classification models
and improve their ability to distinguish between benthic endmembers.

2.7.2. ICESat-2 Interpolated Surface

In our previous work [23], ICESat-2 tracks were used to derive several parameters
aimed at identifying areas of the study site containing corals. Key parameters included
rugosity, slope, and the median depth of ICESat-2 photon events (PEs) algorithmically
classified as bathymetry, and satellite-derived bathymetry (SDB) from the Allen Coral Atlas
(ACA) [40]. In [23], these variables were used in ML models to create a binary ‘reef’/‘no
reef’ predictor, which was incorporated as a parameter in this work. All variables were
then interpolated using Voronoi polygons to generate a continuous surface covering the
entire study area. To implement these data in this work, we used QGIS to extract data
from this surface in a grid format matching the spatial resolution of the 3 m raster of the
satellite imagery.

The ICESat-2 data were incorporated into both the pure pixel library (ground truth
dataset) and the raster data from the satellite image, which served as the training and
testing datasets, respectively. Therefore, the training and testing datasets contained spectral
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data from the satellite imagery, derived spectral features including band differences and
ratios, and ICESat-2-extracted parameters.

2.8. Classification Methods

Using the PlanetScope multispectral satellite image and the pure pixel library, we
classified the benthic habitat composition of Heron Reef. To achieve this, we applied
unsupervised, semi-supervised, and supervised ML classification methods, namely K-
Means clustering and AdaBoost decision trees, as well as an optimization-based spectral
unmixing method. These approaches were selected to provide a baseline comparison
across unsupervised (K-Means), supervised (AdaBoost), and mathematically motivated
methods, while remaining simple and interpretable. Traditional linear spectral unmixing
was not included because the incorporation of ICESat-2-derived features (e.g., depth, slope,
rugosity) violates its spectral-only assumptions. This setup allows us to evaluate the
contribution of both spectral and ancillary spatial data.

The inputs to these models included the four original spectral bands (red, green, blue,
and NIR), 12 derived spectral features, and five features from the ICESat-2 interpolated
surface (Table 3).

Table 3. Summary of input features used for benthic habitat classification, including original spectral
bands, derived spectral features, and ICESat-2 interpolated surface metrics.

Input Category Features Count

Original spectral bands red, green, blue, NIR 4

Derived spectral features band differences and ratios 12

ICESat-2 Features rugosity, slope, median depth (Z), SDB, and a
binary ‘reef’/‘no reef’ prediction 5

Though these methods produced pixel-based classifications, the nature of their outputs
reflected a fundamental difference in assumptions between the ML methods and the
mathematical unmixing approach. Both K-Means clustering and AdaBoost decision trees
generate a probability for each class within a pixel, and then typically assign the pixel
to the class with the highest probability. In these methods, the underlying assumption
was that each pixel truly belongs to a single class, and the probabilities simply reflect
uncertainty about which class that is. K-Means does this by grouping observations based
on their similarity to cluster centers, while AdaBoost combines multiple decision trees
to produce class probabilities. In contrast, spectral unmixing offers a more ecologically
realistic output by assuming that multiple classes can coexist within a pixel and estimates
the fractional cover of each. This sub-pixel information was particularly valuable for benthic
habitat mapping, where mixed substrate types are common and ecologically important.
Although we converted the unmixing results into discrete maps for comparison with
the ML classifications, the continuous abundance maps produced by unmixing have the
potential to better capture the true complexity of benthic composition.

To assess the added value of ICESat-2 data and the strength of the PlanetScope satellite
image on its own, we compared model performance between two sets of inputs: (1) satel-
lite imagery and derived spectral features and (2) satellite imagery and spectral features
combined with ICESat-2-derived parameters. Models were trained on the ground truth
pure pixel library (1064 pixels) and applied to the remaining pixels of the satellite image
raster (8,069,329 pixels). Pixels used in the training set were excluded from the testing set
to ensure independent evaluation. The following sections define each classification method.
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2.8.1. Unsupervised and Semi-Supervised: K-Means Clustering

K-Means clustering is an unsupervised ML algorithm that partitions a dataset into K
clusters based on their feature-space similarity [41]. The algorithm randomly initializes
cluster centers and iteratively refines them so that points within a cluster are more similar
to each other than to those in other clusters—i.e., it minimizes within-cluster variance while
maximizing between-cluster variance for a user-specified number of clusters. K-Means
produces hard classifications, assigning each pixel to exactly one class based on its proximity
to the nearest cluster center.

An unsupervised implementation of K-Means was initially tested on the satellite
imagery, where the algorithm was applied without any prior knowledge of the underlying
classes. However, this approach resulted in poor classification performance, as the algo-
rithm tended to divide the geographical region into K spatially uniform clusters rather than
distinguishing meaningful spectral differences between coral reef features (Figure 6).

Figure 6. Unsupervised K-Means clustering results. Map is displayed in UTM coordinates, Zone 56S.
The satellite image in Figure 2 serves as a reference.

These limitations led us to implement a semi-supervised variation of K-Means, where
cluster initialization was guided by prior knowledge. Instead of randomly initializing
cluster centers, we leveraged our pure pixel library, containing ground truth examples
for each benthic class. Cluster centers were randomly selected from this library for each
class, ensuring that each cluster was initialized with a meaningful representative spectrum.
The number of clusters was fixed at five, corresponding to the number of benthic habitat
classes. The model was then applied to the entire study area after being trained on the
selected centers, producing a categorical map where each pixel was assigned to one of the
five benthic classes.

The semi-supervised initialization significantly improved classification results com-
pared to the fully unsupervised approach, as it ensured that the initial cluster centers
were relevant to the spectral diversity present in the dataset. This method was run in
two iterations: (1) satellite imagery and derived spectral features and (2) satellite imagery,
spectral features, and ICESat-2-derived parameters. This approach allowed us to evalu-
ate the effectiveness of classification based solely on satellite-derived data and to assess
whether the addition of ICESat-2 parameters improves model performance.

2.8.2. Supervised: Adaboost Decision Tree

Decision trees are a supervised ML algorithm that use a tree-like model to split data
into branches designed to separate the data in a way that maximizes class distinction.
Although decision trees can capture complex patterns in the training data, their ability to
detect and model relatively minor trends makes them prone to overfitting.
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Adaptive Boosting (AdaBoost) algorithms are a method of ensemble learning that
improves the accuracy of decision trees by iteratively learning from the mistakes made.
AdaBoost algorithms create a sequence of weighted decision trees, which adapt based on the
errors of the previous trees, giving more weight to previously misclassified examples [42].
This process gradually improves overall accuracy by combining the strengths of many
weak models. Unlike K-Means, AdaBoost decision trees generate probability distributions
for each class per pixel, and ultimately assign each pixel to the single class with the
highest probability.

We trained the AdaBoost decision tree model on the library of pure pixels (the ground
truth data), and tested it on the remainder of the satellite raster image. Consistent with
the K-Means clustering method, we tested two input configurations to assess how ICESat-
2-derived parameters improve model accuracy. Both the testing and training datasets
were scaled using Python’s (version 3.10.14) StandardScaler [43]. Hyperparameters for this
model, including the number of estimators and learning rate, were selected using a grid
search method that optimizes accuracy. Ultimately, 70 estimators and a learning rate of
0.1 were used. The final output was a categorical map in which each pixel received a single
class assignment based on the highest probability prediction.

We also measured feature importance to gain an understanding of which variables
most strongly influenced the model’s ability to correctly classify benthic composition.
Feature importance was calculated as the Gini importance, which quantifies the contribu-
tion of each feature in reducing impurity within the model [44]; higher scores indicated
greater importance.

2.8.3. Spectral Unmixing Methods

Our approach to spectral unmixing is based on the traditional formulation, in which
each pixel is modeled as a mixture of multiple benthic classes, or “endmembers.” Unlike the
ML methods that assign each pixel to a single class, spectral unmixing provides the percent
coverage of every endmember class within each pixel, offering a more comprehensive
representation of benthic composition. This section is structured in three parts. First, we
review the standard linear unmixing approach. Next, we introduce a preliminary inversion-
based method that reverses this process. This preliminary analysis served as an exploratory
tool to assess the informativeness of each input feature. Finally, we describe our primary
modeling framework—a two-part, nonlinear formulation—that incorporated insights from
the preliminary analysis to improve performance.

Traditional Unmixing Method

In traditional spectral unmixing, each pixel in a raster image is assumed to be a linear
combination of endmembers (pure spectral components) and their associated abundances.
In this study, we use the terms abundances and percent cover interchangeably, following
common practice in the literature where both refer to the fractional contribution of a benthic
class to a pixel [45–47]. The 1-D model for a single pixel x(n) is as follows:

x(n) =
M

∑
m=1

amsm + e, for n = 1, . . . , N (5)

where

• am is the abundance (fractional contribution) of endmember m;
• sm is the spectral signature of endmember m;
• e is an error term for all possible sources of error (i.e., sensor sensitivity, location

accuracy, etc.);
• M is the number of endmembers (typically M < number of spectral bands);
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• N is the number of pixels.

Assume that the abundances for endmember m have the following properties:

1. Additivity: ∑M
m=1 am = 1

2. Non-negativity: am ≥ 0 for m = 1 . . . M

3. Bounds: am ≤ 1 for m = 1 . . . M

This problem can be generalized to a 2-D raster X (pixels × bands), giving the matrix
formulation

X = AS + E (6)

where

• X ∈ RN×B is the raster image (with N pixels and B spectral bands);
• S ∈ RM×B is the spectral library (with M endmembers);
• A ∈ RN×M is the abundance matrix;
• E is the residual error.

Traditionally, the spectral library S is produced by in situ measurements or derived
from known reference spectra, while X is observed from satellite imagery. The unmixing
objective is then formulated as an optimization problem, where the goal is to solve for A by
minimizing the squared error between the reconstructed and measured X. Let the satellite
image X have width W and height H, such that pixels are denoted by spatial indices (w, h)
with w ∈ {1, . . . , W} and h ∈ {1, . . . , H}, and endmembers are indexed by m ∈ {1, . . . , M}.
The least squares formulation is then

min
A

∥X − AS∥2
2 (7)

subject to

0 ≤ Awhm ≤ 1, ∀w ∈ 1, . . . , W, h ∈ 1, . . . , H, m ∈ 1, . . . , M, (8)
M

∑
m=1

Awhm = 1, ∀w ∈ 1, . . . , W, h ∈ 1, . . . , H. (9)

Solving this optimization problem yields the abundance matrix A, which contains the
estimated fractional coverages of each endmember class for every pixel in the raster image.
Each column of A corresponds to a pixel and each row to a class (e.g., live coral, sand, etc.),
with values representing the percentage of that pixel’s area covered by the corresponding
class. The additivity constraint ensures that the total coverage across all classes sums to
100% for each pixel. As such, the model’s output provides a spatially explicit, per-pixel
map of benthic composition where each pixel contains abundance information for all
endmember classes.

Preliminary Feature Analysis on the Simple Method

To identify which input features are most informative for distinguishing benthic
classes, we first conducted a preliminary analysis using a simplified inversion of the tra-
ditional spectral unmixing formulation. Rather than using a known spectral library to
estimate abundances, we used a labeled ground truth dataset (the pure pixel library) that
contains measured percent cover values for each pixel, which we treat as abundances to
align with the spectral unmixing framework. These abundances, Agt, paired with corre-
sponding satellite pixels, Xgt, served as training data to estimate a scene-specific spectral
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library Ŝ. Note that Xgt contains only values derived from ground truth data, including the
original four spectral bands, derived spectral features, and ICESat-2 interpolated surface
features. Subsequent references to x without the subscript “gt” refer to the remaining pixels
in the test dataset. We will refer to the inputs as features rather than spectral bands.

The new objective function was derived from the traditional problem formulation by
applying the singular value decomposition (SVD) to Ŝ, where

Ŝ = UΣVT (10)

This was substituted into the original problem as follows:

AgtŜ = Xgt

Agt(UΣVT) = Xgt

AgtUΣ = XgtV

AgtU = XgtVΣ+

Agt = Xgt(VΣ+UT)

Agt = XgtŜ+

where Ŝ+ is the pseudoinverse of the spectral library, defined as

Ŝ+ = VΣ+UT (11)

This reformulation was also posed as an optimization problem to solve for Ŝ+ by
minimizing the squared error, yielding a least squares solution:

min
Ŝ+

∥∥Agt − XgtŜ+
∥∥2

2 (12)

Although Ŝ+ lacks direct physical interpretation as a spectral library (i.e., its columns
do not represent real material spectra), its structure provided insight into the contribution of
each input variable to the detection of individual classes. Each column of Ŝ+ corresponds to
a single endmember class (e.g., live coral, dead coral, sand, etc.), while each row represents
a specific input variable. To quantify variable importance, we computed matrix norms of
Ŝ+ in two complementary ways.

First, we assessed the overall contribution of each variable across all classes using the
column-wise ℓ1-norm:

Variable importance (global) :
∥∥Ŝ+

∥∥
1,col = ∑

∣∣Ŝ+
:,m
∣∣ , for each endmember m. (13)

This norm provided a global measure of how much each variable influences the model
across all endmembers.

Second, we computed the row-wise ℓ∞-norm to evaluate the strongest class-specific
influence of each variable:

Variable importance (per class) :
∥∥Ŝ+

∥∥
∞,row = max

m

∣∣∣Ŝ+
b,:

∣∣∣ , for each feature b. (14)

This highlighted the variable(s) with the strongest influence on each class, identifying
which features were most predictive of a given benthic type. Together, these norms provided
an interpretable summary of how each feature contributes to the classification of individual
benthic types and overall model performance.

This preliminary inversion-based analysis was not used for final classification; instead,
it served to guide variable selection for our primary modeling approach. Feature impor-
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tance results are shown in Figures 7 and 8. In both analyses, only the spectral bands and
their derived features proved to be substantially impactful. Therefore, ICESat-2-derived
parameters were excluded from the unmixing method in subsequent steps.

Figure 7. Global (column-wise) feature importance for the unmixing model.

Figure 8. Row-wise feature importance for the unmixing model by class.

Novel Unmixing Method

Our novel unmixing method builds on the traditional linear mixing model by incorpo-
rating a two-part nonlinear optimization strategy. First, we estimated spectral signatures (S)
using ground truth pixels, and then used the estimated S to solve for pixel abundances (A).

Estimating Spectral Signatures (S):

We estimated the matrix of spectral signatures, S, as a weighted mean of the ground
truth pixel spectra. Using the definition of a weighted mean, we define S as follows:

S =
∑ AgtXgt

∑ Agt
, (15)

where

• S ∈ RM×B is the spectral library (with M endmembers and B features);
• Agt ∈ RM×N contains the abundance values for each ground truth pixel (with

N pixels);
• Xgt ∈ RN×B is the matrix of corresponding satellite spectra for the ground truth pixels.

We solved for S as a linear system by reformulating the problem as follows:

Xgt = AT
gtS, (16)
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which can be solved using least squares:

min
S

∥∥∥Xgt − AT
gtS
∥∥∥2

2
(17)

Estimating Pixel Abundances (A):

In remote sensing, band ratioing is a technique used to enhance information obtained
from spectral bands and refine spectral variations through the division of two bands [48].
Incorporating this concept of band ratios into spectral unmixing, we reformulated the
unmixing problem nonlinearly. We defined the nonlinear objective function as follows:

fx(A) =
B

∑
i,j=1
i ̸=j

xi
xj
≤1

(
∑M

m=1 AmSi,m

∑M
m=1 AmSj,m

− xi
xj

)2

, (18)

where

• A ∈ RM is the abundance vector for a given pixel;
• x ∈ RB contains the input features for that pixel;
• S ∈ RB×M is the estimated spectral library;
• B is the number of input features;
• M is the number of endmembers.

We maintained the same assumptions of full additivity, non-negativity, and purity as
the linear mixed model, and imposed these constraints. We then minimized the objective
function with respect to A, using the Sequential Least Squares Programming method in
Python’s (version 3.10.14) SciPy.optimize package.

As described in the traditional unmixing method, the output of the unmixing model
was the abundance matrix A, which represents the percent coverage of each endmember
class per pixel. For clarity in the analysis, we hereafter refer to these values as percent cover.
This fundamental difference in output (i.e., providing continuous percent cover values
rather than discrete class assignments) distinguishes unmixing from the ML approaches.
To facilitate comparison with the results of our ML models, we also presented the class
corresponding to the most dominant endmember for each pixel. While this classification
summary aided in consistency across methods, the full percent cover vectors might offer a
more nuanced and accurate representation of mixed benthic cover. As such, we considered
both the most dominant class and the full percent cover estimates in our analysis.

2.8.4. Benthic Coverage Estimation Method

To estimate benthic class coverage across the Heron Reef study area, we used the
full-pixel prediction maps generated by each classification method. For each model, we
computed the total number of pixels assigned to each benthic class and expressed this as a
proportion of the total area. We selected the best-performing model for each method based
on validation accuracy using the ground truth pure pixel library, and subsequently applied
it to the remaining pixels of the satellite image to generate full-coverage classification
maps that reflect the optimal performance of each method. For the unmixing method, we
compare the benthic coverage produced by the most dominant endmember of each pixel
and the sub-pixel percent cover maps.

These raw coverage proportions provided a model-driven estimate of benthic compo-
sition, but they do not account for the quality of the model’s predictions. Moreover, our
ground truth dataset represented only approximately 0.03% of the study site. To address
these limitations, we incorporated performance metrics to validate results with the ground
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truth dataset. Specifically, we examined both the confusion matrices and class-based F1
scores on the validation data to assess how well each class was predicted. For example, if
the ground truth set includes 221 dead coral pixels and the model correctly predicts 181 of
them, resulting in an F1 score of 0.73, this would indicate a relatively reliable model. To aid
in interpretation, we color-coded the predicted pixel counts by class-level F1 scores using
thresholds commonly applied in the literature: high (F1 > 0.7), medium (0.5–0.7), and low
(<0.5) [49]. By comparing the number of ground truth and predicted pixels per class, we
assessed not only overall classification accuracy but also potential biases—i.e, whether it
tends to over- or underpredict certain classes.

3. Results
3.1. Class Separability in Spectral Bands

Understanding how well spectral reflectance alone can distinguish among benthic
classes is essential for evaluating the limitations of our classification approaches. To evalu-
ate spectral separability, we first performed a bootstrapped linear unmixing simulation. We
then conducted Kruskal–Wallis tests followed by Steel–Dwass post hoc comparisons to eval-
uate whether significant differences in reflectance exist among classes in each spectral band.

The bootstrapped unmixing simulation produced distinct spectral patterns across
classes, revealing the strongest contrast observed between land and deep water (Figure 9).
Live coral, dead coral, and sand exhibited broadly similar spectral shapes with modest
differences in magnitude, particularly in the red, blue, and green bands, where dead coral
tended to be slightly brighter than the other benthic classes. This pattern arises from our
classification of bleached coral as dead coral, which generally has high reflectance [50],
while sand pixels in the study area appear darker in the figure due to averaging and
potential water column effects or shading. The NIR band returned low values across all
classes, with only slightly higher reflectance for land, as expected given the minimal NIR
signal from submerged surfaces. Overall, these results indicate that the classes are most
distinguishable in the red, green, and blue bands, while the subtle spectral separation
among benthic classes suggests that reflectance alone may be insufficient for reliable
discrimination, underscoring the need for additional structural or contextual information.

The Kruskal–Wallis test results (Table 4) indicated that the median reflectance differed
among at least some benthic classes in all spectral bands (blue, green, red, and NIR), with
all tests yielding p < 0.001. Subsequent pairwise comparisons using the Steel–Dwass
test identified which specific class medians differed significantly within each band. This
indicates that each feature contributes some degree of meaningful information for distin-
guishing benthic types. Larger Chi-square values reflect stronger separation in the ranked
reflectance values, suggesting more pronounced class differences.

Table 4. Summary of Kruskal–Wallis tests and Steel–Dwass post hoc comparisons for each spectral
band. Groupings are based on connecting letter reports; classes not sharing a letter differ significantly.

Variable KW χ2 p-Value Steel-Dwass Post Hoc Grouping (Letters)

Blue Band 775.5 <0.001 Dead Coral (A), Land (B), Live Coral (C), Deep
Water (C), Sand (D)

Green Band 779.2 <0.001 Dead Coral (A), Land (B), Live Coral (C), Deep
Water (C), Sand (D)

Red Band 815.1 <0.001 Dead Coral (A), Land (B), Live Coral (C), Deep
Water (C), Sand (D)

NIR Band 655.1 <0.001 Dead Coral (A), Land (B), Live Coral (A,C), Deep
Water (C,D), Sand (D)
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Figure 9. Bootstrapped mean spectral reflectance of endmember classes derived from ground truth
data, showing average reflectance values for blue, green, red, and NIR spectral bands.

However, the Steel–Dwass post hoc comparisons revealed persistent spectral confusion
among several classes. Notably, live coral and deep water were not significantly different in
the blue, green, and red bands, and in the NIR band, only land was clearly separated from
all other classes. These results confirm that, although statistical differences exist overall,
spectral overlap among classes remains a major challenge.

These findings reinforce that spectral data alone are insufficient for reliable benthic
classification. Despite preprocessing steps to enhance class separability, the reflectance
similarity between classes, such as live coral, dead coral, and deep water, limits classification
accuracy. These results strongly support the need to incorporate additional datasets to
improve class discrimination and model performance.

3.2. Classification Results

The results of the classification models were evaluated based on their ability to predict
the benthic composition of the ground truth data. Recall that the ground truth dataset
consisted of labeled pixels from photoquadrat surveys, each matched with corresponding
spectral and ICESat-2 measurements. Model performance was assessed both quantitatively,
based on predictions for the ground truth pixels, and qualitatively, by examining the result-
ing benthic composition maps produced using the test data. Performance metrics included
overall (global) accuracy and class-specific F1 scores. Class-specific F1 scores balance
precision and recall for each class, providing a more informative measure of classification
accuracy for each class. This metric is especially valuable when class distributions are
uneven, as it is less sensitive to imbalance than overall accuracy.

To facilitate direct comparison, Table 5 summarizes the overall accuracies and class-
based F1 scores for all classification models under both input configurations: (1) spectral
reflectance and derived spectral features and (2) spectral reflectance, derived spectral
features, and ICESat-2-derived parameters.
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Table 5. Summary of model performance, expressed as overall accuracy and class-based F1
scores, for all tested models and input configurations. Input configurations are (1) spectral re-
flectance and derived spectral features, and (2) spectral reflectance, derived spectral features, and
ICESat-2-derived parameters.

Model Input
Config.

Overall
Accuracy

(%)

Live
Coral
(F1)

Dead
Coral
(F1)

Sand
(F1)

Deep
Water
(F1)

Land
(F1)

K-Means 1 85.9% 0.00 0.73 0.83 0.89 0.94

K-Means 2 77.4% 0.00 0.18 0.90 0.91 0.99

AdaBoost 1 93.3% 1.00 0.86 0.82 0.99 1.00

AdaBoost 2 93.0% 0.09 0.88 0.91 0.94 1.00

Unmixing 1 64.8% 0.31 0.65 0.69 0.77 1.00

3.2.1. K-Means Clustering

This section presents the classification results of the K-Means clustering models and
highlights how different input combinations affect overall and class-specific performance.

Figure 10 shows the resulting benthic habitat maps. The left displays results from
the model trained with spectral data and derived spectral features (input configuration 1),
which achieved an overall accuracy of 85.9% relative to the ground truth dataset.

Figure 10. (Left): Semi-supervised K-Means clustering trained using spectral data and derived
spectral features. (Right): Model including spectral data, derived spectral features, and ICESat-2
derived data. Both maps are displayed in UTM coordinates, Zone 56S. The satellite image in Figure 2
serves as a reference.

In comparison, the right image in Figure 10 presents the results of the model trained
using the second input configuration, which included all possible data: spectral reflectance,
derived spectral features, and ICESat-2-derived parameters. The inclusion of the ICESat-2
data resulted in a lower overall accuracy of 77.4%. The decline in performance may be due
to ICESat-2 features (e.g., depth, slope, and rugosity) introducing noise or emphasizing
patterns not well aligned with the spectral patterns that separate habitat classes, disrupting
the clustering structure. For reference, the interpolated ICESat-2 surfaces are provided in
Appendix A, which illustrate the spatial distribution of these features across the study area.

Although the first model produced higher overall accuracy and visually cleaner ben-
thic maps, class-specific performance provides a more nuanced picture. Figure 11 compares
the F1 scores by class for both models. The model without ICESat-2 data performed substan-
tially better in identifying dead coral, which explains its higher overall accuracy. However,
the model with ICESat-2 data performed slightly better in classifying sand, deep water,
and land.

Overall, the model trained on spectral-only data offers a more balanced performance
across all habitat classes (Figure 11), making it the more robust and reliable of the two.
Based on both overall accuracy and class-specific F1 scores, we conclude that the K-Means
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clustering model trained only on spectral data and derived features is the preferred input
configuration for this semi-supervised classification approach.

Figure 11. Class-specific F1 scores for the K-Means clustering model trained (1) satellite imagery and
derived spectral features and (2) satellite imagery, spectral features, and ICESat-2-derived parameters.

3.2.2. AdaBoost Decision Tree

This section summarizes the performance of AdaBoost decision tree models under
two input configurations and examines the influences of input choice on classification
accuracy, class-level performance, and feature importance.

Figure 12 shows the resulting benthic habitat maps. The left displays results from
the model trained with spectral data and derived spectral features (input configuration 1),
which achieved an overall accuracy of 93.3% relative to the ground truth dataset. In
comparison, the right image in Figure 12 presents the results of the model trained using
the second input configuration, which included all possible data: spectral reflectance,
derived spectral features, and ICESat-2-derived parameters. This expanded input set led to
a slightly decreased accuracy of 93.0%.

Figure 12. (Left): AdaBoost model trained on spectral bands and derived spectral features.
(Right): AdaBoost model trained using all possible data: spectral data, derived spectral features, and
ICESat-2 derived data. Both maps are displayed in UTM coordinates, Zone 56S. The satellite image in
Figure 2 serves as a reference.

Feature importance for the model trained on input configuration 1 is shown in
Figure 13. The most influential predictors were the NIR, green, and blue–red bands, and
they were significantly more impactful than any of the other features. In contrast, features
such as the blue–NIR and blue/green bands had no measurable contribution. The remain-
ing features contributed only minor improvements to overall classification performance.

Feature importance analysis for the model trained on input configuration 2 (Figure 14)
revealed a shift in the most impactful predictors. The top predictors were rugosity, red
band, and blue–red bands, suggesting that the geophysical information derived from
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ICESat-2 played a key role in boosting model performance. The previous top-ranked
spectral features (such as the NIR, green, and blue–red bands) were much less impact-
ful in this model. Additionally, features such as the red/NIR bands, green/red bands,
blue/green bands, slope, SDB, blue/NIR bands, and red/NIR bands made no measurable
contribution. The remaining features contributed only minor improvements to overall
classification performance.

Figure 13. Relative feature importance for the AdaBoost model trained on spectral bands and derived
spectral features.

Figure 14. Relative feature importance for the AdaBoost model trained using all possible data:
spectral data, derived spectral features, and ICESat-2 derived data.

Overall, the first model achieved only slightly higher overall accuracy (93.3%) com-
pared with the second model (93.0%). As shown in Figure 15, which compares F1 scores by
class, the first model performed marginally better in identifying live coral, while the second
model, which incorporated ICESat-2 data, showed small improvements in classifying the
other benthic classes.

These results indicate that, although the inclusion of ICESat-2-derived parameters in
the AdaBoost model did not improve overall accuracy (93.0% vs. 93.3% for the spectral-
only model), it provided small gains in classifying most benthic classes. The spectral-only
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model, on the other hand, performed much better in identifying live coral, consistent with
previous work showing that this region is known to be coral-rich [51,52]. As shown in
Figure 12, the first model also appeared to better capture lagoon corals, while the second
model captures the patchiness of the seafloor. Taken together, these results suggest a
trade-off between maximizing overall accuracy and effectively representing live coral,
with the spectral-only model better reflecting the ecological distribution of this sparse but
ecologically important class.

Figure 15. Class-specific F1 scores for the AdaBoost decision tree model trained (1) satellite
imagery and derived spectral features, and (2) satellite imagery, spectral features, and ICESat-2-
derived parameters.

3.2.3. Spectral Unmixing

The results presented for the unmixing model were trained using only the first
input configuration (the spectral data and derived spectral features), as explained in
Section Preliminary Feature Analysis on Simple Method. Unlike the other models, the un-
mixing approach produces percent cover maps that estimate the sub-pixel proportion of
each endmember class. These percent cover maps are shown in Figure 16, where dark
purple indicates 0% coverage and bright yellow indicates 100% coverage of a given end-
member. From these percent cover maps, a predicted benthic habitat map is derived by
assigning each pixel the class corresponding to its highest abundance value (Figure 17).
When compared to the ground truth dataset, this model achieved an overall accuracy
of 64.8%.

Figure 16. Top left image: PlanetScope satellite image of Heron Island obtained on 24 October 2018.
Remaining images: Sub-pixel percent cover maps for each class, where the color bar represents
0% coverage (purple) to 100% coverage (yellow).
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Figure 17. Results of the unmixing model, presented with the most dominant endmember for each
pixel. Map is displayed in UTM coordinates, Zone 56S. The satellite image in Figure 2 serves as
a reference.

Class-specific F1 scores for this model are shown in Figure 18. Notably, this method
achieved the highest F1 score for live coral among all approaches, suggesting that the
unmixing framework more effectively captures the unique characteristics of this class. Per-
formance for the other benthic classes is generally comparable to that of the other methods.

Figure 18. Class-specific F1 scores for the unmixing model.

3.3. Benthic Cover Estimation

In addition to assessing pixel-level accuracy, it is also important to evaluate how each
model represents the overall composition of benthic habitats across the study site. This
provides insight into whether models are over- or under-predicting specific habitat types at
the landscape scale, which is critical for ecological interpretation and habitat monitoring.
To this end, we compared benthic cover estimates derived from each model, alongside
confusion matrices that capture class-level agreement with ground truth, weighted by
class-specific F1 scores.

Benthic class coverage estimates are presented for the best-performing model from
each classification method. The top K-Means clustering model was the semi-supervised
version trained exclusively on spectral data with computed band ratios and differences.
The preferred AdaBoost model, selected for its ecological plausibility, was also trained only
on the spectral data. Spectral unmixing was implemented as a single model trained on
spectral data with derived features.
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Figure 19 shows the proportion of total pixels assigned to each benthic class by each
method for the entire study site. For spectral unmixing, we included both class coverage
derived from the most dominant class per pixel and the total percent cover per class across
the scene.

Figure 19. Estimated benthic class coverage across the Heron Reef study site for each classification
method. Coverage is expressed as the percentage of total pixels assigned to each class based on
full-scene predictions.

Predicted benthic cover varied substantially across models and habitat types, revealing
key differences in how each method interpreted the scene (Figure 19). Pixel-level estimates
were highly variable across both methods and classes. Pixel-based classifiers like K-Means
and AdaBoost often overrepresented spatially uniform classes like deep water and sand.
For instance, AdaBoost predicted that sand and deep water dominated the site, with sand
covering close to half the area, but estimated relatively little dead coral and almost no
live coral. K-Means showed a similar pattern, though it predicted slightly more dead
coral and failed to detect live coral entirely. In contrast, spectral unmixing estimated more
balanced proportions, allowing it to retain ecologically important classes such as live coral
that are easily overlooked in coarser classification schemes. It identified substantial areas
of live coral (nearly a third of the site) while also moderating the extent of sand and deep
water. Land was consistently predicted in small amounts across all models, though slightly
elevated in the sub-pixel abundance outputs of the unmixing method.

These patterns suggest that spectral unmixing may better capture the fine-scale vari-
ation and mixed composition of coral reef habitats, whereas pixel-based classifiers may
overrepresent spectrally dominant substrates and underrepresent complex or mixed habi-
tats such as those observed in coral reefs.

To further interpret these coverage estimates, we compared the number of predicted
and ground truth pixels for each class across all methods. Figures 20–22 visualize these
comparisons by showing total predicted and actual pixel counts per class. We color-coded
the predicted pixel counts by class-level F1 scores to evaluate class-specific performance,
with green prediction bars indicating strong class-specific performance and high F1 scores.
These plots helped assess model reliability by class and highlight patterns of over- or
underprediction relative to the ground truth data.

K-Means clustering classified sand and dead coral with high F1 scores and small
differences between predicted and actual pixel counts. Land was classified with near-
perfect accuracy (F1 > 0.9). Deep water was also reasonably well predicted, with a
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moderate difference in pixel counts and a high F1 score. However, live coral was poorly
classified, receiving an F1 of 0 despite a small difference in pixel counts. We believe this is a
reflection of class sparsity rather than model failure.

Figure 20. Comparison of K-Means clustering predictions and ground truth pixel counts per benthic
class, color-coded by F1 score.

Figure 21. Comparison of AdaBoost predictions and ground truth pixel counts per benthic class,
color-coded by F1 score.

The optimal AdaBoost model performed well overall, with particularly strong agree-
ment for land and deep water, where predicted counts closely matched the ground truth and
F1 scores were high. Live coral also showed good performance, achieving a high F1 score
despite its small sample size. Sand exhibited good agreement, with only a slight underesti-
mation, while dead coral was moderately underestimated relative to the ground truth.

Unlike the ML models, which required a training/testing split and therefore excluded
a portion of the labeled pixels from evaluation, the unmixing method does not involve
training. As a result, there are a larger number of examples per class. Performance for
spectral unmixing varied considerably among classes. Land was predicted nearly perfectly,
with a high F1 score and only 1 pixel difference between predicted and actual counts.
In contrast, sand and deep water showed much larger discrepancies in pixel counts but
still achieved high F1 scores. Dead coral and live coral proved more challenging. Dead
coral was substantially underpredicted, while live coral was overpredicted. Both classes
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had correspondingly lower F1 scores, indicating reduced reliability for these ecologically
important classes.

Figure 22. Comparison of spectral unmixing predictions and ground truth pixel counts per benthic
class, color-coded by F1 score.

4. Discussion
This study explored the integration of remote sensing imagery with in situ observa-

tions to classify benthic habitats, comparing machine learning (ML) approaches and a novel
nonlinear spectral unmixing algorithm developed via mathematical optimization. To our
knowledge, this represents a new, purely mathematical method applied to benthic habitat
mapping, offering sub-pixel percent cover estimates that better capture the ecological
complexity of reef environments. We evaluated K-Means clustering, AdaBoost decision
trees, and our spectral unmixing method, demonstrating the advantages of continuous
fractional outputs over discrete classifications.

To enhance classification performance, we supplemented raw PlanetScope bands with
derived features, including band ratios and differences, inspired by established remote
sensing indices. These features improved results across all models. Incorporating ICESat-
2 metrics yielded mixed results depending on the model, demonstrating the potential
value and limitations of including seafloor-surface metrics. Recall that the AdaBoost
model achieved a global accuracy of 93.3% when trained on spectral and derived spectral
data, and 93.0% when trained using spectral, derived spectral, and ICESat-2 derived
data. Although the expanded model showed a slight decrease in overall accuracy (0.3%),
it produced broadly similar spatial patterns. These results suggest that while ICESat-
2–derived metrics contribute additional structural information, they did not substantially
improve classification performance in this case. In contrast, the spectral data AdaBoost
model produced results more consistent with expected reef patterns. Recall that the K-
Means model achieved a global accuracy of 85.9% when trained on spectral and derived
spectral data, and 77.4% when trained using spectral, derived spectral, and ICESat-2 derived
data. K-Means performance declined with the inclusion of ICESat-2 metrics (8.5% reduction
in accuracy), likely due to polygon-like artifacts introduced by the ICESat-2 surfaces,
whereas spectral unmixing was minimally affected. The motivation for including ICESat-
2 data was based on our analysis of the ground truth dataset, which revealed minimal
spectral separability among key benthic classes, namely live coral, dead coral, and sand.
Although the inclusion of ICESat-2 metrics did not improve classification performance
in this study, these data were intended to provide additional structural information to
help distinguish these spectrally similar classes. Overall, these results emphasize that the
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benefits of ancillary data are highly model-dependent and should be evaluated not only by
numeric accuracy but also by their ecological validity.

Among the models tested, AdaBoost decision trees achieved the highest classification
accuracy (93.3%) when trained on spectral-only data. This model performed well across
most classes, with high F1 scores across all classes. We attribute its success to its ability to
learn complex patterns in the data that are inaccessible to more rigid mathematical models.
K-Means clustering was moderately effective but less adaptable to mixed input data. The
model’s low F1 score for live coral likely reflects the sparsity of this class in the ground
truth data.

In contrast, the spectral unmixing model, while lower in overall accuracy, offers
unique and powerful advantages for benthic mapping. Unlike the ML models, which
produce discrete class labels, unmixing provides sub-pixel abundance estimates, offering
a fundamentally richer and more ecologically realistic view of benthic composition. By
quantifying the fractional coverage of each class within a pixel, the method captures
fine-scale heterogeneity that conventional classifiers miss. In this region, the seafloor
is patchy [53], and the unmixing method effectively captures both this patchiness and
corals in deeper areas beyond the reef edge. This capability is particularly valuable for
ecological assessments and long-term monitoring, where mixed-class pixels and unsampled
regions are common. The resulting unmixing maps not only indicate the presence or
absence of coral but also estimate percent cover, creating a baseline for more detailed
habitat monitoring. Although sub-pixel validation was limited by the number of 1 × 1 m
photoquadrats, we anticipate that the model’s performance would improve substantially
with more representative ground truth data, highlighting the strong potential of spectral
unmixing for advancing coral reef mapping and management.

The limitations of the ground truth data played a significant role in model performance.
Although statistical tests showed that most benthic classes are separable, several data
quality issues complicated model training and interpretation. These included labeling
conflicts among spectrally identical observations and insufficient representation of the
macroalgae class, which made its removal from analysis necessary. Live coral was similarly
underrepresented in the ground truth dataset and consistently underpredicted by ML
models. In contrast, the spectral unmixing models estimated substantially higher live coral
coverage (28.9–29.3%: Figure 19). While the results of the ML models suggest that low
predictions of live coral may be a reflection of its actual sparsity, the unmixing model results
suggest these low predictions may be due to underrepresentation in training data. These
findings underscore a critical principle in ML-based applications: poor model performance
often stems from data quality issues, such as underrepresented ground truth classes, not
model inadequacy. In this study, strategic preprocessing, including careful label curation
and feature engineering, proved critical to mitigating these issues. Data quality assessment
is equally important as model architecture refinement, and acknowledging these constraints
allows for appropriate interpretation of results.

Operationally, this study reflects the realities of working with imperfect and heteroge-
neous environmental data. We combined multispectral imagery, limited in situ observations,
and interpolated ICESat-2 metrics to construct the most comprehensive dataset possible for
Heron Reef, under the common assumption that all data sources were spatially coincident.
However, in practice, the ICESat-2 and PlanetScope data differ in both spatial resolution
and sampling geometry, and aligning these sources inherently introduces positional un-
certainty. The ICESat-2 surfaces used here were interpolated from discrete along-track
measurements into continuous representations using Voronoi polygons. This approach
inevitably introduces spatial uncertainty but provides a practical means of associating
ICESat-2 variables with PlanetScope imagery, reflecting the conditions under which most
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coral reef mapping efforts are conducted. Such errors are inherent to real-world remote
sensing and cannot be fully eliminated. Rather than viewing these discrepancies as flaws,
we recognize them as practical constraints of using operational data to model complex reef
systems. Acknowledging and working within these limitations is essential for developing
methods that remain realistic, transferable, and applicable across diverse, data-limited
reef environments.

The depth in the study area ranges from approximately 0.5–10 m in regions where
photoquadrats were collected. While most photoquadrats fall within relatively shallow reef
areas where depth likely has minimal impact on observed benthic cover, deeper regions
can still influence visibility and reflectance, particularly for substrates like live coral. This
pattern is consistent with the physics of light attenuation in water: shallower features
are more easily distinguished in the blue and green bands, while deeper features become
increasingly difficult to detect. Additionally, NIR reflectance decreases rapidly with depth,
becoming negligible below approximately 1 m and providing a reliable signal only in very
shallow areas or over land [54]. Although the photoquadrats themselves do not inherently
include depth measurements, we incorporated depth information from ICESat-2 into model
training to help account for these potential effects. This demonstrates that, even with depth-
related variation and limited spectral information, multispectral data can still provide
ecologically meaningful insights when combined with robust unmixing approaches.

While spectral unmixing is typically applied to hyperspectral imagery, we chose to
use multispectral data due to its broader availability. Multispectral sensors, such as those
on PlanetScope satellites, offer practical advantages in terms of cost, spatial coverage,
and temporal resolution. Although ground truth for live coral was limited, our spectral
unmixing model performed better than the ML models and was able to capture live coral in
unsampled, deeper locations, demonstrating the ecological value of this approach. This is a
noteworthy outcome given that multispectral sensors have relatively few broad spectral
bands, which can make it challenging to separate classes with similar spectral signatures
(e.g., live coral, dead coral, macroalgae). That spectral overlap is a well-known limitation
of multispectral data, yet our findings demonstrate that spectral unmixing applied to
multispectral data yields valuable ecological insights when supported by careful prepro-
cessing and robust training data. Nonetheless, the use of hyperspectral imagery, which
contains hundreds of contiguous bands, could significantly improve the ability of unmixing
algorithms to discriminate among benthic classes with subtle spectral differences. This
improvement depends on whether at least one narrow band captures a distinct reflectance
feature that clearly differentiates one class from another. As hyperspectral missions become
more widely available, future applications of this method may benefit from leveraging
the increased spectral resolution to improve classification accuracy, especially in complex
reef environments.

The results of this study are promising, demonstrating strong model performance
under favorable environmental conditions. Heron Island’s shallow depth, high water
clarity, and well-defined reef edges created near-ideal conditions for optical remote sensing,
enhancing spectral separability and minimizing confounding effects such as water column
interference. These favorable conditions likely contributed to the success of the models,
but they also highlight the importance of testing performance across a broader range of
reef environments. In particular, validation in regions with more representative training
datasets, especially those with high densities of live coral, could provide additional insight
into the reliability of spectral unmixing and machine learning approaches. Applying these
methods in settings with greater depth, higher turbidity, or more complex geomorphology
will provide important opportunities to test the robustness, adaptability, and scalability of
the approaches developed here. Improving the representation of underrepresented classes,
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such as live coral and macroalgae, within ground truth datasets should also be prioritized.
Taken together, these steps will further strengthen model performance and enhance the
ecological relevance and conservation utility of remote sensing–based habitat classification
across diverse reef systems worldwide.

5. Conclusions
This study evaluated three classification approaches—K-Means clustering, AdaBoost

decision trees, and a novel spectral unmixing method—for mapping benthic habitats using
remote sensing imagery, engineered spectral features, and ICESat-2-derived parameters.
The nonlinear spectral unmixing approach represents a significant methodological ad-
vancement: it operates directly on multispectral imagery without requiring water column
corrections and eliminates the need for site-specific environmental parameters that have
traditionally limited the scalability of reef mapping methods. While AdaBoost achieved
the highest discrete classification accuracy, the novel unmixing method uniquely provides
sub-pixel percent cover estimates, capturing the mixed benthic composition within a pixel.
This capability offers fundamentally richer ecological insights into benthic composition and
habitat structure than traditional hard classification methods, making it particularly valu-
able for characterizing complex reef environments. The novelty of the unmixing approach
lies in its ability to integrate spectral and other derived information to produce ecologically
meaningful outputs that are potentially more cost-effective for large-scale monitoring.
Model performance was limited by ground truth data quality, particularly the underrepre-
sentation of key classes. These findings underscore the importance of high-quality ground
truth data and intentional preprocessing. Overall, our findings demonstrate the potential
of combining multispectral imagery with ICESat-2-derived metrics and nonlinear spectral
unmixing to advance reef mapping. Generalizing to other reef systems will require careful
consideration of environmental variability and deeper, more turbid conditions. Future
work should focus on expanding model testing to more complex environments, improving
data coverage for rare or spectrally similar classes, and further developing the mathematical
framework of nonlinear spectral unmixing for broader marine applications.

Author Contributions: Conceptualization, G.A.T., M.L., K.L. and J.A.D.; Methodology, G.A.T., M.L.
and K.L.; Software, G.A.T.; Validation, G.A.T. and J.A.D.; Formal Analysis, G.A.T., M.L. and K.L.;
Investigation, G.A.T.; Data Curation, G.A.T.; Writing—Original Draft Preparation, G.A.T.; Writing—
Review & Editing, G.A.T., M.L., K.L., and J.A.D.; Visualization, G.A.T.; Supervision, M.L., K.L. and
J.A.D.; Project Administration, G.A.T.; Funding Acquisition, J.A.D. All authors have read and agreed
to the published version of the manuscript.

Funding: This research was funded by the National Oceanic and Atmospheric Administration under
Grant number NA20NOS4000196.

Data Availability Statement: We thank Planet Labs for providing the PlanetScope satellite imagery
used in this study, available via the Planet Application Program Interface: In Space for Life on
Earth. San Francisco, CA (https://api.planet.com. The Roelfsema photoquadrats can be found at
https://doi.org/10.1594/PANGAEA.894801, accessed on 27 September 2024 (Creative Commons
Attribution 4.0 International, accessed on 27 September 2024) and were not modified. ICESat-2 data
is available for download from https://nsidc.org/data/icesat-2/data, accessed on 30 October 2024.

Acknowledgments: During the preparation of this work, the authors used Claude and Grammarly
to improve language, readability, and grammar. After using this tool/service, the authors reviewed
and edited the content as needed and take full responsibility for the content of the publication.

Conflicts of Interest: The authors declare no conflicts of interest.

https://api.planet.com
https://doi.org/10.1594/PANGAEA.894801
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://nsidc.org/data/icesat-2/data


Remote Sens. 2025, 17, 3623 32 of 34

Appendix A. Interpolated Surfaces of ICESat-2 Derived Variable
To integrate ICESat-2-derived features with PlanetScope imagery across the full study

area, continuous surfaces were generated from the discrete along-track ICESat-2 measure-
ments using a Voronoi polygon (also called Thiessen polygon) approach, following the
methodology described in our previous work [23]. Each ICESat-2 track was first pro-
cessed to extract bathymetric points and calculate per-window metrics including rugosity,
slope, and depth. Voronoi polygons were then constructed around the center of each 20
m along-track window, defining areas of influence such that all locations within a poly-
gon were assigned the values of the nearest ICESat-2 window. Figure 9 in [23] illustrates
this construction.

The resulting surfaces for rugosity and slope can be found in Figure A1. Rugosity
and slope values were grouped into low, medium, and high categories for visualization.
Category thresholds were defined using the 33rd and 66th percentiles of the variable distri-
butions: values at or below the 33rd percentile were classified as low, values between the
33rd and 66th percentiles as medium, and values above the 66th percentile as high. While
this process does not produce a smooth surface, it preserves the along-track sampling struc-
ture of ICESat-2, accounts for the sparse and irregular coverage of tracks, and effectively
captures large-scale variability in seafloor structure relevant for coral reef mapping.

Figure A1. Interpolated surfaces of rugosity and slope derived from ICESat-2 data.
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