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PREFACE

The Second National Winter Weather Workshop was held 26-30 September
1988 in Raleigh, North Carolina. The National Weather Service Eastern
Region hosted the workshop. Support was provided by National Weather
Service Headquarters.

This volume contains unrefereed articles from the participants who
were able to provide a written version of their presentation. A
complete set of abstracts is available from the chairman of the
program committee,

Laurence G. Lee, Chairman, NWS Forecast Office, Raleigh-Durham, NC

Eugene P, Auciello, NWS Forecast Office, Boston, MA

Dr. Steven Businger, Department of Marine, Earth, and Atmospheric
Sciences, North Carolina State University, Raleigh, NC

Rodney F. Gonski, NWS Forecast Office, Raleigh-Durham, NC

Robert W. Kelly, NWS Forecast Office, Columbia, SC

Kenneth D. LaPenta, NWS Forecast Office, Albany, NY

Robert A. Marine, NWS Forecast Office, Portland, ME

Thomas A. Niziol, NWS Forecast Office, Buffalo, NY

James R. Poirier, NWS Forecast Office, New York, NY

Robert E. Muller, Chairman, Area Manager/Meteorologist in Charge, NWS
Forecast Office, Raleigh~Durham, NC

Dr. Gerald Watson, Department of Marine, Earth, and Atmospheric
Scien-es, North Carolina State University, Raleigh, NC

For information, please contact:

National Weather Service Forecast Office
Raleigh-Durham International Airport
P.0. Box 165 . .
Morrisville, NC 27560 \

or

National Weather Service Eastern Region
Scientific Services Division - W/ER3
Airport Corporate Center

630 Johnson Avenue

Bohemia, NY 11716




An article entitled "Summary of the Second National Winter Weather
Workshop" (L. Lee et al.) is scheduled for publication in the June

1989 issue (Vol 4, No. 2) of Weather and Forecasting.

Those interested in pursuing the subject matter of Dr. Steven
Businger’s presentation, "A Review of Cyclogenesis in Cold Air"
are referred to "Cyclogenesis in Cold Air Masses" (S. Businger and
R. Reed) which is scheduled for publication in the June 1989 issuye

{vol. 4, No. 2) of Weather and Forecasting.

The topice covered in Dr. Lance Bosart’s presentation, "The Physical
Basis for East Coast Cyclogenesis: Some Operational Lessons from
Case Studies", are discussed in more detail in the following
references: "The Synoptic and Subsynoptic Structure of a Long-Llived
Severe Convective System" (M. Branick et al.) in the June 1988 issue
(Vol. 116, No. 6) of Monthly Weather Review, "A Case Study of
Unusually Intense Atmospheric Gravity Waves" (L. Bosart and A, Seimon)
in the October 1988 issue (Vol. 116, No. 10) of Monthly Weather
Review, and "Subsynoptic-Scale Structure in a Major Synoptic-Scale
Cyclone" (C. O'Handley and L, Besart) in the March 1989 issue {Vol,

117, No. 3) of Monthly Weather Review.

Details of Mr, H. Michael Mogil’s presentation, "Training Development
at a WSFO - Easy As A,B,C" are contained in several references.
Information regarding the preparation of slides can be found in the

August 1988 isaue of Natjonal Weather Digest (Vol. 13, No. 3) and the

preparation of video tape is the subject of an article scheduled to be

published in the May 1989 National Weather Digest (Vol. 14, No. 2). A

thorough treatment of conductlng and documentlng research in the

operational environment is contained in A Guide for Overational
edited by G. Grice and K. Howard {(1988) and

published jointly by the following NOAA organizations: National
Weather Service, National Severe Storms Laboratory, Environmental
Research Laboratories, and National Environmental Satellite, Data, and

Information Service.

* ¥ ¥ X ¥



PROGRAM
SECOND NATIONAL WINTER HEATHER uonxsmp

Raleigh, NC
Monday 26 September
2:00 PH - 8:00 PM REGISTRATION — Velvet Cloak Inn.
Tuasday 27 September
8:00 AM OPENING REMARKS

8:10 AM

8:50 AM -

9:15 M _

9:55 AM

10:20 AM
10:40 AN

10:40 AM

Robert E. Muller, Area Manager/NIC,

National Weather Service Forecast Office, Raleigh, NC.

Susan F. Zevin, Director,
National Weather Service Eastern Region, Garden City, NY.

OPEMING PRESENTATION
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SERSION 2;: APPLICATION OF SATELLITE IMAGERY TO WINTER

MEATHER FORECAST PROBLEMS.
Chairperson, Rodney F. Gonski,
National Weather Service Forecast Office, Raleigh, NC.

INSTABILITY BURSTE AND HEAVY PRECIPITATION FROM EXTRATROPICAL
CYCLONE BYSTEMS. *

Roderick A. Scofield, Satellite Applications Laboratory,
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Information Service, wWashington, D.C.
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National Severe Storms Forecast Center, Kansas City, MO.
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WITH-WINTER STORMS BY USING INFRARED SATELLITE DATA. *
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National Weather Service Forecast Office, Chicago, IL.
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A LOOK AT THE CHRISTMAS EVE 1987 HEAVY RAIN EVENT IN THE
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Sheldon J. Kusselson, Synoptic Analysis Branch, National
Envirormental Satellite, Data, and Information Sarvice,
Washington, D.C.

LUNCHEON - POOLSIDE - Guest Speaker: Dr., Walter J. Saucier

Chairperson, Eugena P. Auciello,
National Weather Service Forscast Office, Boston, MA.

MESOSCALE WINTER FORECASTING USING DARSE.

Lawrence Dunn,
National Weathar Service Forecast Office, Denver, CO.

WINTER EAST COAST LIGHTNING DATA AND SURVEY OF LIGNTNING
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Carl C. Ewald, Center Weather Service Unit,
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PERSONAL COMPUTERE, UPPER-AIR ANALYSIS, AND QUASI-GNOSTROPNIC

DIMNOSTICS IN THE WeFO.
Michael P. Foster, National Weather Sarvice Southsrn Region,

Scientific Services Division, Fort Worth, TX.
IREAK

LABQRATORY 1

A THREE- TO TWELVE-NOUR HEAVY PRECIPITATION FORECAST INDEX
FOR EXTRATROPICAL CYCLONE SYSTINS.

Roderick A. Scoffsld, Satellite Applications Laboratory,
Nationa)l Environmental Satellite, Data, and

Iinformation Service, Washington, D.C.

END OF LABORATORY
Substitute Presentation
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Stan Barnes, NOAA/ERL/Weather Research Program, Boulder, CO.

iv




Wednes 28 September

8:00 AM

8:35 AM
8:40 AM

8:40 AM

9:05 AM

9:30 AM

8:40 AM

8:40 AM

9:05 AM

9:30 AM

9:55 AM

OPENING PRESENTATION

EXPLOSIVE CYCLOGENESIS OVER THE NORTH ATLANTIC — RECENT
NMC MODEL SKILL AND HOW TO TELL THE BIG BLASTS FROM THE
LITTLE POPS. *

Frederick Sanders, Marblehaad, MA.

ADJOURN TO CONCURRENT SESSIONS.

8 4A: ECIP T
Chairperson, James Poirier,
National Weather Service Forecast Off'fco, New York, NY.

THE ROLE OF MELTING IN DETERMINING PRECIPITATION TYPE IN
EASTERN NEW YORK DURING THE STORM OF OCTOBER 4TH, 1987.

Kenneth D. LaPenta,
National Weather Service Forecast Office, Albany, NY.

&

A PROCEDURE FOR FORECASTING PRECIPITATION TYPE USING NGM LOW
LEVEL TEMPERATURES AND LFM MOS FROZEN PRECIPITATION FORECASTS. *

Joseph A. Ronco, Jr.,
National Weather Service Forecast Office, Portland, ME.

WSFO RDU’S LOCAL QUIDAMCE FOR PREDICTING PRECIPITATION TYPE. *

Kermit K. Keeter,
National Weather Service Forecast Office, Raleigh, NC.

Chairporson, Robcrt A. Mar1ne.
National Weather Service Forecast Office, Portland, ME.

MESOSCALE STRUCTURE IN WINTER STORMS. PART 1:
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Stan Barnes, Brad Colman, and Ken Howard,
NOAA/ERL/Weather Research Program, Boulder, CO.

 MESOSCALE STRUCTURE IN WINTER STORMS. PART 2:

COMPOBITE STRUCTURE OF COLORADO FRONT-RANGE SMOWSTORME .

Edward Tollerud, Cooperative Inatitute for Research in
Enviromental Sciences, University of Colorado, Boulder, Co. and
Kenneth Howard, NOAA/ERL/Weather Research Program,
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Chairperson, Steven Businger, Dept. of Marine, Earth, and

Atmospheric Sciencas, North Carolina State University,
Raleigh, NC,

SNOW FORECASTING USING PHYSICAL PARAMETERS AND PATTERN RECOGNITION

Denis Bachand, Quaebec Weathar Centre,
Atmospheric Environment Service, Saint-Laurent, Quebec.
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Synoptic Studies of Major East Coast
Snowstorms

Paul J. Kocin and Louis W. Uccellini®

1 Laboratory for Atmospheres NASA/Goddard Space Flight Center Greéﬁbelt, MD 20771

1. Introduction

The combined effects of heavy snow, high winds and cold temperatures associ-
ated with major snowstorms along the East Coast of the United States have had
a debilitating effect on some of the nation’s most populated metropolitan areas.
Heavy snowfall associated with storms known as ‘Nor’easters’ may maroon millions
of people at home, work or in transit, disrupt vital services a.nd endanger the lives
of those who venture outdoors.

The ability of weather forecasters to recogn_ize and account for the many ele-
ments that influence the development and evolution of these storms is crucial for
the accurate prediction of heavy snowfall along the East Coast. Before the advent
of numerical weather prediction, attempts to forecast such storms yielded mixed
results, at best. The increasing use and sophistication of numerical weather predic-
tion models has improved the forecasts, especially with regard to the timing and
location of cyclogenesis, precipitation amounts and location of the rain-snow line.
However, even a relatively good numerical model forecast may contain small errors
that can have a profound impact on the accuracy of weather forecasts that are
disseminated to the general population. The inconsistent quality of the forecasts of
these storms suggests that certain physical features and dynamical processes, whose
influences vary widely from case to case, are better understood or more accurately
simulated than others.

In view of an obvious need for an improved understanding of these storm sys-
tems, this paper will provide a brief summary of the horizontal and vertical struc-
tures and evolution of 20 major storms, derived from conventional weather analysis,
during the period 1955 through 1985. These 20 cases were selected because they had
the greatest impact on the largest number of people within a domain that spans the
coastal region from Virginia to southern Maine, including the metropolitan areas
of New York City, Philadelphia, Boston, Baltimore and Washington, D.C. A more
complete description and collection of analyses of individual cases can be found in
Kocin and Uccellini (1989), from which- this article is derived.

._'-




2. Descriptions of 20 major snowstorms

In this section, patterns of snowfall, sea-level pressure, surface wind, tempera-
ture and other parameters are examined for the 20 cases to identify meteorological
patterns that characterize major East Coast snow events, to determine what case-
to-case variability might make generalizations difficult to apply, and to describe the
dynamical and physical processes associated with these patterns.

The distribution of heavy snowfall for each of the 20 cases is shown in Fig. 1.
Snowfall accumulations in excess of 25 cm occurred in bands averaging 200 to 500
km in width, covered distances of 500 km or more and were generally oriented from
southwest to northeast. Snowfalls of 50 cm or greater were observed in every storm,
with amounts exceeding 75 cm in eight of the cases.

All 20 cases were characterized by the development and propagation of well- de-
fined cyclonic circulations. Miller (1946) examined 200 cyclones of varying intensity
over a 10-year period ending in 1939 and categorized East Coast storm development
into 2 types, ‘A’ and ‘B’. Type ‘A’ storms resemble the classical polar front wave
cyclone studied by the Norwegian school (Bjerknes, 1919; Bjerknes and Solberg,
1922). The surface low develops along a frontal boundary separating an outbreak
of cold continental air from warmer maritime air. Type ‘B’ storms represent a
more complex sea-level cyclonic development that is unique to the East Coast of
the United States. The ‘B’ systems feature the development of a secondary area
of low pressure along the East Coast to the southeast of an occluding primary sur-
face low-pressure center located over the Ohio Valley. The secondary low forms
along the primary cyclone’s warm front, which separates a shallow wedge of cold
air between the Appalachian Mountains and the Atlantic Ocean from warmer air
over the ocean. While some doubt exists concerning a physical basis for the Miller
classifications, his study cites secondary sea-level development as one of the most
intriguing aspects of East Coast cyclogenesis. Secondary cyclogenesis is an impor-
tant concern to East Coast snow forecasters because the onset of cyclogenesis and
the cyclone’s subsequent path are key factors in the forecast of when and where the
heaviest snow will occur.

The paths of the surface low-pressure centers associated with the 20 cases are
shown in Fig. 2. Ten of the 20 cases exhibited the ‘B’ scenario described by Miller.
The primary low centers followed diverse paths from the western Gulf of Mexico,
the southern Plains states, and the upper Midwest, with a locus of paths oriented
from the southern Plains states to the upper Tennessee and Qhio Valleys. As the
primary cyclone approached the Appalachians, a secondary center developed over
the northeastern Gulf of Mexico, Georgia, the Carolinas, or the offshore water. The
primary low dissipated as the secondary low formed. :

The distinctive separation of paths that characterizes the cases exhibiting sec-
ondary cyclogenesis is not observed the remaining 10 cases (Fig. 2). All but one
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of these systems developed in or propagated across the Gulf Coast region, passed
south of the Appalachians, and then northeastward along the East Coast. These
systems, as well as the secondary cyclones described in the last paragraph, followed
similar paths from eastern North Carolina northeastward to the waters offshore
of the Middle Atlantic states and southern New England, passing within approx-
imately 100 to 300 km of the coast. Heaviest snowfall was usually found 100 to
300 km to the left of, and roughly parallel to, the paths of the surface low pressure
centers. Although a secondary low center was not observed in these 10 cases, 7
of 10 exhibited a center jump as the surface low appeared to suddenly redevelop
further northeast along the coast. The center jumps occurred along the same path
as that of the primary low, in contrast to the separate tracks that marked secondary
cyclogenesis.

In total, 17 of the 20 cases clearly show a redevelopment and/or sudden acceler-
ation of the surface low along the coast. These characteristics are indicative of the
influences of the underlying topography. The Appalachians appear to mark a tran-
sition between the areas where primary storm systems weaken and where secondary
storms develop and intensify farther east. Secondary cyclogenesis and center jumps
also seem to be confined the vicinity of the Carolinas coasts, suggesting that the
coastline itself plays an important role.

Deepening rates were also examined as a measure of intensity of the cyclones
associated with the snowstorms. In Fig. 3, central sea-level pressures are plotted at
3-h intervals for a 60-h period that includes the initiation, development, and decay
of each storm. The minimum sea-level pressures attained by the 20-case sample
ranges from 960 to 1000 mb. Deepening, defined as a decrease of central pressure
at a rate of at least -1 mb (3h)™", occurred generally over a 24- to 48-h period,
with an average period of 36 hours. The total amount of deepening ranged from 11
to 52 mb, with an average of 33 mb. Most of the cases exhibited a clearly defined
and continuous period of intensification, but a few exhibited multiple periods of
deepening, separated by significant intervals of little or no change in pressure.

Rapid deepening, defined as a deepening rate exceeding -3 mb (3%)2, occurred
in every case except one, and for periods of 6 to 27 hours. In the 10 cases marked
by secondary redevelopment, rapid deepening of the primary low-pressure center
was observed in only 4 cases and lasted no longer than 6 hours. All secondary
cyclones, except one, underwent a 12- 24-h period of rapid development. The
primary low filled within the expanding circulation of the secondary low within 6
to 27 hours followmg the onset of secondary cyclogenesis. Among the 10 storms
that either exhlblted a center jump or no redevelopment, rapid deepening occurred
in all cases and for periods of 6 to 27 hours. While heavy snowfall was frequently
observed during periods of rapid surface intensification, 2 cases yielded widespread
snowfall without surface cyclonic deepening. So, while rapid sea-level development
is a common characteristic of many of these storms, it is not a prerequisite for
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widespread heavy snowfall. It remains, however, a topic that is the focus of much
recent scientific research (ie., Sanders and Gyakum, 1980; Sanders, 1986; Rogers
and Bosart, 1986; Uccellini et al., 1987; Abbey et al., 1987).

While cyclogenesis is an integral component of the 20 major snowfalls, sur-
face anticyclones often provide and maintain cold temperatures for the heavy snow
events. To identify consistent patterns in anticyclone location that characterized
the sample, high pressure centers were plotted (Fig. 4) for a 36-h period prior to
and during cyclogenesis along the East Coast. Anticyclone centers followed paths
from central Canada, either (1) eastward across Ontario and Quebec, toward the
Maritime provinces or New England, or (2) southward toward the northern and
central Plains states. These two scenarios are depicted schematically in Fig. 5.
The sea-level configurations shown in Fig. 5 produce a north-northeasterly flow of
air along the coast that drives cold air southward toward the developing cyclone.
The orientation of the anticyclone relative to the cyclone results in a low-level air-
flow that passes primarily over land, or for only a very limited distance over the
ocean before reaching the coast. As a result, the cold air mass is not substantially
modified by sensible and latent heating from the nearby ocean. Maximum sea-level
pressures within these anticyclones exceeded 1030 mb, and on occasion, surpassed
1050 mb. )

Cold air damming and coastal frontogenesis are two processes associated with
the cold air outbreaks that can be crucial components of the heavy snow events.
When a cold surface high passes to the north of the coastal plain, cold air is chan-
neled southward along the eastern slopes of the Appalachians and is maintained
by a combination of effects described in Stauffer and Warner, 1988, Forbes et al.,
1987, and Bell and Bosart, 1988. Dammed cold air suppresses low-level warm ad-
vection over the coastal plain, and maintains the thermal gradients and warm air
advection pattern along the coastline or offshore. As a result, when a primary
cyclone and its upper-level forcing approach the Appalachians from the west, the
low-level warm air advection pattern shifts to the east of the cold air wedge. This
process facilitates the formation of a secondary cyclone along the East Coast as
the primary system weakens in the QOhio Valley. As cold air remains trapped over
land, air over the ocean is modified by sensible and latent heat fluxes within the
ocean-influenced planetary boundary layer. The deformation and convergence of
these airstreams result in a zone of enhanced low-level baroclinicity termed ‘coastal
frontogenesis’ (Bosart et al., 1972). Coastal frontogenesis provides a site where
low-level convergence, baroclinicity, warm air advections and surface vorticity are
maximized (Bosart, 1975), important considerations in the evolution of East Coast
snowstorms.

3. Descriptions of upper-level features

An examination of the 500 mb surface shows that three patterns of geopotential
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heights define the upper-level troughs-associated with the sea-level cyclones (Fig.
6). These patterns include (1) the transformation of an ‘open-wave’ trough into a
closed circulation or vortex during cyclogenesis (12 cases), (2) the existence of a
closed circulation at 500 mb prior to and during cyclogenesis (4 cases), and (3) 500
mb troughs that did not evolve into closed circulations (4 cases). Increases of am-
plitude and decreases of half-wavelength between the trough and downstream ridge
characterized nearly all cases and are indicative of the enhanced vorticity gradients,
vorticity advections and upper-level divergence associated with these storms. The
development of diffluence downwind of the trough and a change in the orientation
of the trough axis to a negative (northwest-southeast) tilt also characterized the
majority of cases. : _

Distinct 500 mb vorticity maxima were plotted for each case (Fig. 7). The
maxima followed a variety of paths, but were initially directed from northwest to
southeast in 14 of the 20 cases, indicative of deepening or ‘digging’ troughs in
which the amplitude measured between the trough and upstream ridge axes was
increasing with time. Following the initial digging of the troughs in the central
United States, the paths of the vorticity maxima typically curved to the east or
northeast as they approached the Atlantic coast. With few exceptions, the centers
of maximum cyclonic vorticity moved off the coast between North Carolina and New
Jersey to positions just south of the southern New England coast. The merger of
multiple vorticity centers was clearly observed in 9 cases and indicates a ‘phasing’
of separate short-wave troughs or jet-stream systems. The interaction of these
systems enhances the upper-level vorticity advection and associated divergence as
the merging of separate vorticity maxima into one cohesive maximum porduces a
well-organized pattern of vorticity advection above the developing surface cyclone.

Heavy snow seldom occurs when the vorticity maximum curves to the northeast
before reaching the East Coast. In cases where the vorticity maximum propagates
northeastward into the Ohio Valley, the primary surface cyclone usually maintains
a well-defined circulation west of the Appalachians, advecting lower-tropospheric
warm air over the coastal plain. While secondary cyclogenesis may still occur and
cold air damming may persist over the coastal plain, the warm advection aloft often
produces precipitation in the form of rain, freezing rain, or ice pellets, rather than
heavy snow. .

The 500.mb surface was also examined to identify characteristic geopotential
height patterns associated with the sea-level anticyclones over the Great Lakes and
southeastern Canada. The sea-level high-pressure systems were found upwind of
upper-level troughs propagating across eastern Canada in all 20 cases. The troughs
crossed eastern Ontario, Quebec and the Maritime provinces to the offshore waters
of the Atlantic Ocean before and during the onset of heavy snowfall in the coastal
Northeast. In 19 of the 20 cases, the sea-level anticyclone was located beneath a
region of confluent geopotential heights. Confluence was found upwind of the 500
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mb trough over eastern Canada, which typically contained a distinct geopotential
height minimum or closed circulation. The confluence was also associated with
the presence of polar jet streaks across the Northeast. The repeated appearance
of upper-level confluence and its connection with the sea-level anticyclones suggest
that the development and maintenance of a confluence zone over the northeastern
United States or southeastern Canada helps to establish and maintain the lower-
tropospheric cold temperatures necessary for snowfall along the coast.

An orientation of upper-level jet streaks and their associated vertical ageostrophic
circulations, as identified by Uccellimi and Kocin (1987), links many of the preced-
ing surface and upper-level features to the development of heavy snowfall (Fig. 8).
As an upper-level trough approaches the East Coast, a surface low pressure system
develops within the diffluent exit region of a jet streak downwind of the trough axis.
A separate upper-level jet streak is embedded in the confluence over New England.
A cold surface anticyclone is usually found beneath the entrance region of this jet
streak. Indirect and direct transverse ageostrophic circulations are located in the
southern and northern jet streaks, respectively. The rising branches of the two jet
streaks merge and contribute to a widespread region of ascent, clouds and precipi-
tation between the jet streak exit and entrance regions. The advection of Canadian
air southward in the lower branch of the direct circulation over the northeastern
United States maintains the lower-tropospheric temperatures needed for snowfall
and is enhanced by cold air damming. The northward advection of warm, moist
air in the lower branch of the indirect circulation rises above the cold air north of
the surface low. A low-level jet streak typically develops in this branch beneath the
diffiuent exit region of the upper-level jet.

4. Summary

The description of surface and upper-level characteristics of 20 major East Coast
snowstorms is a greatly condensed version of a Meteorological Monograph to be
published shortly by the American Meteorological Society. Analyses of the sur-
face and upper-level fields of pressure, geopotential height, wind, and temperature,
plus other selected elements, provide a framework for understanding some of the
dynamical and thermodynamical processes that contribute to heavy snowfall along
the East Coast.

A visual summary of the factors that contribute to heavy snowfall along the
East Coast is provided in Fig. 9. The following brief descriptions of the relevant
processes show how each influences the development of these storms. Although
the processes are treated separately to identify their individual contributions, the
non-linear interactions of these processes are crucial for the development of heavy
snowfall. k

Each of the storms was associated with a well-defined upper-level trough and
cyclonic vorticity advections. An increase in amplitude and decrease in wavelength,
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the appearance of diffluence downwind of an increasing negatively-tilted trough
axis, were all characteristic of the 20 cases and pointed to processes that increase
upper-level divergence during surface cyclogenesis. Upper-level jet streaks were an
important component of these storms and a particular configuration of jet streaks,
one approaching the East Coast and the other located over the northeastern United
States or southeastern Canada, were seen as instrumental in establishing conditions
suitable for heavy snowfall (Uccellini and Kocin, 1987).

Anticyclones that pass across southeastern Canada or surface high-pressure
ridges that extend eastward from anticyclones over the American or Canadian plains
provide the cold low-level air that enables precipitation to the reach the ground in
the form of snow. The position of the anticyclone relative to the evolving storm
system is a key factor in driving cold air toward the coastal region, with minimal
modification due to its primarily over-land trajectory.

Lower-tropospheric thermal advections are also important components of these
storms as they affect deepening rates, vertical motions and energy conversions.
The increase of the thermal advections during cyclogenesis is attributable, in part,
to the effects of topography on the boundary layer temperature structure. The
Appalachian Mountains, the coastline and the varying temperature field within
the Atlantic Ocean, in association with the Gulf Stream, contribute to the lower-
tropospheric thermal modifications. Cold air damming contributes to the southward
advection of cold air and the enhancement of thermal gradients along the coast.
Coastal frontogenesis focuses low-level convergence, baroclinicity, warm advection
and surface vorticity, providing a channel for the developing cyclone. The fluxes of
sensible and latent heat warm and moisten the ocean-influenced planetary boundary
layer, contributing to the coastal baroclinicity and the moisture flux necessary for
heavy precipitation.

The interactions of these effects are accounted for by the ‘self-development’
concept defined by Sutcliffe and Forsdyke (1950) and described by Palmen and
Newton (1969). A companion paper by Uccellini et al. (1989) discusses these
interactions and will not be addressed here.

This paper is intended to show that conventional weather analyses present recog-
nizable patterns that precede and accompany the development of heavy snowstorms
along the East Coast. These patterns provide a first step in the generation of con-
ceptual models that can be used by forecasters to predict future heavy snow events
in a region greatly affected by their occurrence. A limitation of this study is that
only 20 cases were examined; which points to the need for additional research that
involves detailed case studies, numerical modeling efforts, and the development of a
larger group of cases covering a wider variety of storms, both back in time and for-
ward in time as new cases occur. Through a combination of research efforts ranging
from climatological reviews to model-based case studies, together with improved
observations of these systems, especially over the ocean, our understanding of these
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storms will be enriched and our ability to forecast them with acceptable consistency
may be realized.
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STORM SNOWFALL FOR TWENTY CASES
(2 25 CM)
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Fig. 1. Storm snowfall in excess of 25 cm for 20 snowstorms between 1955 and
1985 (light shading, 25 to 50 cm; linear shading, 50-75 cm; heavy shading, greater

than 75 cm).
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Fig. 2. Paths of low-pressure centers at sea level for 20 cases. Paths are grouped
according to (a,b) cases exhibiting "secondary” redevelopment and (c,d) cases ex-
hibiting no redevelopment or only “primary” redevelopment (“center jumps”). Sym-

bols along path represent 12-h positions.
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Fig. 3. Time series of central pressures of the sea-level cyclones over the 60-
‘h study period. The 20 cases are grouped as in Fig. 2. In the top two panels,
the pressures of the primary low are represented by the thin dotted lines and the

secondary low by the solid lines,
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Fig. 5. Schematic of representative streamlines (dotted arrows) and sea-level

isobars (solid) for anticyclone-cyclone couplets during major snowstorms along the

Northeast coast. Top and bottom panels reflect 12-h sequences. (Al, A2) shows

a well-defined anticyclone over Ontario and Quebec and (B1,B2) shows a high-

pressure cell over the Plains states ridging eastward to the northeastern United

States.
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Fig. 6. Representative examples of trough evolution at 500 mb for major North-
east snowstorms. Solid lines are geopotential height contours at 500 mb. Dotted
lines indicate trough and ridge axes. Positions of sea-level cyclone and surface fronts
are also shown.

Fig. 7. Paths of ahsolute vorticity maxima at 500 mb. The 20 cases are grouped
as in Fig. 2. ' '
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Fig. 8. Schematic of dual jet-related circulation patterns during East Coast
snowstorms. Circulations are represented by pinwheels, jet streaks are imbedded
within confluent and diffluent regions and solid lines are sea-level isobars.

Fig. 9. Schematic of factors that contribute to heavy snowfall along the East
Coast of the United States.
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MODEL DIAGNOSTICS OF EAST COAST STORMS!
Louis W. Uccellini, Keith F. Brill2, Paul J. Kocin, and Jeffrey S. Whitaker3

Laboratory for Atmospheres
NASA/Goddard Space Flight Center
Greenbelt, MD 20771

1. Introduction

The recent interest in cyclogenesis is generally based on studying cyclones which un-
dergo a period of rapid development. These storms are often marked by severe winds and
heavy precipitation and are, in many instances, not predicted well by numerical models.

In their study of “explosive” cyclogenesis in the Northern Hemisphere, Sanders and
Gyakum (1980) found that the rapidly-deepening storms occur primarily over the ocean,
above or just to the north of the warm ocean currents in the North Atlantic and North
Pacific Oceans. Roebber (1984) presents a statistical analysis of the 24-hour deepening rate
of a one-year sample of cyclones occurring in the Northern Hemisphere. Roebber’s analysis
confirms that rapid cyclogenesis occurs primarily near the warm ocean currents. However,
he emphasizes that the period of extreme rapid deepening occurs for only a fraction of
the time encompassing the cyclogenetic event, a result which is consistent with Kocin
and Uccellini’s (1988) review of 20 major snowstorms along the East Coast of the United
States. The observations that many of these cyclones exhibit a short period of extreme
rapid deepening lends support to the terminology of “explosive development” or “rapid
development” used by Sanders and Gyakum (1980), among many others, in describing
these storms. 2

2. Observations

It is well known that the presence of upper-level trough/ridge systems and/or jet
streak provides an area of divergence in the middle-to-upper troposphere (as estimated by
cyclonic vorticity advection) over the developing storm center, as emphasized by Bjerknes
(1951), Palmén (1969), Petterssen (1956), Sutcliffe (1950}, and many others. As discussed
by Bjerknes (1951), “transverse” or cross-stream ageostrophic components in the entrance
and exit regions of jet streaks also play a role in the development of surface cyclones and
anticyclones. The existence of a trough/ridge system and imbedded jet streak usually
precedes the surface cyclogenesis. However, there are examples in which the upper-level
curvature in the geopotential height fields is not a dominant feature, and the divergence

lWorkshop report derived from the 1988 NCAR Synoptic Study Symposium; lecture notes
written by Yea-Ching Tung provided courtesy of Dr. Frederick Carr.

2General Sciences Corporation, Laurel, MD 20707.
3Department of Meteorology, The Florida State University, Tallahassee, FL. 32306.
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aloft appears to be related primarily to the presence of a well-defined jet streak (Uccellini,
1984, 1986; Uccellini and Kocin, 1987; Wash et al, 1988). ,

Uccellini and Kocin (1987) show that a particular configuration of two separate jet
streaks can give rise to two interactive, transverse-ageostrophic circulations and contribute
to conditions suitable for heavy snowfall along the East Coast: (1) a direct circulation
located within the confluent entrance region of a jet streak over the northeastern United
States or southeastern Canada; and (2) an indirect circulation in the diffluent exit region
of a jet streak associated with a trough in the southeastern United States.

For example, at 1200 UTC 11 February 1983, a strong snowstorm was in progress
across Virginia, West Virginia, and Maryland. The 300 mb analysis (Fig. 1) shows that
there is an upper-level trough and an upper-level jet streak located near the base of the
trough. Confluence geopotential heights over the northeastern United States mark the
entrance region of a separate 60 m s~ polar jet streak. The surface low is located beneath
the diffluent exit region of the upper-level jet streak over the southeastern United States
(Fig. 2). A wedge of high pressure associated with very cold air is located beneath the
confluence in the entrance region of the upper-level jet streak located just south of Nova
Scotia. The widespread area of heavy snow is located between the two jet streaks.

The interaction of transverse circulations in the exit and entrance regions of the two jet
streaks is illustrated by a cross section constructed from Lake Ontario to the North Carolina
coast (Fig. 3). A direct transverse circulation is diagnosed in the entrance region of the
polar jet streak across the northeastern United States (marked with a “D” in Fig. 3). The
ageostrophic wind components at upper levels are directed toward the cyclonic-shear side
of the jet, while the low-level return ageostrophic flow is directed toward the anticyclone-

shear side of the jet. Subsidence is diagnosed in the coldest air immediately above the --

surface anticyclone. Ascent is diagnosed in the relatively warmer air where the isentropes
are sloped downward toward higher pressure. The ageostrophic components in the lower
troposphere appear to contribute to the advection of cold air from New York toward
Virginia.

The cross section also displays an indirect transverse circulation (marked with an “Y”
in Fig. 3) in the exit region of the jet streak over the southeastern United States. In
the upper troposphere, the tangential ageostrophic wind components are directed to the
anticyclonic shear side of the jet. Ascent and Subsidence are located in relatively colder
and warmer air, respectively. The lower branch of the indirect circulation acts to transport
moisture from the Atlantic Coast toward the region of heavy snow.

The two circulations interact to produce a broad, sloped region of ascent that is
conducive to heavy precipitation. The lower branches of the circulations appear to enhance
moisture transports and provide for the interaction of very cold and very warm air, creating
a favorable environment for the development of heavy snowfall.
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In the previous case, direct and indirect circulations were diagnosed in the entrance

and exit regions of upper-level jet streaks embedded within confluent and difluent flow
regimes, respectively. As discussed by Shapiro and Kenney (1981) for a jet streak marked
by significant cyclonic curvature and by Uccellini et ol. (1984) for an anticyclonic flow
regime preceding the Presidents’ Day storm, this simple relationship did not always exist
in curved flow regimes.

Although the upper-level trough/ridge system and/or jet streaks contribute to the

development of extratropical storms, other characteristics are also common to rapidly

developing extratropical storms. These characteristics include:

(1)

(2)

(3)

(4)

(5)

An asymmetric distribution of clouds and precipitation surrounding the storm, with
the deepest clouds and most extensive area of significant precipitation located pole-
ward of the cyclone center and a clear “tongue” extending toward the center from
the western and equatorward sides. The clear tongue represents the area in which
stratospheric air marked by high values of poteﬁtial vorticity descends toward the
storm center. As first postulated by Kleinschmidt (Eliassen and Kleinschmidt, 1957)
and recently reviewed by Hoskins et al. (1985), the stratospheric extrusion represents
a “producing mass” for cyclogenesis.

Low-level baroclinic zones that often serve as the site along which rapid cyclogene-
sis commences along the east coasts of major continents and near the narrow, warm
ocean currents in the North Atlantic and Pacific Oceans, where intense low-level tem-
perature gradients can become established (e.g., Bosart, 1981; Gyakum, 1983a; Reed
and Albright, 1986).

Boundary-layer fluxes of heat and moisture which act to fuel the developing cyclone
and to destabilize the lower troposphere in advance of the storm (e.g., Bosart, 1981,
Uccellini et al., 1987). This factor also tends to favor rapid cyclogenesis over or near
oceans.

Convective elements are imbedded within the precipitation regime on the poleward
side of the cyclone and also along the frontal boundaries associated with these storms.
Hypotheses have been presented that the convection plays an active role in con-
tributing to and even initiating rapid cyclogenesis (e.g., Tracton, 1973; Bosart, 1981;
Gyakum, 1983b). However, the evidence supporting these hypotheses is still incon-
clusive. _

In some areas, orographic features play an important role in cyclogenesis. For example,
case studies and numerical experiments demonstrate that the Alps exert a significant
modifying influence on large-scale flow patterns and jet-streak circulation patterns
that contribute to rapid cyclogenesis in the Ligurian Sea just to the west of Italy
(e.g., Buzzi and Tibaldi, 1978; Mattocks and Bleck, 1986). It also appears that the
Appalachian Mountains play a significant role in influencing the low-level thermal
fields (through “damming” of the cold air toward the south) which, along with coastal
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frontogenesis, provides a low-level baroclinic zone in the Carolinas, contributing to

coastal cyclogenesis (see, e.g., Bosart, 1981; Stauffer and Warner, 1987).

It ﬁppea.rs from an increasing number of model-based sensitivity studies and diagnostic
analyses of storms along the East Coast of the United States that the rapid development
phase of extratropical cyclones is dependent not on the individual contribution of these
physical processes, but on a synergistic interaction among them (Uccellini et al., 1987).
Furthermore, it appears that the interactions are required for only a short period of time
over a relatively small domain to produce these major cyclone events.

3. Numerical Modeling Studies

Since all of the physical processes seem to feed back upon each other, affecting the
horizontal and vertical circulation patterns throughout the entire troposphere and lower
stratosphere, numerical modeling has become a critical part of the effort to resolve the
interaction of various physical processes that contribute to cyclogenesis.

Uccellini et al. (1987) used a series of model simulations for the February 1979 Presi-
dents’ Day cyclone and showed that a synergistic interaction among jet-streak circulation
patterns, boundary layer fluxes, latent heat release and circulation associated with coastal
frontogenesis has contributed to (1) rapid development of a low-level jet streak (LLJ), (2)
an increase in the low-level mass divergence, and (3) an initial development of a secondary
cyclone along the coast.

This model experiment consists of four simulations which are ADB (adiabatic, with
surface friction), BLYR NO LHT, LHT NO BLYR, and FULL PHYS. In FULL PHYS
simulation, where all physical parameterizations are included, the maximum 850 mb winds
and minimum sea-level pressure (SLP) are significantly closer to those observed than in
the other simulations (Table 1).

The most accurate simulation of the secondary surface cyclogenesis along the coast 1s
accomplished by FULL PHYS simulation. The maintenance of a distinct pressure ridge
east of the Appalachian Mountains, the development of an inverted trough along the
southeast coast and associated coastal frontogenesis, and the weakening of the Ohio Valley
trough between 06 Z/18 and 18 Z/18 (Figs. 4a-c) agree favorably with analyses provided
by Bosart (1981) and Uccellini et al. (1984). By 00 Z/19, the coastal system continues
to deepen off the South Carolina coast (Fig. 4d), with the 1017 mb central pressure being
identical to that of Bosart’s (1981) analysis.

A vertical cross section constructed from central Michigan to a position off the Florida
coast shows that the transverse circulation is detectable over the Appalachian Mountain
region, with a 6 ubs™! ascending branch located beneath the axis of the subtropical jet
(STJ) by 06 Z/18 (Fig. 5a), and greater than 12 pb s™! by 12 Z/18 (Fig. 5b). These
vertical cross sections also reveal the distinct frontogenesis along the coastline (reflected
by the tightening of the gradient of potential temperature immediately along the coasts

- 18 -




in the plane of the cross section). Associated with the coastal frontogenesis is a shallow
direct circulation (indicated by a “D” in Fig. 5b), which is marked by a separate ascent
maximum . in the warmer air to the east of the coastal front and descent in the colder air
to the west. The FULL PHYS simulation produces a significant LLJ which develops in
the region where the lower branch of the indirect circulation (associated with the STJ)
and the upper branch of the direct circulation (associated with coastal frontogenesis and
damming)} merge near the 850 mb level,

To isolate the processes that contribute to the development of the LLJ a trajectory
is shown for a parcel that passes through the low-level wind maximum in FULL PHYS
and then compared to a parcel trajectory for ADB (Fig. 6). The trajectory from FULL
PHYS confirms that the acceleration of parcels into the developing LLJ is related to (1) the
westward movement of the parcel toward the developing coastal trough where the pressure
gradient force is changing with time, and (2) the vertical displacement of the pacel through
the baroclinic region associated with the coastal front. In effect, the rapid development
of the LLJ within three hours represents a three-dimensional adjustment process in which
parcels respond not only to horizontal displacement, but also to their vertical displacement
within a baroclinic environment. o

To determine the effect of the LLJ in the initial decrease of sea-level pressure, the
mass flux divergence is computed through 21 Z/18 for the areas which coincide with both
the region of maximum SLP falls (as measured by three-hour tendencies) and the entrance
region of the LLJ as simulated in FULL PHYS. The mass divergence profiles (Fig. 7)
indicate the increase in the lower-level mass divergence (800 mb-900 mb) coincides with
the rapid development of southeasterly winds in the entrance region of the LLJ. A shallow
layer of mass convergence below the 900 mb level is consistent with the developing inverted
trough along the coast. These persistent regions of mass divergence in the upper and lower
troposphere are accompanied by decreasing SLP that marks the initial phase of secondary
cyclogenesis along the coast.

Whitaker et al. (1988) also used a regional-scale numerical simulation to show that
(1) the convergence of air streams originating in the stratosphere (to the west) and the
ocean-influenced PBL (to the east) play a significant role in the rapid development phase
of the Presidents’ Day cyclone; (2) the divergence of the air streams above the 700 mb -
level contributed to the mass divergence and decrease in SLP; and (3) the development
of the vortex involves bafoclinic/dynamic and diabatic processes that interact throughout
the entire depth of the troposphere.

4. Issues and Summary
While the problem of defining necessary conditions that are applicable to all rapidly
developing cyclones remains an unresolved issue, the “self-development” concept defined by

Sutcliffe and Forsdyke (1950), and discussed by Palmén and Newton (1969), does provide
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a basis for describing the interactions of dynamical and physical processes that contribute
to rapid cyclogenesis. The self-development concept has been applied to cyclones along
the East Coast of the United States (Kocin and Uccellini, 1988}, as depicted schematically
in Fig. 8. The approach of an upper-level trough and jet streak moving towards the
East Coast and the initial development of a surface cyclone act to focus and enhance the
effects of warm-air advection, sensible heat flux, and moisture fluxes in the PBL, and
latent heat release above 850 mb north and east of the surface low to warm the lower to
middle troposphere near the axis of the upper-level ridge (Fig. 8a). The increased warming
associated with these processes affects the divergence aloft in the following manner, The
increased warming acts to slow the eastward progression of the upper-level ridge and to
increase the ridge amplitude as the trough moves eastward. It amplifies (partly in response
to an amplification in the cold air advection pattern to the west of the surface low-pressure
center) and attains a negative tilt. The decrease in the wavelength between trough and
ridge axes, an increase in the diffluence corresponding to the spread of geopotential height
lines downstream of the trough axis, and the increase in the maximum wind speeds of
the upper-level jet streaks all combine to enhance the divergence in the middle to upper
troposphere above the surface low. The increased upper-level divergence (represented by
an enhancement of the cyclonic vorticity advection in Fig. 8b} acts to deepen the cyclone
even further. '

As the surface low deepens, the lower-tropospheric wind field surrounding the storm
increases in strength, especially to the north and east of the low, where the contribution of
isallobaric effects and vertical motions to the acceleration of air parcels is large (Whitaker
et al., 1988) and frictional effects are minimal. Often, a low-level jet (LLJ) develops to
the north and/or east of the storm center, increasing both the moisture transports toward
the region of heavy precipitation and the warm-air advection pattern (Fig. 8b). Thus,
the development of the LLJ enhances the warm-air advection beneath the ridge, further
contributing to the self-development process that continues until the cyclone occludes and
the heating is effectively cut off.

Self-development depends on (1) the existence of the upper-level features that concen-
trate the divergence aloft which is conducive to maximum ascent ahead of the developing
surface low, and'(2) warming (poleward and east of the surface low) due to diabatic pro-
cesses and an enhanced thermal advection pattern associated with a low-level baroclinic
zone and strong winds. Given the interaction among the various processes, it is not pos-
sible to designate one as more important than another in describing rapid cyclogenesis.
Furthermore, it is difficult to separate the relative importance of upper and lower tro-

pospheric forcing mechanisms since processes near the top .of the troposphere, bottom

of the stratosphere, and within the planetary boundary layer interact to influence the
trough/ridge system, imbedded jet streaks, and associated vertical circulation patterns
that extend throughout the entire troposphere. Thus, future sttid_ie's on rapid cycloge-
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nesis need to focus on describing the nonlinear interactions between the dynamical and
physical processes described above. These studies will require enhanced observations com-
bined with well-designed model experiments and improved numerical models to not only
increase our understanding of rapid cyclogenesis, but also to enhance our ability to predict
the occurrence of these storms with acceptable reliability.

Table 1
Maximum 850 mb winds and minimum SLP from numerical simulations
of the Presidents’ Day cyclone

Maximum

850 mb Winds Minimum SLP
Experiment  06Z/18 127/18 00Z/18 06Z/18 12%/18 18Z/18 00Z/19

ADB 5 18 1032 1032 1032 1035 1036
BLYR NO LHT 5 24 1032 1030 1027 1027 1024
LHT NO BLYR 6 21 1032 1030 1032 1036 1036
FULL PHYS 6 31 1032 1028 1024 1022 1017
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Fig. 1 The 300 mb geopotential height analysis (solid; 888 = 8880 m), isotachs
(dot-dashed; 40 = 40 m s™'), and selected isopleths of absolute vorticity
(dotted; 18 = 18x10~% s™!) with vorticity maximum indicated by “X” at
1200 UTC 11 February 1983. Each flag denotes 25 m s™2, each full barb
denotes 5 m s~!, each half-barb denotes 2.5 m s~1, and shading represents -
wind speed intervals to depict jet streaks. Thick dashed line represents axis
of cross section shown in Fig. 3. (From Uccellini and Kocin, 1987.)
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Fig. 2 Surface frontal and isobaric (solid, mb) analysis at 1200 UTC 11 February
1983. Shading represents precipitation. (From Uccellini and Kocin, 1987.)
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tangential to the plane of the cross section shown in Fig. 1 at 1200 UTC
11 February 1983, including isentropes (K) at 4K increments. The horizontal
vector components are scaled at the bottom of the figure (m s~!). Shading
represents ascent in excess of -5 ub s™!, positions of upper-level jet streaks
are indicated by J. D and I denote centers of direct and indirect circulations,
respectively. (From Uccellini and Kocin, 1987.)
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model level (near 1000 mb) for the full physics simulation (FULL PHYS).
Alternating intervals of shading indicates six-hourly precipitation amounts
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sea-level pressure trough. (From Uccellini et al., 1987.)
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Schematic of the “self-development” concept that relates how the temper--
ature advections, sensible heat fluxes and moisture fluxes in the PBL, and
latent heat release associated with cyclogenesis enhance the amplitude of
upper-level waves and decrease the wavelength between trough and ridge
axes, which contributes to an increase in upper-level divergence (as inferred
by the enhanced cyclonic vorticity advection pattern in (b)) that further
enhances cyclogenesis. (From Kocin and Uccellini, 1988.)
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Winter Forecast Problems Associated With
Light to Moderate Snow Events in the
Mid-Atlantic States on 14 and 22 February 1986!

Jeffrey Homan? and Louis W. Uccellini®

2General Sciences Corporation, Laurel, MD 20707
3NASA/Goddard Space Flight Center, Greenbelt, MD 20771

1. Introduction

The occurrence of several major snowstorms along the East Coast of the United
States during the past decade has generated considerable interest in the published
literature. Examples include a review of 18 major snowstorms in the eastern United
States by Kocin and Uccellini (1985a,b), analyses of the Presidents’ Day snowstorm
of 18-19 February 1979 by Bosart (1981), and Uccellini et al. (1984, 1985) and those
of the 11-12 February 1983 megapolitan snowstorm by Bosart and Sanders (1986).

- These storms are an obvious cause for concern to weather forecasters because of -
- their potential impact to metropolitan areas. However, their relatively rare occur-
rence should not distract forecasters and researchers alike from understanding and
predicting the weather associated with weaker systems which occur more frequently.
Indeed, as noted by Maddox and Doswell (1982) for severe weather events in the
central United States, the forecasting problems associated with the weaker systems
can actually be more troublesome than those related with the super storm, since
the dynamic and thermodynamic factors that contribute to the weather associated
with such systems may be more difficult to analyze, diagnose, and predict.

In this paper, a short review of two case studies of light to moderate snow
events which affected the Middle-Atlantic states during 14 and 22 February 1986
- are presented. These cases were selected because significantly different snowfall
and precipitation patterns were generated by two systems with similar upper- tro-
pospheric and surface features. Furthermore, the numerical forecast guidance and
local forecasters displayed minimal skill in forecasting the amount of snow associ-
ated with these systems. Synoptic analyses of the 14 February and 22 February
1986 cases are found in section 2. Isentropic analyses are presented in section 3

1This work is derived from an article which appears in Weather and Forecasting by Homan and
Uccellini (1987).
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that relate the lower-tropospheric thermal, wind, and moisture fields to the dif-
ferent snowfall patterns and rates for each case. The results of these studies are
summarized in Section 4.

2. Synoptic Descriptions
a. Case 1: 14 February 1986

The surface weather conditions for the East Coast at 1200 GMT 14 February
1986 were dominated by a cold high-pressure center positioned off the North Car-
olina coast, accompanied by sub-freezing temperatures as far south as central Geor-
gia (Fig. 1a). A 1008 mb low-pressure center near the Arkansas-Oklahoma border
was located along the southern end of a cold front extending southwest from the
Great Lakes region. At this time, moderate snow and freezing rain were occurring
over Kentucky and Tennessee, where 2.5 to 7.5 cm (1 to 3 in) of snow had already
accumulated by 1200 GMT 14 February. By 1800 GMT, the area of low pressure
initially in Arkansas consolidated into one center in southern Tennessee and did not
deepen (Fig. 1b). Light snow was commencing in the western regions of Maryland
and Virginia, but moderate to heavy snow was confined to eastern Kentucky, Ten-
nessee, and southwestern Virginia. During the next 6 hrs the low pressure system
weakened slightly while moving slowly eastward and by 0600 GMT 15 February was
located over southeastern North Carolina. Most of the Middle-Atlantic area was
experiencing light snow, southerly winds, and temperatures below freezing, but the
heaviest snow continued to fall south and southwest of Washington, DC, north of
a warm front located across the North Carolina- South Carolina border.

At upper levels, the 300- and 500-mb analyses at 1200 GMT 14 February showed
a trough extending southward from Iowa to eastern Texas (Figs. 2a and 2b). Cy-
clonic horizontal wind shear near the base of the trough axis contributed to a
vorticity maximum of 16 x 10~5s~! over Oklahoma at the 500-mb level (Fig. 2b),
with significant positive vorticity advection (PVA) from Arkansas to Kentucky (not
shown). At 850 mb, strong warm-air advection was occuring over the Tennessee
Valley. By 0000 GMT 15 February, the 500-mb trough and associated 16 x 10~5s~1
vorticity maximum moved into the Ohio Valley (Fig. 2¢). However, at 850 mb, the
widespread warm-air advection initially over the Tennessee Valley and southeastern
states was now mainly confined to the Carolinas and southern Virginia, with little

_or no indication of a thermal ridge over the southeastern United States. Further-
more, the warm-air advection over Washington, DC, was weak to nonexistent at
this time. ~

An analysis of precipitation and snow totals over the Mid-Atlantic States for
this case is shown in Fig. 3. Although a moderate snowfall of 3-5 inches was
predicted for the Washington, DC area, most snowfall amounts were in the light
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1200 GMT 14 February (a, b, ¢) and 0000 GMT 15 February (d, e, f).



range of 1-3 inches across Maryland and northern Virginia. Precipitation amounts
decreased substantially east of the Appalachian Mountains, however, a local maxi-
mum of snowfall (3 to 6 in) and precipitation did extend across the southern half of
Virginia north of a surface warm front and in an area of significant 850-mb warm-air
advection that remained south of Washington, DC. It appears, therefore, that 1)
the weakening surface system (which was perhaps related to an unfavorable thermal
field east of the mountains), 2) the confinement of the 850-mb warm-air advection
pattern to the south of the Washington, DC, region, and 3) the location of the
surface warm front in the Carolinas were contributing factors to the precipitation
distribution for this case.

TOTAL SNOW ACCUMULATIONS 14-15- FEBRUARY

[\ s PRECIPITATION (in)
| -25 ' 14-15 FEBRUARY 1986

Fig. 3. Snowfall distribution (in) across the Virginia-Maryland area (top)

and total precipitation amounts (in) from 1200 GMT 14 February through
1200 GMT 15 February. , :
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b. Case 2: 22 February 1986

During the afternoon and early evening of 22 February, the Washington, DC,
area was surprised by a moderate snowfall event. At 1200 GMT 22 February, a weak
surface low (with a central pressure of 1012 mb) was located in northern Georgia
and a surface high-pressure ridge penetrated southward along the East Coast of the
United States (Fig. 4a). By 1800 GMT, the surface low moved eastward to South
Carolina (Fig. 4b), with an inverted trough extending north toward Ohio and an
expanding area of precipitation located from eastern Tennessee to western Virginia.
In the following 6 hrs, the surface low moved to the southern South Carolina coast,
with an inverted trough extending northward to a low over northeastern Ohio. An
area of moderate to heavy precipitation rapidly expanded just east of the trough axis
and now covered most of Virginia and Maryland (Fig. 4c). Moderate snow and sleet
were observed over the immediate Washington, DC region as temperatures dropped
to near freezing shortly after the onset of precipitation. Over central Virginia the
precipitation was primarily rain.

The 300- and 500-mb analyses at 1200 GMT 22 February are similar to the 14-15
February case in that a weak to moderate trough stretched north- south across the
middle of the United States and was approaching the East Coast (Figs 5a and 5b).
At 500 mb, several separate vorticity maxima can be identified along the trough
axis, from Minnesota to Texas (Fig. 5b), contributing to a broader area of positive
vorticity advection downstream of the trough axis than in the 14 February case. At
850 mb, two distinct troughs can be isolated at 1200 GMT 22 February (Fig. 5c).
One trough was located over Minnesota. The second trough was positioned over
Kentucky and was characterized by a distinct closed circulation. An easterly com-
ponent in the wind field over Ohio and West Virginia provides supporting evidence
for the second system located just downwind of the 500-mb vorticity maximum
located over northern Missouri. By 0000 GMT 23 February, the 300- and 500-mb
trough moved eastward to a position extending southeastward from the upper Mid-
west to the Ohio Valley and then southwestward to the Gulf Coast by 0000 GM'T
23 February (Figs. 5d and 5e). At 850 mb, the two troughs originally over Min-
nesota and Kentucky appear to have combined into one trough with an axis tilted
from the northwest to southeast (negative tilt) across Michigan to Virginia (Fig.
5f). As a result, an easterly component to the wind field can be identified across
Maryland and Delaware, a marked contrast to 14 February, where southwesterly
winds were prevalent across the entire Middle-Atlantic region. A localized warm-air
advection pattern developed over Maryland and northern Virginia as the 850-mb
winds shifted to the south-southeast along a pronounced temperature gradient that
was increasing in magnitude across Virginia and North Carolina.

Local forecasters for the Washington, DC area predicted that light snow would
begin during the evening hours of 22 February with little, if any, accumulation. Yet,
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snow began falling by midafternoon and accumulations ranged from 7.5 to 12.5 cm
(3 to 5 in), with the heaviest accumulations in the northern suburbs (Fig. 6).
Precipitation amounts greater than 1 1 in extended into southern Pennsylvania with
maximum amounts located over Delaware, Marylarid and central Virginia (F:g 6).
Amounts decreased rapidly over southern Virginia. :

In the following section, a more detailed examination of the low-level thermal
and dynamic processes is presented for each case to highlight the significant dif-
ferences which might discriminate as to why one case produced light snowfall (and
precipitation) in the Washington, DC, area and heavier snowfall (and precipitation)
further south, while the second case produced a heavier precipitation area that ex-
tended from central Virginia into southern Pennsylvania.

3. . An examination of the low-level thermal, wind, and moisture fields
for each case

Isentropic analyses are now presented to highlight the different characteristics of
the lower-tropospheric thermal fields for each case. These analyses, which include
a computation for the vertical motion on isentropic surfaces, are used to diagnose
the probable region of maximim ascent that can then be related to the different
precipitation distributions for each case.

a. Vertical motion diagnostics in isentropic coordinates

There are several reasons for presenting diagnostics in the isentropic framework
in addition to the isobaric coordinate system. As a first approximation, isentropic
surfaces can be thought of as material surfaces which can slope through a significant
portion of the atmosphere. Thus, one surface can usually be selected to map out
the interaction between the lower and middle troposphere in a baroclinic environ-
ment. - The sloped nature of the isentropic surface also provides for more continuous
moisture analyses than either isobaric or Cartesian coordinate surfaces (Uccellini,
1976; Boyle, 1981). Analyses of wind (V ) and pressure (p) on an isentropic surface
can yield a direct, quantitative estimate of the vertical velocity (w) s;mply from the
expansion of the total derivative () where

d .
w=g=24 V'Vap+0

1 2 ,

The local pressure change [term (1)] over a 12-h period can be estimated at
specific locations using successive upper-air maps, although the 12-h temporal res- .

olution of the operational data network may severely restrict a proper estimation
of this term. The contribution to vertical motion due to the horizontal advection
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of pressure {term (2)] is determined from a single map. Air flowing from high pres-
sure on an isentropic surface (relatively warm air) toward lower pressure (relatively
colder air) contributes to ascent (-w) and will be termed "upslope” flow in the re-
mainder of the paper. The contribution to vertical motion derived from term (2) is
similar to the contribution related to the temperature advection computed in iso-
baric or Cartesian coordinates. The diabatic heating term [term (3)] is important
in regions of clouds and precipitation. Latent heat release (9 > 0) contributes to
ascent through individual isentropic surfaces, while evaporative and radiative cool-
ing (@ < 0) contribute to descent. The third term is difficult to measure given the
uncertainty in computing the magnitude of §. The evaluation of term (3) is fur-
ther complicated by the fact that the local pressure tendency term will always act
against the diabatic term. For example, the release of latent heat (4+8) contributes
not only to ascent (-w) through term (3), but also to a local increase in temperature.
This local temperature increase forces isentropic surfaces to higher pressure, which
contributes to descent {+w ) through term (1). The offsetting nature between the
local pressure tendency and diabatic terms has led Saucier {1955) and Uccellini
(1976) to note that the pressure advection term provides a good approximation to
w, especially when wind speeds are large and streamlines are at a significant an-
gle to the isobars on an isentropic surface. Thus, the "horizontal” flow along an
isentropic surface can be viewed as implicitly including an adiabatic component of

the vertical motion which is easy to compute at any given time. In the following

sections, isentropic analyses [derived using the Petersen {1986) objective analysis
scheme on a 2 X 2 latitude-longitude grid] and vertical motion diagnostics are ap-
plied to the 12-h operational database.

b. 14 February 1986

The contribution to vertical motion from terms 1,2 and 3 on the 284-K isentropic
surface are shown in Fig. 7 for 1200 GMT 14 and 0000 GMT 15 February 1986.
At 1200 GMT, the ascent associated with the advective term is maximized at 6.3
us~! over eastern Arkansas (Fig. 7a) and is consistent with the warm-air advection
inferred at 850 mb across Tennessee, Kentucky, and Arkansas (Fig. 2c). The
contribution to vertical motion related to the local pressure tendencies between 1200
GMT 14 February and 0000 GMT 15 February {term (1) in equation (1)], although
much weaker, also contributes to ascent over much of Arkansas and Kentucky (Fig.
7c). Superimposed radar echoes from 1135 GMT reveal the bulk of the precipitation
falling in the area of upslope flow, where mixing ratio values exceed 2 g kg™ (not
shown).

By 0000 GMT the pressure gradient on the 284-K isentropic surface increases
dramatically from Georgia to southern Virginia. The ascent related to term (2)
is greater than 6 us™! over Georgia and South Carolina (Fig. 7b). In addition,
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mixing ratio values on the 284-K surface have increased to greater than 4 g kg™!
over this region in response to the increasing moisture advections from the Atlantic
Ocean and Gulf of Mexico (not shown). However, this upslope flow weakens con-
siderably over northern Virginia and Maryland to values less than 2 ps~!, where
westerly winds are directed parallel to the isobars. The rising motion in this area is
diminished further by the descent related to the local pressure tendency term [term
(1)] in equation 1 (Fig 7c). Thus, the evaluation of the vertical motion from the
pressure and wind analyses on the 284-K isentropic surface reveals that the region
of maximum ascent in the lower to middle troposphere remained to the south of
Washington, DC. The precipitation distribution (Fig. 3) is consistent with the ver-
tical motion calculations as the majority of the precipitation is confined to the area
south and southwest of Washington, DC.

c. 22 February 1986

For the second case, the 288-K isentropic surface extends from about 975 mb
in the southeastern United States to 650 mb over the Great Lakes. At 1200 GMT
22 February, the contribution to the vertical motion related to term (2) shows the
existence of two distinct ascent maxima, one over northern Kentucky approaching
1.4 us~' and a much stronger maximum over Wisconsin (Fig. 8a). A small area of
precipitation is located within the region of weak upslope flow in eastern Kentucky
and western Virginia at 1200 GMT (see Fig. 4a). Although a large pressure gradient
~ exists across the Carolina region, the wind flow is weak and is found to be either
parallel to the isobars or directed from low to high pressure, which contributes to
descent in that area (Fig. 8a). '

By 0000 GMT 23 February , the strongest pressure gradient on the 288-K isen-
tropic surface is now located from northern Georgia to southern Virginia, with
south-to-southeasterly flow directed toward lower pressure across most of Virginia,
Maryland, and Pennsylvania. This shift in the pressure gradient and the southerly
flow regime results in the development of a localized upslope flow pattern in eastern
Maryland and Virginia, where values of ascent associated with term (2) are greater
than 2 ps~! (Fig. 8b). This area of maximum ascent is located 300 km to the north-
east of the maximum ascent diagnosed at 0000 GMT 15 February. In addition, the
moisture-laiden air originally confined to the Southeast has moved northward, coin-
ciding with the expanding radar echoes at 0000 GMT across Maryland and Virginia
(not shown). Unlike the 14 February case, the contribution to the vertical motion
from the local pressure tendency term adds to the ascent pattern over northern
Virginia and Maryland. All these features are consistent with the development of

the moderate snow over the Washington, DC, region which occurred prior to 0000
GMT 23 February.
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Fig. 7. (left 8 panels) a) Diagnosis of vertical motion field on 28§-K isentropic surface
related to advection term [term (2) | for 1200 GMT 1{ February (dashed lines depict
ascend, solid lines depict descent; us~'). b) Same as (a), but for 0000 GMT 15 February.

" ¢) pressure tendency term fterm (1)] over 18-k period.

Fig. 8 (right 3§ panels) same as Fig. 7 except on £88-K surface for 22-23 February.

- 40 -




d. Discussion

The 14 February and 22 February 1986 cases represent situations in which the
evolution of upper-level features and the surface pressure field appear to evolve in
a similar manner over a 12-h period. Yet, the lower-tropospheric thermal fields,
advection patterns, distribution of ascending motion, and associated precipitation
distribution are different. These differences are illustrated in the schematic in Fig.
9. In the 14 February 1986 case, as the PVA /divergence field moved over the Wash-
ington, DC, region, the low-level response was marked by an upslope flow regime
(850-mb warm-air advection pattern) which was maximized over North Carolina
and southern Virginia. Not only were the largest thermal gradients located well to
the south of Washington, DC (from Georgia to North Carolina), the deflection of
the southerly airstream toward the east (parallel to the isobars) on the 284-K isen-
tropic surface over northern Virginia also limited the upslope flow. The confinement
of this upslope flow and low-level convergence to the area south of Washington, DC,
effectively cut off the northern extension of the precipitation field by 0000 GMT
15 February. Thus, the maximum ascent and associated precipitation region were
confined primarily to the area south of Washington, DC (Fig. 9a).

In the 22 February 1986 case, the upper-level PVA /divergence field moved over
the Washington, DC, region as in the previous example. However, in this case,
the maximum slope in the isentropic surfaces in the lower troposphere was located
farther north [North Carolina and southern Virginia (Fig. 9b)], with the upslope
flow extending into Pennsylvania above the colder boundary layer air mass that had.
been advected south by the north- northeasterly surface winds early on 22 February.
The northward displacement of the upslope flow and low-level convergence in this
case compared to the 14 February case appears to account for the moderate to
heavy precipitation affecting the Washington, DC, area and extending into southern
Pennsylvania.

The emphasis in this paper on the evolution of low-level thermal and wind
fields and associated advection patterns is similar to the recent studies of convective
environments in the middle United States by Maddox and Doswell (1982), and Gaza
and Bosart (1985). These diagnostic studies have attempted to focus the attention
on low-level forcing for vertical motion related to warm-air advection patterns as
a separate entity, especially when the upper-level forcing related to PVA is weak
or apparently nonexistent (at least not strong nor extensive enough to be resolved
by the operational radiosonde network). Likewise, in the winter storm situations
described in this paper, the low-level thermal field appears to be a critical factor in
the evolution of the precipitation ficlds associated with each storm. Nevertheless,
the viewpoint depicted in Fig. 9 is based on a concept that the warm-air advection
pattern represents a manifestation of the sloped response to upper- and middle-
~ tropospheric divergence in a statically stable, baroclinic environment. Therefore,
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the warm-air advection should not necessarily be viewed as a separate physical
process in the forcing of vertical motion.

A unique aspect of these case studies is the use of isentropic analysis routines
that provided for straightforward computations of vertical motion fields. These
isentropically based vertical motion computations depicted the different ascent pat-
terns that 1) could be directly related to the difference in the low-level thermal
distribution and wind fields and 2) could account for the areal distribution of sig-
nificant precipitation for each case. The application of an isentropic approach for
- diagnosing the sloped nature of the low-level flow field (and the associated ascent
patterns) that characterizes baroclinic regimes provides yet another example of
the advantages of isentropic coordinates for diagnosing factors which contribute to
significant weather events. These results, combined with the expanding use of isen-
tropic analysis routines in other research institutes, serve as a reminder to Oliver
and Oliver’s (1951) comments following the cessation of the routine transmission of
isentropic charts in the late 1940s: '

Ezperienced forecasters and analysts, however, who had become familiar with the
ssentropic chart generally felt, and still feel, that e long step backwards was taken
when isentropic analysis was abandoned. With the present trends towards the con-
centration of analysis in large centers, with the increased accuracy of radiosondes,
and with the advent of improved communication facilities, the ttme seems ripe for
reinauguration of the isentropic chart. (p. 726).

Given plans for the upgrade of the transmission of data and charts by the Na-
Jtional Weather Service (NWS), the time still ”seems ripe for the reinauguration”
of isentropic-based datasets.
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Instability Bursts and Heavy Precipitation from
Extratropical Cyclone Systems (ECSs)

by
Roderick A. Scofield

NOAA/NESDIS/Satellite Applications Laboratory
- Washington, DC 20233

I. INTRODUCTION

Today one of the greatest challenges of an operational
meteorologist is understanding the evolution and characteristics
of precipitation within the Extratropical Cyclone System (ECS).
It is known that heavy precipitation in ECSs is convective.
Convective bands or areas are a dominant feature of the ECS heavy
precipitation areas. Heavy precipitation areas associated with
ECSs develop and end suddenly and usually occur over small areas.
Instability Bursts are one of the primary mechanisms for producing
heavy precipitation. Instability Bursts are defined as a maximum
destabilization of the atmosphere. Instability Bursts are best
detected by using a combination of satellite imagery with
instability analyses derived from surface and upper air data and
model data. In the satellite imagery, Instability Bursts are
identified as subsynoptic scale wave patterns or convective cloud
areas or bands embedded within the ECSs. Often these features
grow rapidly and the cloud top temperatures become progressively
colder in the infrared (IR) imagery; these features appear to
"burst" their way into existence. 1In the surface and upper air
data, Instability Bursts are associated with: (1) the maximum
advection of unstable air or (2) an upper level disturbance or
jet streak passing over an unstable air mass. Instability Bursts
can be expected in areas: (1) of 850 mb positive advection of
. equivalent potential temperature (8o) (see Figures 1a, b); (2) of
maximum advection of high K index values (K=10-20 for heavy snow:;
K=20~-30 for heavy rain and K>30 for deep convection) (see Figure
2) and (3) where significant vertical motion occurs over a moist
and rather unstable air mass (K > 0, 850 mb 8, advection can vary
from slightly < 0 to slightly > 0 and/or Conditional Symmetric
Instability (CSI)* is present (see Figure 2). An Instability
Burst by itself is not sufficient to produce heavy precipitation.
For heavy precipitation to occur, there must be present (or
forecast): the parameters for an Instability Burst, a slow moving
or regenerative ECS (except in rapidly deepening systems) and
moisture (1000-500 mb precipitable water > 0.5 inches and 1000-500
mb relative humidity > 60%).

*CcsI is discussed more thoroughly in Section IV.
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II. AN EXAMPLE OF INSTABILITY BURSTS AND HEAVY PRECIPITATION

On December 14, 15, 16, 1987 heavy snow associated with
Instability Bursts and ECSs occurred from Oklahoma northeastward
to Michigan. Thunder was reported at many locations. In fact
the ECS cloud system (M)} that "burst" into existence around
December 14, 1301 GMT (see Figure 3) looked like a Mesoscale
Convective System (MCS). Figure 3 shows the evolution of the
cyclone from three features: a MCS at (M), an upper level system
at (U) and a squall line at (S) to a mature comma head (C) and
comma tail (T) by December 15, 1200 GMT. The surface low deepened
27 mb in 18 hours. 850 mb 8, advection fields are shown in
Figures 4a, 5a, 6 and 7a. The advection field in Figure 6
(December 15, 0600 GMT) is an interpolated field between Figure 5a
(December 15, 0000 GMT) and Figure 7a (December 15, 1200 GMT).
Twelve hour heavy snowfall analyses (4 or more inches) are
illustrated in Figure 4b, 5b and 7b. It is interesting that the
maximum advection of 8, at 850 mb is a very conservative feature
that can be tracked from northern Arkansas to southern Michigan.
Also, the 8, advection analysis is oriented in a similar pattern
as the heavy snow analyses. Heavy snow fell 1-3° latitude north
of the 6, maximum. Heavy rain occurred along and just north of
the axis of maximum €, advection. The December 15, 0600 GMT was
produced because the 8, advection field between December 15, 0000
GMT and 1200 moved quite rapidly. During this same time the
surface low moved and deepened rapidly.

III.  RELATIONSHIP OF INSTABILITY BURSTS TO ECS EVOLUTION
AND CYCLOGENESUS

The connection of Instability Bursts to the evolution (Scofield
and Spayd, 1984) and deepening of ECSs is not obvious.
Instability Bursts appear to be present in most cyclogenetic
events but of course other favorable atmospheric conditions must
also be present. Other favorable atmospheric conditions are
summarized in a check list developed by Auciello (1988) for
predicting meteorological bombs in the western North Atlantic
Ocean. In this check list, the intensity, speed and coastal
crossing of the 500 mb vorticity maxima and the existence of a
jet streak of 120 knots or greater at 250 or 300 mb just south of
the 500 mb vorticity maximum are of primary importance.

A conceptual model of East Coast Cyclogenesis is shown in Figure
8. Rapid deepening occurs where "everything comes together" and
the satellite imagery shows an evolution from the formation of a
dry slot on the rear edge of a cloud band to the development of a
distinct hooked shaped cloud pattern.

1v. SUMMARY AND CONCLUSIONS

Instability Bursts are one of the primary mechanisms for
producing heavy precipitation. Instability Bursts are best
detected by using a combination of satellite imagery with
instability analyses derived from surface and upper air data and
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model data. There are situations when the 6, and K Index
advection fields do not detect Instability Bursts. In such
situations, Instability Bursts may take the form of CSI. CSI is
one cause of the convective bands or areas associated with heavy
precipitation in ECSs. As described by Bennetts and Hoskins
(1979) and others, CSI is a result of: inertial instability (a
horizontal instability; restoring forces are centrifugal),
convective instability (a vertical instability; restoring forces
are gravitational) and an atmosphere at or near saturation. An
approximate criteria for CSI is an atmosphere that is near
saturation and possesses a large horizontal temperature gradient
and a small Richardson Number.

Sometimes Instability Bursts are quite subtle in the visible, IR
and 6.7 um water vapor imagery. As a result other satellite
channels and satellite sounding derived parameters will be
investigated for their utility in the detection of Instability
Bursts.

ECS evolution, satellite signatures of heavy precipitation,
mechanisms (e.g. Instability Bursts), movement and available
moisture form the basis of a short range forecasting technique of
heavy precipitation from ECSs. This ECS technique will be
similar to the one produced for MCSs (Jiang Shi and Scofield,
1987) .

In closing, Instability Bursts are not only responsible for
producing heavy ECS precipitation but also appear to occur on all
meteorological scales ranging from the high-topped cumulonimbus
systems embedded within the Intertropical Convergence Zone (ITCZ)
(influences global circulation) down to smallest rapidly expanding
flash flood producing MCS. 1Instability Bursts appear to be a
connecting link between MCSs and ECSs. As a result, it is
probably not a coincidence that many of the heavy snow producing
ECSs (as seen in the satellite imagery) look like MCSs.
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Figure la. 850 mb 8, advection (°/Day), January 8, 1988, 0000

: GMT; usually the heaviest snow occurs along and
north of the axis of maximum 6 and especially in
the tightest gradients of 6.

Figure 1b. 12 hour heavy snowfall (inches) ending at January
8, 1988, 0000 GMT. ‘ :
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Figure 4a. 850 mb 6, advection (°/Day), December 14, 1987,
1200 GMT.

Figure 4b. 12 hour heavy snowfall (inches) ending at
December 15, 1987, 0000 GMT.
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Figure 6.
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Figure 7a. 850 mb B¢ advection (°/Day), December 15, 1987,
1200 GMT.

LA

Figure 7b. 12 hour heavy snowfall (inches) ending at
December 16, 1987, 0000 GMT.
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Figure 8. A conceptual model of East Coast cyclogenesis and
accompanying satellite signatures; 8o 1S the
equivalent potential temperature.
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SATELLITE VIEW OF CONVECTIVE TYPE CLOUDS AND HEAVY SNOW

Samuel K. Becknman
National Severe Storms Forecast Center
Kansas City., MO 64106

This paper documents an explosive cyclogenetic event with
thunder and moderate/heavy intensity snowfall from Missouri to
Michigan. The animated IR GOES satellite imagery showed convective
type clouds forming in the warm/moist and very unstable air mass
in the warm sector of the system and moving northward beneath the
colder air aloft. The cooling tops of these warm sector clouds
suggested vertical growth and was substantiated by the occurrence
of ice pellets {IP and IPW) and thunder. 2as the convective clouds
continued northward, the precipitation became mixed with, and
eventually changed completely over, to snow. The abrupt increase
in snowfall intensity, with rates frequently one to two inches(20-
50mm) per hour, associated with convective type clouds are termed
"snowbursts".

This paper alsc examines changes in precipitation type and the
causes of two separate thunder areas. One area was in the long
fetch of south flow along the warm sector moist tongue. The other
was near a Pacific front and leading edge of cold air aloft. The
system evolution is also briefly compared to the initial and
forecast 12 hour NGM (Nested Grid Model) surface, 500mb
height/vorticity and 1lifted indices.

Since the most dramatic system deepening and the main
"snowburst" ({(thunder/snow) event occurred between 0000 and 1200
UTC on 15 December 1987, this will be the time interval of major
study in this paper.

Early in the morning on the 1l4th, the first session of thunder
and snow developed ahead of a minor shortwave trough which
accelerated quickly east northeast across east Oklahoma and
southwest Missouri into east central Missouri. As often the case,
the initial trough helped to pull the low level moisture northward.
Snowfall rates were briefly around two (50mm} inches per hour with
the initial snowburst but the swift movement kept total accumula-
tions in the two to five (50-125mm} inch range.

The main wupper trough moved eastward across the Southern
Rockies during the day with a more widespread band of moderate
intensity snow spreading east northeast across the panhandle and
northwest Texas into central Oklahoma and south Kansas during the
afternocn.
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By 0000 UTC (Fig. la), the upper trough extended from a low
(539dm) in extreme west Kansas south across northwest Texas where
a 28 unit vorticity center was located. The surface low (1003mb)
was over Arkansas (Fig. 2c¢} and the favorable 534/540dm 1000-500mb
snow thickness lines.. (Fig. 2a) extended from central Oklahoma
northeast across north Missouri and southeast Iowa to lower
Michigan. The 850mb 0C isotherm curved from east Oklahoma across
southwest Missouri into south Indiana. The corresponding GOES IR
satellite image {Fig. 3a) showed a band of light grey or second
level enhancement (-42C to -52C}) cloud top temperatures (A) from
east Kansas into Towa. Surface observations indicated occasional
moderate intensity snow was falling in the south part of these
colder cloud tops near the 534/540dm 1000-500mb thickness from east
central Oklahoma across southeast Kansas into northwest Missouri.
Snowfall rates were occasionally one {(25mm) inch per hour. The
cloud band trailing south across east Cklahoma into north Texas (B)
was tracked by satellite the previous 24 hours across the Southern
Rockies and Plains and identified with the leading edge of colder
air aloft associated with a Pacific front.

Ancther significant feature in the satellite imagery was a band
of thundershowers in the low level moist tongue across central
Arkansas and south Missouri (C in Fig. 3a). This convection was
supported by notable geostrophic warm advection centers at the 850
and 700mb levels (Fig. 4a) and near the zero lifted index isopleth
({Fig. 5a). This convective band, with the coldest IR satellite
tops, was associated with occasional moderate intensity rain. The
band continued to shift eastward during the night into Illinois and
west EKentucky. The importance of this band will be discussed
later.

At this time, the more noteworthy convective clouds were the
smaller and slightly warmer topped cells over southwest Missouri
(D in Fig. 3a). These cells were near the leading edge of colder
air aloft (Note the zero line in 700/500mb panels in Fig. 4a) and
- were producing ice pellets (IP/IPW) or small hail. The convective
clouds moved northward across west and central Missouri during the

next six hours. Observing stations reported highly wvariable
snowfall intensities and rates which confirmed the convective
nature of the precipitation. The possible relationship between

convective type clouds and heavy snow has been discussed by Beckman
(1986) .

A representative sequence of observations for Columbia,
Missouri is shown in Table 1. Note the report of thunder with
moderate intensity snow in the 0720 UTC special observation
followed by an increase to heavy intensity snow and a snowfall rate
of 1 inch (25mm) per hour. The snowfall rate increased to 2 inches
(50mm) per hour during the ensuing hour while thunder was occurr-
ing. There was no additional accumulation after this time.
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Table 1. Observations at Columbia,

Mo on 15 Dec.

1987.

Time (UTC) Cig/Vsb(mi)/Wx/Wind Dir-sSpd{kt)/Remarks

0351 RS W2X 3/4 S-F 3618G25 PRESFR

0425 SP M1l1e 7 s- 0120G27 PRESFR PCPN VRY LGT
0453 RS Mlleé 3 S-IP- 0126 PRESFR

0550 RS M1i0® 2 S-IP- 3518 90410

0647 RS W1lX 1/2 SBS 3625G29 IPE46 ’

0720 SP WOX 1/4 TSBS 2923 TB19 OCNL LTGIC
0748 SA WOX 1/8 TS+BS 3021G26 PRESRR SNOINCR 1/1/11
0850 RS WOX 0 S+BS 2925G36 TEA45 SNOINCR 2/3/13
0948 SA WOX 1/4 SBS 3028G39 PKWND 3043/34

1051 SA WOX 1/4 S-BS 3021G32 PRESRR PEWND 3036/15
1131 SP -XM12@& 3/4 S-BS 3026G37

Satellite images during this time are shown in Figure 3b,c
(Columbia, MO is at E). At 0630 UTC, the cloud band tapering south
into south Missouri had about passed Columbia. The pressure was
falling rapidly (PRESFR) ahead of the band and rising rapidly
({PRESRR) behind it (Table 1). The surface winds became more
westerly and increased in speed. These changes suggested a surface
reflection of a convergence zone (likely Pacific front) aloft near
the leading edge of deeper c¢old air. Surface observations
signified that the thunder and heaviest snow occurred in the low
topped, unenhanced part of the cyvclogenetic system after the cloud
band passed. This occurrence of low-topped convective clouds and
moderate intensity snow beneath the c¢o0ld core upper low is very
similar to the severe weather events described by Goetsch (1988).

The cloud band continued northeast into western Illinois by
0800 {(UTC). Quincy, Il (I in Fig. 3c} reported thunder, moderate
intensity snow showers, a wind shift from northeast to west and
rising pressure after the cloud band passed, similar to the earlier
observation at Columbia. The cloud band was not very well defined
over Illinois, but, re—-emerged over west Indiana at 1100 UTC (N in
Fig. 3e) and continued to develop northeast across north In-
diana/south Lake Michigan (P in Fig. 3f).

Another important aspect of this storm was the significance of
the long band of precipitation in the warm sector low level moist
tongue which originally extended from south Missouri into Arkansas.
This band shifted east into Illinois, west Kentucky and Tennessee
during the next six hours (Fig. 3b). The importance of the warm
sector convection and heavy snow has been debated by Beckman {(1988)
and Elkins. (1988). )
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At 0630 UTC (Fig. 3b), a north-south band of cold topped
convection in satellite imagery (H) was reported by radar and in
surface observations as thunder with moderate intensity rain
showers. The Chicago (G) and Rockford (F) Illinois areas, on the
northern part of this convective line, were reporting moderate
intensity snow. These cities were between the 534/540dm 1000~-500mb

thickness (Fig. 2). Some of the observation sites around Chicago
were hearing thunder and observing snowfall rates of 2 inches
(50mm) per hour. The higher c¢louds associated with the deeper

convection and thunder turned westward across north Illinois and
south Wisconsin during the next several hours (Fig. 3c-f).
Snowfall rates of 2 inches (50mm) per hour continued in the Chicago
area (G and J) between 0600 and 0900 UTC. Obviously, the deeper
convection moving northward in the low level moist tongue was a
factor in the large snowfall rates.

Between 1000 and 1200 UTC (Fig. 3d-f), thunder began at Moline
(K and M) and quickly changed to IP and heavy intensity snow with
rates of 2 inches (50mm) per hour between 1100 and 1200 UTC. Once
again, this was on the south side of the colder cloud tops in the
frontal cloud band. Thunder was not reported at Dubugue, Iowa (R)
nor were there any 2 inch (50mm) per hour snowfall rates. However,
a snowfall rate of 1 inch (25mm) per hour did occur for 5 consecu-
tive hours between 1000 and 1500 UTC.

The original band of convective clouds associated with the
deeper moisture in the warm sector expanded north and east into
Lower Michigan and Wisconsin. Thunder was heard as far north at
northern Lower Michigan. During the remainder of the morning, many
observation sites over east Wisconsin and northwest Lower Michigan
reported moderate and heavy intensity snow with snowfall rates of
1-2 inches (25-50mm) per hour.

The cloud hand associated with the cold pcool and Pacific front
aloft consolidated with the low-level moist tongue cloud band near
the Wisconsin/I¥Illinois border. The main effect was to prolong the
significant snow across this area during the time of peak cyclo-
genesis.

The initial 1200 UTC NGM 500 analysis (Fig. 1lc¢) indicated a

deeper {(by 80dm) and farther east low than the previous 12hr prog

(Fig. 1b}. The surface low central pressure had dropped 21mb in
12 hours, a definite "bomb"! Corresponding 850/700/500mb geo-
strophic temperature advection analyses (Fig. 4b) showed dramatic
12 hour changes (Fig. 4a) during this period of rapid cyclogenesis.
Also note the position of the zero isoline at 700/500mb which
represented the leading edge of cold air aloft and the convective
cloud band in satellite imagery (P in Fig. 3f).
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The initial NGM Lifted Index {Fig. Bc¢) verified the rapid des-
tabilization predicted by the 12 hr prog (Fig. 5b) over the Ohio
Valley. Note that the known thunder occurred in the zone of +12
to +20 values across north Illinois, southeast Wisconsin and Lower
Michigan.

In summary, two separate features were identified in the IR
satellite imagery related to convective clouds and moderate/heavy
intensity snow. One was identified with a Pacific front near the
leading edge of the deep cold air aloft. The moderate intensity
snow began with the thunder, became heavy and continued for 1-2
hours after the thunder ended. Snowfall rates increased to 2
inches (50mm) per hour during the "snowburst”. The other sig-
nificant feature was the convection in the fetch of deep moisture
in the warm sector. Thunder was reported throughout the moisture
band with moderate and heavy intensity rain becoming snow as the

moisture flowed northward into the colder environment. Snowfall
rates were also around 2 inches (50mm} per hour in the area of
convective clouds. Geostrophic warm advection was pronounced

through a deep layer (Fig. 4b}.

The strong deepening during the time of maximum cyclogenesis
was reasonably handled by the 12 hr NGM. Rapid destabilization in
the 12 hr NGM lifted indices also verified well.

REFERENCES

Beckman, S.E., 1986: Effects of convective type clouds on heavy
snow as viewed by GOES satellite imagery. Preprints Second Conf on
Satellite Meteor/Remote Sensing and Appl., Amer. Meteor. Soc.,
Williamsburg, Va. 212-217. (available on request)

, 1988: Reply. Mon. Wea. Rev., 116, (to be published in Dec.
issue)

Elkins, H.A.; 1988: Comments on "The use of enhanced IR/visible
satellite imagery to determine heavy snow areas." Mon Wea. Rev,,
116, (to be published in Dec. issue)

Goetsch, E.H., 1988: Forecasting cold core severe weather out-
breaks. Preprints Fifteenth Conf. Severe Local Storms, Amer.
Meteor. Soc., Baltimore, Md. 468-471.

-61 -



o

SRR

for

1is

Y

a) Initial
1l analys

ia

ty for 15 Dec 1987.
c¢) Init

iei
d 1200 UTC.

i

1. NGM 500mb height/vort
analysis. b) 12hr prog wval
1200 UTC.

Figure

o

R

850mb
d) Same

al

1987.

¢) Surface pressure at 0000 UTC.

1 analyses for 15 Dec.

ia

init

NGM

2.

temperatures (sclid) and 1000-500mb thickness {(dash) at 0000 UTC.
Same for 1200 UTC.

Figure
b)

for 1200 UTC.

.- 82 -



_ ) {5 Dee 117 0 ' Lo Dev 1272
Figure 3. GOES IR satellite imagery with Mb enhancement curve for
15 Dec. 1987. a) 0030 UTC. b) 0630 UTC. ¢) 0800 UTC.
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Figure 4. Temperature advection by the geostrophic wind at 850,
700 and 500mb levels for 15 Dec. at a) 0000 UTC. b)l200 UTC.
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Figure 5. NGM Lifted Indices for 15 Dec. a) Initial at 0000 UTC.
b) 12hr prog wvalid 1200 UTC. <¢) Initial at 1200 UTC.
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=« n A METHOD TO DETERMINE THE WIDTH OF A SNOW BAND ASS0CIATED WITH
WINTER STORMS BY USING INFRARED SATELLITE DATA. ..

By Allan L. HMorrison 1
INTRODUCTION. « « «

Bignificant snowfalls in the upper midwest normally fall in
Felatively narrow bands ranging from 5@-200 nm in width.

Snow typically falls along the north and west edge of an
organized area of precipitation., This area of precipitation is
Mmormally associated with an upper level short wave. Prior to the
introduction of Satellite data in the field, the method most
commonly wsed to predict the spatial relationship between the
srnow band and various parameters such as the surface low, 8h mb
low etc was a statistically derived technique using previous
starms. The basic weakness of uwsing a statistical method is that
one must also look at the variability of the data. The greater
the variability, the less useful is the average of the data in
applying it to a future individual storm. BEecause of this
variable nature of snow bands, using this averaging technigue is
of limited value. What is needed is an accouwrate method to
pinpoint the exact location of the snowband within each
individual storm and extrapolating this snow band into the
future.,

DISCUSSI0ON

Short waves, especially the stronger ones when clouds are more
likely Lo be in evidence, can be identified using satellite data.
The cloud signatwe most commonly associated with short waves on
saltellite data is the "comma cloud" that evolves most often when
the short waves phases with a baroclinic zone. At this time,
surface cyclogenesis m%tEn occuwrs bult is not necessary for the
comma cloud to take shape. See figure A, which relates the
location of snow within the comma cloud and the statistically
derived distances from the paths of various weather parameters.

Since comma clouds have several distinct featuwres, it seems
reasonable to assume that the precipitation associated with the
comma cloud would normally occur in only a portion of it. After
examining several snowstorms it was determined that there was a
definité relationship between the snow band. and the enhanced
portion of the comma cloud. In all cases examined snow fell in a
band related to the lower half of the comma head, This can be
sean by edamining the infrared (MB curve) satellite pictures of
shnowstorm of March 29-30 1987 (see Case ). Note on each
satellite pictuwe, the comma head was bisected to the point where
it intersected the path of the dry intrusion. The lower half of
the comma head was overlaved on a visual satellite picture,
following the snowstorm, that depicted the snow band. By
repeating this procedure on successive satellite pictures, a
composite of overlays onto the viswal picture indicated an almost
paerfect fit betwsen the snow band and the lower halt of the cphma

1
National Weather Service Forecast Office — Chicago, IL.
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head.

More importantiy, it was found that you could accurately pinpoint
the location of significant snowfall on a real time basis.

By emploving the technigque of overlaying the enhanced portion of
the comma cloud (ignaring the discontinunus fragmented portions)
on a weather depiction chart the precipitation area is well
defined. The precipitation was found to coincide with an area of
the comma cloud determined by bisecting the comma cloud from head
to tail. See figuwre B. The precipitation was confined to the
lowsr half of the comma head and the upwind half of the comma
tail. The snaow was almost exlusively confined to the lower half
e3f the comma head to the left of the dry intrusion path. See Case
IT (January 9-1%9 1987) and Case III (January 19-28 1987).

THE METHOD

SBee figure C. Note that the southern edge of the enhanced portion
of the comma cloud determines the southern edge of the snow band
antl the northwest edge of the bisected comma edge corresponds to
the northern edge. The path of the vorticity maximum should be
parallel to this snow band and approximately | degree of latitude
to the right of the southern edge of the snow band. If using this
method as a forecast tool...use the path of the vort max...either
by extrapolation or the forecasted position of the vort max...to
extend the snow band into the futuwre. Another good method is to
extrapolate the path of the dry slot. However a note of
caution...only use this method if the dry slot is not reotating
such as in a shearing out shori wave. Otherwise, such as in an
occluding type system, the dry slot rotates around the comma
cloud. Therefore the path of the vort max is more reliable. In
the case of an occluding low, the enhanced portion of the comma
head becomes more arced shaped as the dry slot rotates around the
circulation center, much like & spiral band. This reduces the
amount of enhanced precﬂpitatimn. Aflter this occurs, the enhanced
bancd is in the form of a narrow arc. See figure D. In this case
the snow band may bhe as wide but snowfall amounts should be
reduced. Often the southern portion of the arc digappears so that
the snow band narrows, effectively pushing the snow further north
from the vort traci.

COMCLIISTON

This method can be used to determine with pinpoint accuracy where
significant snow has fallen up the the present time. This method
is unigque in that all other observed weather information
available to the forecaster are either point sowces (weather
observation sites), or of limited coverage such as with radar.
Ohviously one cannot do a good job of forecasting where it will
srnow i+ he cannot ascertain where snow has been ocourring up to
the present time. How can you make adjiustments to the computer
Models without krowing what is going on "now'.

This meihod can be used to accurately estimate the beginning and
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ending times of significant smowfall at any location. Also an
estimate of total snowfall alt that site can be made using an
average srowfall rate of 1 inch per how which is reasonable with
most sriowstorms.

As with any method, there are times at which significant snow
may
fall outside of this calculated snow band. The most likely
exception would be the upper portion of the comma tail if the air
mass was initially cold enough to produce snow. This is the area
Just to the right of the dry slot path. If the precipitation in
this portion of the comma cloud begins as snow...predicting how
much will fall is difficult as it often changes to rain.
Fortunately, due to the natwe of the comma cloud tail in this
area being oriented along a narrow band parpendicular to the
approaching dry slot, the duration of precipitation is short.
This severely limits potential snowfall. Howsver with the case of
convective type precipitation, a guick "shot of heavy shnowfall"
could result in several inches of snow.
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FIGURE #A

FIGURE E
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SHEARING OUT TYFE SHORT WAVE WHERE THE DRY SLOT MOVES STEADILY
EASTWARD LAYING OUT A SHOW BAND NEARLY CONSTANT IN WIDTH AND
ALONG A STRATGHT LINE.

FIGURE C- ‘1\23‘?

VORT - - FIGURE D

SHORT WAVE I8 SHARFENING UFP AMD OFTEN CLOSES OFF. THIE I& A
TYFICAL OCCLUDING FROCESS AND THE DRY SL.07T ROTATES AROUND THE
UPPER SYSTEM. THIS RESULTS IN A GRADUAL SHIFT OF THE SNDW BAND TO
THE LEFT 0OF THE VYORT MAX FATH. THIS CAUSES THE SNOW BAND TO,
DECREASE GRADUALLY IN WIDTH.
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WINTER EAST COAST LIGHTNING DATA AND
SURVEY OF LIGHTNING STRIKES IN STORMS

By Carl C. Ewald, Washington ARTCC CWSU

BACKGROUND

The 19 inch color CRT lightning detection monitor was installed by the State
University of New York at Albany at the Leesburg CWSU in July 1983. Generally
every 50 minutes a map is plotted on the Prism 80 color printer including

the lightning strikes for the previous 10 minutes in order to maintain
continuity.

The monitor shows the major J routes in green, the adjacent enroute ATC Centers
boundaries in red, the important location points in blue, and the cloud-to-
ground (CG) lightning strike location as a + or./_/in one of six changing colors.
The + signs indicate where a positive change is Towered to the ground, while a
shows where a negative charge descends to the ground. Cloud-to-cloud lightn-
ing discharges are electronically eliminated from the display. Generally, negative
strikes are associated with stronger thunderstorms while weak or embedded thunder-
storms lower positive changes to the ground. Thunderstorms over the Washington
ARTCC airspace and the Mid-Atlantic coastal waters have an operational impact so
lightning plots having strikes only in the ocean were sometimes discarded.

WINTER LIGHTNING CLIMATOLOGY

The Tightning printouts were reviewed for December 1986 through February 1987 and
December 1987 through February 1988. A count of the number of positive versus
negative strikes by state and over the ocean was obtained as well as the number of
hours/plots that a strike occurred in each state and over the ocean. The Washington
Center area (IZDC CTLA) was also divided into three sections: Mountains, Coastal and
Central. The results, in tabular form show four conclusions:

1, Stronger thunderstorms with negative CG 1ightning strikes are most
prevalent over the ocean, south of Norfoik and over North Carclina.

2. Weaker thunderstorms with positive CG lightning strikes occur frequently
over the ocean and Horth Carolina and occasionally over Virginia and West Virginia.

3. The least number of CG lightning strikes occur in January which is the
only month with more positive than negative strikes. :

4. Thunderstorms over the mountains are weak {mostly positive strikes) and
are most prevalent during January.

These numbers represent'a "rough” count because of the 10 minute data overlap and the
under-estimation of the number of lightning strikes over the ocean since some ocean
strike plots where discarded.

THREE EAST COAST STORMS

Besides viewing the distribution of strikes by state/ocean a survey of strikes during
three East Coast Storms were conducted. The strikes help to locate the front/trough
and often the associated low. They also can show movement and intensity changes of the
low. This data is a most effective aid as thunderstorms form over the warmer Gulf

Stream waters.
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NUMBER OF STRIKES /NUMBER of HOURS

FEB

ArReEA | DEC JAN TOTAL | Percenrace
PosimVE NC | 176/24 3/3 2¢/13 | 207/40 | 14.2%/1597
STRIKES VA g7/\¢ 12/3 &5 107/24 | 7.3 /95
' wV /i <7 Ic/c H3/14 | 7.8/56

MD c/a 8/2 o/0 14/4 ' /1.C

DE kYo o/0 o/o 3/2 2/.8

NT 12/4 ©/0 /0 - 12/4 B8/1.C

PA | 3/3 11/3 /0 14/ | /24
cHsPEmaY | 4/2. 1/1 o/O 5/3 3/1.2
NeeRF | 171/31 | 99/10 11923 | 38944 | 2€.9454

M (sopcrr | 25935 | 35/8 | 3o1/48 | sasan | 41/3G

ToTAL | 724/120 | 2€2/37 | 47Y95 | 1456/252 | jooR/icoF
zpc. (NTNS |19/ | 5C¢/5 | 8/2 83/13 | 233/Kc.5
CTLA [ CNTRL 14C/2C 7/3 14/G 1CT7/35 | 4C.9/44.3

csTL q0/19 3/3 13/9 loc/3) | 298/39.2

TotaL [ 258/51 | cc/i) | 3547 | F_ascm 100% /100y _

AREA | DEC AN FEB TOTAL__ [Rercentace
NEGATWE NC [ 1071/2C 1/ I1ISI/IS  |1223/42 |[9.5%/5C%
STRIKES VA 201/17 ofo 57 2¢o/24 | 4.1/89

WV lc/3 4o/ 7/5 3 | 1/52

MD c/2 V4 1/ /4 t .\/\5

DE o/O o/O o0 o/o o/o

NT 42/3 | /) o/0 43/4 /0.5

PA I5/C 7/4 o’o) 22/i0 4/37

cHsek BAY]  11/3 2/2 2/2 - 15/7 2/2.6
%e “(NotorE| 337/3C | CVIO0 | 202/19 | COLAS | 9.6/242

Ay (sororF|10ce/47 | a1/ | 2934/4) |4049/9 | 4.4/

TOTAL [ 27C8/143| 1ca/33 | 3356/90 | €284/2¢9 | 100%/i00%
zpc. ((hTNS 34/7 2/4 2/2 | 57113 38/4
('._M CNTRU | 915727 3/2 13¢/10 1054/ | €9.7/419

CSTL | 332/27 3/3 CC/1} | 40144 | 2¢.5/44.

ToTaL 1 128v/C1 | 27/9 20415 [1512/93 | loo/ooz
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CASE STUDY #1: FEBRUARY 23, 1987

At 06 UTC only a few strikes were associated with a low near HAT. Within

an hour strikes developed to the east-southeast of HAT showing the location
of the associated warm front. Around 08 UTC as the low approached the
Virginia Capes, strikes appeared along the Maryland eastern shore due to
the east-southeasterly onshore flow north of the low.

The number of strikes greatly increased in the warm air sector after 08 UTC
as the Tow and frontal system approached the warmer waters of the Gulf
Stream, For the same reason after 09 UTC as the low moved eastward away
from the Virginia Capes the number of strikes north and east of the low
center increased.

As the low moved away from the SUNYA lightning detection network coverage

the number of strikes greatly diminished. The strikes formed a linear pattern
northwest of the low associated with a shortwave trough on the 12 UTC 500 mb
analysis from ART across ACY to the low center.

CASE STUDY #2: DECEMBER 24-25, 1986

This case study represented a heavy rain event over North Carolina and
eastern Virginia. A low near RWI along with a warm moist air mass having
dewpoints in the Tow 60's, triggered negative CG lightning strikes over
central North Carolina between 1900 and 2030 UTC.

A few strikes lingered over southeastern Virginia between 21 and 24 UTC but
not much happened until 02 UTC.

At 02 UTC the low center, indicated by two positive strikes,was about

50 miles northwest of SBY and a cold front south of the Tow was delineated
by a band of almost 40 negative strikes. As the eastward moving cold front
slowly approached the warmer waters of the Gulf Stream, the number of
mostly negative strikes tripled.

At 04 UTC several strikes near the mouth of Delaware Bay placed the low near -

Cape Henlopen, Delaware, Between 0400 and 0600 UTC the number of strikes ‘
greatly increased over New Jersey indicating a period of intensification of i
the low as it moved northward to ACY at 0630 UTC. !

After 0630 UTC, the 15 mostly negative strikes over central New Jersey

diminished to 3 positive strikes over northern New Jersey indicating the
low was no longer intensifying as it moved northward to CYN VOR (about i
15 miles east northeast of McGuire AFB/WRT).

CASE STUDY #3: JANUARY 22, 1987 P

A developing low was forming over the Virginia capes and most of the _
strikes were just northeast of the low center over the ocean with i
several also over northern Chesepeake Bay. The area of strikes

northeast of the low center moved fairly rapidly northeastward . _ ;
indicating that the center was moving northeastward through 22 UTC

‘before turning northward. ' :

After 22 UTC a band of negative strikes increased south of the low over
the warmer Gulf Stream waters delineating a trough or cold front associated

with the Tow pressure system/storm.
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SKILL IN PREDICTION OF EXPLOSIVE CYCLOGENESIS
OVER THE WESTERN NORTH ATLANTIC OCEAN, 1987-1968:
A FORECAST CHECKLIST AND NMC DYMAMICAL MODELS

Frederick Sanders
2 Flint Stireet
Marblehead MA Q1945

and

Eugene F. Auciello
NOAA, NWS Forecast Qffice
Boston MA 02128

Analyses and predictions of explosive cvclogenesis over the
western North Atlantic Ocean during the 1987-1988 cool season
were compared. The analyses were the manual and automated series
produced at the National Meteorological Center (NMC). The fore-—
casts were those produced by the Nested Grid Model (NGM) and the
"aviation run' of the global spectral model (AVND at NMC, and
also by a simple checklist employed the NWS Forecast Office,

EBoston.

8kill of the forecasts has evidently improved since the
preceding vear. Frobability of detection of the event in a speci-
tied 24-h pericd, with the manual analyses used as verification,
approached was 724 for the NGM in the range from O0-24 h with a
false alarm rate of 17%. In the range 3é6~-60 h the values for the
AVN forscasts were 42% and 30%, When the automated analyvses were
used for verification, forecast performance was somewhat better.

8kill of the checklist forecasts was comparable to that of
the AVN forecasts but not &8s good as that of the NGM predictions,
in the small sample available for comparison.

Deepening in the NGM forecasts over the range 12-24 h was 2
mb less than in the manual analyses, with a correlation of 0.5%5.
The skill was limited mainly by errors in timing, with the model
failing to represent well the initial analyzed deepening but
catching up later. The automated analyses displayed & similar
failwe, with a correlation of 0.49 between analyses. More cer—
tain analyses and better boundary-laver modeling are needed.
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Table 1

the 1986—-1987 and 1987-1988 seasons, events (E), hits

false alarms (FA); probability of detection (FOD),

false—-alarm rate (FAR), and Critical Success Index (C81).

« 17

18

Fa

CS1

E H FA E H FA E H Fa

FOD FAR CSI FOD FAR (81 FOD FAR (CS1

1987-1968 NGM Western Atlantic ys NH

4

k3

24 3 41 15 4

-}

ra

.10 .58 .37 .21 L33
1986~1987 NGM C-grid vs NH
I/ 17 7 3_m 9 5

49 .29 .40 26 W36 W E2Z

19871988 AVN Western Atlantic vg NH

44 25 2 45 18 4

I3 14 &
.57 .07 .54 .40 .18 .37 .42 .30 .T6

1986-1987 AVN Atlantic and North America vs NH

44 22 7 43 15 7 36 7 7

20 .24 43 LAT W32 30 19 .50 .16

1987-1988 NGM Western Atlantic vs FH

Ry 25 3 a3 17

7

57 11 W44 52 .15 .47
1987-1988 AVN Western Atlantic vs FH
38 259 2 37 19 3 26 15 b

L8607 42 .51 .14 .48 .08 .29 .47
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Fig.1. Positions of cy&lnnes at the center of 24-h periods when
explosive deepening was analyzed in the NH series or was predict-

ed by one or both of the NMC models. Pesitiona for overlapping:

periods for the same cyclone are connected by solid line.
Parentheses indicate that explosive deepening occurred in a fore-

cast but not ‘n the analysis. ' -
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Fig.2. (a) Scatter diagram of 12-h deepening in NH analyses vs in -
12-24 h segments of NGM forecasts. (b) Mean central pressure yvs
time, relative to the central pressure at the start of explosive
cyclogenesis, for the FH and NH analyses. The number of pairs for
each 12-h increment is shown in (b). The number decreases with

ANALYZED Ap (mb)

It) h-time owing to the smaller number of cyclones that maintain explo-
sive deepening rates over longer times. Note that the forecast
segments are taken from different forecast runs.
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FATTERNS OF THICKNESS ANOMALY FOR EXPLOSIVE CYCLOGENESIS
OVER THE WEST-CENTRAL NORTH ATLANTIC OCEAN

Frederick Sanders
Marblehead, Massachusetts 11945

and

Christopher A. Davis
Center for Meteorology and Physical Oceanography
Massachusetts Institute of Technology
Cambridge, Massachugetts Q22139

Hemisphetic anomaly patterns of 1000-300 mb thickness were
ocbtained for 67 cases of explosive cyclogenesis over the western
North Atlantic Ocean in Decembgr-February duwr-ing 19621977, ge—
ginning between latitudes 30-40"N and between longitudes 70-807W.

Composite patterns for the 26 strongest cases of cyclogene-
sis differed markedly from those for the 22 weakest. After a
filtering to remove the shortest waves, those for the strongest
davelopments showed a prominent negative anomaly area of large
scale, centered over western Canada 5 dayse before the event,
moving southeastward to the western Atlantic days after cyclogen-—-
esis. No such pervasive anomaly pattern was seen for the weakest
Cases,

The most intense cyclogenesis occurred whern the air over the
region of development was slightly colder than the 15-vyear aver—
age, while the least intense occurred in slightly anomalous
warmth. '

In the =zonal average from 25° W to 125° W, the strongest
cases pccurred with warmth in polar latitudes, coldness in middle
latitudes and anomalously strong westerly thermal wind in  the
tyclogenetic area. The weakest cases occurred with cold polar
latitudes, warmth in upper middle latitudes, and slightly cold
anomaiies but no excessive thermal wind in  the latitudes of
cyclogenesis.

It is implied that beoth baroclimic forcing and heat and

moisture flux from the sea surtface were enhanced in the strongest
tases, but neither éffect was obviously dominant.
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Fig.1l. Composite patterns of
departure of thickness of the
layer 1000-300 mb from the
long—term mean , for the
strong cases of explosive
cyclogenesis,. Ispopleths are
at intervals of 2 dam, those
for negative values being
dashed. a) Day -4, b} Day -2,
c) Day O, d) Day +2, e) Day
+4. The regions of cyclogene—
sis and the mean positions of
the cyclones in the sample
are indicated in c¢). Heavy
signed values show values and
positions of selected local
maxima and minima of 24-h
change of unfiltered compos-—
ite thickness, in dam, asso-
ciated with the implied @mo—
bile synoptic systems denoted
by letters.
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‘ig.2. Time
'onal mean of the
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THE ROLE DF MELTING IN DETERMINING PRECIFITATION TYFE IN EASTERN NEW
YORK, DURING THE STORM OF OCTOBER 4TH 1987

Kernneth D. LaFenta

National Weather Service Foraecast Qffice
Albany, NY 12211

ABSTRACT

On 4 October 1987, an unprecedented early season storm  dumped large
amounts of snow an Eastarn New York. The storm was not well forecast.
The numarical qguidance was poor, underastimating the storm’'s intensity,
totally underforecasting the gquantity of precipitation that fell, and
predicting rain not snow.

The local change in temperature s dependent on horizontal thermal
advection, changes due to vertical motions, and temperaturs. changes due
to non-adiabhatic processes. One non-adiabatic process is cooling due
to melting. 8Bince the - latent heat of fusion is nearly an order of
magni tude less than the latent heat of evaporation, it is often over-~
looked in precipitation type forecasting. The Albany upper air sound-
ings showed significant cooling between @220 UTC and 1200 UTC 4 Oct-
ober 1987. During that time about an inch of rain fell before precipi-
tation changed to snow. Calculations show cooling due to melting was
a critical factor in turning the rain to snow, accounting for nearly
two thirds of the ohserved temperature change in the lower troposphere.

1. Introduction

On 4 October 1987, an unprecedented early season showstorm dumped
large amounts gf snow on Eastern New York, causing many deaths, injuries
and enormous property damage. Haavy wet snow piled up on trees that
had not yet lost their foliage, Numerous trees and limbs collapsed
under the welight of the shnow taking power lines with them. In New York,
over 200,200 homes lost power, some for over a week. Two New Yorkers
were killed by falling trees, Twelve other deaths were attributed
directly  or indirectly to the storm in the state. Over 300 people were
injured and property losses were 4Staggering. Farts of western New
England were hit just as hard.

Albany had just over 6 inches of snaW with one to two feet in the
nearby hills to east, and in the Catekillas (Fig. 1). In the previous
hundred vears, Albany'’'s greatest October snowfall was 2 lnches in 1952,

The snowstorm was not forecast. The numarical guidance was poor in
many respects. The models underestimated the intensity of the systen,
and totally wunderfaorecast the gquantity of precipitation that fell. They
wers alsto oo warm, predicting rain and not snow. Forecasters adjusted
the guidance in the right direction, but didn't go far enough. The date
on the calendar made it hard for anyone +to believe there could be a big
snowstorm.

FPost analysis helped explain the storm’'s development and progress.
One often overlooked physical process, coaling due to melting, played
an important role in determining the type of precipitation that fell.
This paper will examine the role melting played in the storm.
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2. Background

Forecasting precipitation type is one of the most gifficult tasks a
meteorologist faces. Small changes in the state of the lower tropos—
phere can have a major impact on the character af a storm. Routine
radiocsondes sense the atmosphere twice a day, and on a rather broad
scale. A correct precipitation type forecast is dependent on assessing
changes in the lower atmosphere between sounding times.

The eguation for determining the local change in temherature with
time is derived from the first law of thermodynamics.. Fenn (1957) used
the following form af the equation for local temperature change:

2T 1 da@
_— = -~y T - w - y 4 — = (1)
ot ‘Y; Y' c dt
p
where:

is temperature

is time

is horizontal wind velocity

is vertical wind velocity

is the dry adiabatic lapse rate

XK z<cm

is the actual lapse rate
CP is the specific heat at constant pressure
T W is heat

If the airmass is saturated and condensation occurs, the latent heat
re2leased must be accounted for, and equation (1) is modified. According
to Haltiner and Martin (1%957), the dry adiabatic lapse rate is replaced
by the saturated adiabatic lapse rate and the third term in the equation
is replaced by: ’

de oz 2 -1
_— {lc +mbL /R T (2)
dt +] v

where:

mis the mixing ratio

L is the latent heat

Rvis the gas constant for water vapor

The first term in the squation represents temperature change due to
horizontal thermal advection. The second term is the change dua to

vertical motions and the final term change due tao naon—adiabatic
processes. ,
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Horizontal advection is usuwally the most important factor in deter-
mining local temperature change, though under certain circumstances the
other two terms can become significant. When precipitation ococurs with
warm advection, there is large scale upward vertical wmotion. Under
these conditions the vertical motion term is opposite in sign to the
horizontal advection term and according to Austin (1949) and Fleagle
{(1247), about half the magnitude. .

Non-adiabatic effects can play a critical role in determining pre-—
cipitation type. Evaporative cooling 1is the most important. When pre-
cipitation +falls through unsaturated air between the cloud and the
ground, evaporation occurs, It takes nearly 600 calories of heat from
the atmosphere to evaporate 1 gram of water. The amount of cooling is
even greater if sublimation is involved. The drier the subclowd air,
the greater the cooling. A rapid five, or even 18 degree, drop in sur-
face temperature is not uncommon (Fenn, 1957). When the subcloud air
reaches saturation, conling stops.

Non-atliabatic cooling can also occur when snow melts, though the
latent heat of fusion 1s nearly an order of magnitude less than the
latent heat of evaporation. About 8B calories of heat are needed to
turn a gram of snow to liquid. (Bome additional cooling occurs in
raising the temperature of the snowflakes to freegzing.) For melting to
be important, there would have to be significant precipitation, and at
the same time little or no warm advection to counteract it. Unlike
evaporative cooling, conling due to melting is not dependent on the
degree of saturation. MecBuire and Fenn (1953) did find & case (13 April
1953, in Boston) where melting was a key factor in determining precipi-
tation type, though few such cases have been documented.

2. Synaptic situation

On 3@ Beptember and 1 October 1987, a vigorous short wave dug south—
east across western Canada. By 1280 UTC 1 October, the associated sur-
face low pressure (992 mb) reached extreme western Ontario. It then
slowed considerably and was over northern Lake Huron at 1200 UTC 2
ictober, maintaining ite intensity. The cold front trailing the low
moved through the mid Mississippi valley, and behind it an unseasonably
cool airmass moved into the Plains states and Midwest. The upper level
trough also slowed, and sharpened as it moved into the Great Lakes.

During the next 24 howrs the primary surface low (1012 mbh) Filled
and moaved nartheast. It was north of Guebec Clity at 1200 UTC 3 UOctober
(Fig. 2). Cold air behind it bad spread as far east as the Hudson River
Valley. Vety warmy moist air (surface dawpaints +10 to +13 deg C) lay
over New England, ahead of the cold air. The upper trough continued to
sharpen with a strong vorticity maximum swinging through its hase. By
120@ UTC 3 October it was in Hentucky. In response to it, a secondary
surface low (1013 mb) had formed well east of the coast near latitude 3é
north, longitude 71.9 west.

The secondary low moved nearly due north during the day, deepening
rather slowly. By 20080 UTC 4 October (Fig. JI) it was east of Cape May,
Mew Jersey (10007 mb). The cold front had moved to eastern Mew England.
Over New York surface temperatures were generally between +5 and +8 deg
€. From Cape Cod tpn Maine surface temperatures and dewpoints remained
hetween +1@0 and +1% deg C. FPressuwres were rising slightly from Chesa-
peake Bay north into eastern New Yorhk.
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At S0@ mb (Flg. 4) an upper low had closed off along the Virginia-
West Virginia border and a very strong vorticity makimum moved to south-
gast Virginia., The greatest height falls (140 m) were over the Delmarva
peninsula. The 838 mb analysis for 2P0O@ UTC 4 Qutober (Fig. %) showed a
low east of New Jersey with a large temperature gradient across the
northeast. Chatham was +12 deg O, -Albany O deg C with Buffalo at
-4 deg C. BI@ mb dewpoints of +8 to +12 deg C over Eastern New England
and Nova Scotia indicated copious moisture was present.

After 002 UTE 4 Qctober, energy from the intense vorticity maximum
really began to feed the coastal low and it deepened at better than a
millibar per hour. The surface low (1028 mb) continued nearly due north
and was at about 4@ N and 71 W at D&PO UTC 4 October (Fig.sé). Pressures
were falling most rapidly over southeast New England, but had also begun
to fall west and northwest of the storm center. Primarily rain was
falling, although there was some snow in the Catskills and at Mont-
pelier, Vermont.

By @920 UTC 4 QOctober, the low had moved to the southeast Massachu-
setts coast and deepened S5 more millibars. Rain had mixed with, ar
charged to snow in many partg of northeast Pennsylvania and eastern New
York.

At 1200 UTC 4 October, the center of the closed low at 520 mb was
near the Jjunction of New Yark, New Jersey and Pennsylvania (Fig. 7). It
tracked northeast, almost directly over Albany and was in western Maine
at DRAZ UTC & October. At 850 mb {(Fig. 8), the thermal gradient had
tightened further. Portland’s temperature had risen to +11 deg C with
+14 deg C readings over Nova Scotia. To the west, Albany had fallen to
-4,5 dag C with Buffalo at -7 deg C. The system was grawing more vert-
ical and the 830 mb low was near Boston. Large quantities of moisture
(850 mb dewpoint +1i0) deg C at Portland) were feeding west over the cold
air.

At 1200 UTC 4 Dctober the surface the low was just west of Boston
(Fig:, 9. It had deepened to 992 millibars (15 mb in 12 hours), and
was close to its maximum intensity. It was raining through most of New
England with snow in eastern New York. Some places had thunderstorms.

The surface low (992 mb} mpved +to southeast New Hampshire at
1520 UTC 4 October and to Jjust east of Portland, Maine, at 1800 UTC
(Fig. 18). At that time precipitation in eastern New York tapered off.

4. The role of melting in turning the rain to snow

Equation (1) stated the local rate of change in temperature s &
function of horizontal advection, ¢hange due to vertical motions and
change due to rnon-adiabatic processes. It is almost impossible to
guantitatively evaluate each term over the course of the storm since
vertical soundings were taken only every 12 hours. 8till, by calculat~
ing the potential cooling due to precipitation melting, and gqualitative-—
ly examining the vertical motion and advection terms, we can evaluate
the role of melting cooling in determining the precipitation type. It
is assumed that cooling due to other non-adiabatic processes such as
radiation and conduction was small.

Wexler et. al. (19%54) calculated the rate of cooling due to melting.
The cooling rate is inversely proportional to the thickness of the layver
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cooled, and directly ‘proportional to the gprecipitation rate. They
showed one inch of precipltation (water agquivalent) melted in a layer
200 mb  thick would produce a 2.5 deg €. drop in temperature over the
laver,

Figure 11 shows the Albany sounding for D80 UTC 4 October. - Since
the atmosphere was nearly saturated, evaporative copling was net a
factor. The freezing level was at 5200 feet and the surface temperature
was +& deg C. ALY rain fell from @000 UTC to 0449 UTC when slaet
started to mix in. At @784 UTC the first snowflakes began to fall, but
until 1000 UTC the precipitation waa predominantly rain. Eetween Q0D
UTC and 1000 UTC total melted precipitation was 1.00 inches. Figure 12
gives hourly temperature, precipitation and snowfall for Albany,

Figure 13 shows the 0020 UTC 4 QOctober Albany sounding mpdified for
cooling dus to melting., It was asaumed the cooling was equally distri-
huted within the lowest 200 mb of the atmosphere. Based on our assump-
tions, melting cooling along would have brought the freezing level down
from 5200 feet ASL to about 2508 feet ASL. Penn (19957) stated that aon
the average, snow must fall through 1200 feet of above freezing air to
melt. That would bring snow down to 1308 foot ASL, low enough for snow
in the hills around the Hudson Valley. In reality, as the freering
level fell, cooling was probably concentrated closer to the surface.
This would mean melting cooling alona would have brought snow level down
even closer to sea level.

Figure 13 alst shows the observed 1200 UTC 4 October sounding for
Albany. Since QUAY UTC 4 COctober there had been significant cooling
below about 780 mb. Based on our calcwulations, almost tweo thirds of the
copling was due to melting. Above 788 mb, temperatures had actually
risen, indicating overrunning warm air from the east was helping to gen-
erate the precipitation,

Low level «old advectinn was responsible for much of the remaining
cooling between 20230 UTC and 1200 UTC. The 890 mb analysis for DAGL UTC
4 October (Fig. &), showed a fairly steep temperature gradient with iso-
therms oriented northnortheast to southscuthwest. At Albany, a north
wind of 20 knots indicated some cold advection, although the cross iso-
therm component of the wind was small. Much stronger cold advection was
evident at Atlantic QCity and Pittsbuwrg. The surface map for the same
time (Fig. 3) also indicated some cold advection.

By 1200 UTC 4 October, the B5® mb analysis (Fig. B8) showed the wind
Fflaw at Albany had become northnortheast in response to the rapidly
deepening low over eastern New England. There was an extremely tight
thermal gradient between Albany and the coast. Again, the cross iso-
therm component was small, but there was at least some warm advection at
this time, indicating cold advection had ended some time between Q202
UTC and 1280 UTC 4 October.

Figure 14 gives a time cross—section of surface observations in
gastern New Yark. If cold advection was the prime factor in cooling the
lower atmosphere, we would have seen a change to snow upstream of
Albany first.,. The low level flow was north to northwest. Btill, snow
began mixing in with the rain at Albany before it did at Glens Falls.
In fact some snow began falling at Poughkeepsie hours hefore any dgnow
fell at Glens Falls., Twenty-four hour (1200 UTC 3 October +to0 1200 UTC
4 October) precipitation at Glens Falls was @.36 while 1.3@8 fell at
Albany.
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The amount of temperature change due to vertical motions, is diffi-
cult to assess. At 0080 UTC 4 October, the lapse rate in the lower
atmosphere was neaerly moist adiabatic, indicating this term was small.
At 1208 UTC 4 October the lapse rate between the surface and BRO mb had
decreased as slightly greater cooling had occurred near the ground than
bewteen 900 and B@O mb. There was & marked inversion between 808 and
79@ mb., The sounding had warmed above 7808 mh. No data was available
above about 480 mb.

The S22 mb low passed almost over Albany about 15280 UTC 4 Qctober.
The combination of warm advection betwmen 830 mb and 700 mb, and strong
cooling above 4@@ mb, reduced atmospheric stability enpugh to produce
thunderstorms after about 1100 UTC. The thunderstorms certainly helped
generate localized strong vertical motion fields as indicated by precip-
itation rates of .2 to .4 inches per hour., Thus, after 1200 UTC cool-
ing due to vertical motions was important in keeping the precipitation
INowW.

Elevation played a key role in the snowfall digtribution for the
storm. The terrain rises steadily east and west of the Hudson Valley.
In Albany 6.5 inches of snow fell, but with an astounding water equiva-
lent of over an inch and a half! After 2000 UTC 4 Outaber the water
equivalent of all precipitation was better than 3 inches. 8o it is not
at all surprising that nearby communities such as Averill Fark (eleva—-
tion about 900 feet) and East Jewitt (elevation about 2000 feet) had 1
to 2 feet of snow.

5. Conclusions

fnalysis of the 4 October 1987 snowstorm indicated melting played an
important role in cooling the lower troposphere and causing rain to
change to snow. Calculations showed melting accounted Ffor almost two
thirds of the cooling at Albany, between the surface and B0@ mb, fram
BORY UTC to 1220 UTC.

Numzrical models did a poor job of assessing the situstion. As
stated, they underestimated the deepening of the storm system, and the
precipitation forecasts were horrible. The NGM 1280 UTC 3 Dotober run
forecast no precipitatian at. Albany. Better than 3 inches fell., The
200@ UTC 4 October run did not do much better. It predicted 0.2% after
1200 UTC, and ovel an inch and a half fell. The LFM did about as poorly
forecasting 8.14 at 1200 UTC 35 Qctober. The Q8080 UTC 4 October LFM
calied for 0.06 inches with MOS8 indicating only a 20 percent chance of
precipitation after 1200 UTC 4 October.

Guidarice favorad rain rather than snow, although the choles was not
clear cut. 0On some model runs, forecast thickness and boundary tempera-
tures were marginal. MOS8 indicated snrow probabllities as high as 28
percent on the 1200 UTC J October run, and 20 percent on the 02@2z 4
October run. 8ince significant, unforecast rain (and hence melting
cooling) occurred hetween OO0 UTC and 1200 UTC 4 Qctober, Jforecasters
could have aasumed a much highter probability of snow.

Documented cases where melting cooling played ann important role in
determining precipitation type are rare, Thus it is difficult to create
a gt of guidelines defining when i1t is important. &till, under the
right circumstances it can be critical. Forecasters should be alert to
melting conling when the fellowing conditiona are present:
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1) rain at the surface with a relatively cold lower
troposphere (freezing levels 12004220 feet).

2) precipitation rate (melted) exceeding @.1 inch/hour
(Fenn, 1997) or lighter rates for an extended periopd.

3) weak or no warm advection

Surface temperatures should be watched carefully. A slow drop in temp-
erature with the above conditions, indicates melting cooling may be
significant.

It is highly doubtful anyone could have foarecast the 4 October 1987
snowstorm with significant lead time. However, recognizing significant
melting conling was taking place could have led to an earlier recogni-
tion of the hazard present and more timely updates.
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Surface analysis
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HOURLY TEMPERQTUREQ AND FRECIFITATION FOR ALBANY

e v ek 2kl By s e gl e s A B By - - — e ——— o — g

" (Bctober 4, 1987)

. S
Time Temperature Precipitation Snowfall
hourly —total {cummul ative)
e e B el ————
00z | 4% 012 - 0.56
otz L a3z . o.ne 0. 62
02z 4% " B 0.03 0,865
0Tz a2 ouoz 0.67
04z, _ 40 " 6.05 0.72
ez | '39'j_ , 0.04.  0.76
06z oz . o.10  o.86
Comer = 01l (0,97
oz - 35.  B 0.17 1.14
o5z ﬂ: : __3#" ‘". -6;&& 1.30
10z  za '  0.26 1.5
11 3z, J 0.1t 1.67
12z =3 0.19 1.86 1.0
137 oom3 0 - 0.37  7 2.23 2.0
1az o 5. . 0.35 2,58 - 3.0
152 - - - 33 _" 0.38  2.92 4.0
162 z3 0.25 3.17
17z 33 ©.36 3.33
w: . me - 0.08  3.58 6.5
192 38 T z.ss

» 1fncludes 0.44, that had fallen since 052z on October 3, 1987

N

Figure 12.‘fHourly"IgnBeragure_and precipitation for Aldany, NY,
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A Procedure for Forecasting Precipitation Type Using NGM Law
Level Temperatures and LFM MOS Frozen Precipitation Forecasts

ABSTRACT

Nested Grid Model (NGM) forecasts are available primarily in
graphics form and secondarily in alpbanumeric form as a FOUS message for
selected locations. No Model Output Statistics (MOS) are available from
the NGM and won't be in the near future. A procedure is presented for
using KGM low level temperature forecasts to determine precipitation
type. Also, a technlique is presented for combining the results of the
pracedure with MOS Probability of Frozen (POF) precipitation values from
the Limited Fine—-mesh Model (LFM) to determine precipitation type.

INTRODUCTION
The NGM has been producing operational 0-48 hour numerical

forecasts for the North American continent twice daily since late March
1985. Ewvaluations, objective and subjective, demonstrated that the
Regional Analysis and Forecast System (RAFS) taken from the NGM
contained both an improved objective analysis and an improved model. A
~full complement of RAFS prognostic charts were made available to
forecasters in November 1685. The HGM FOUS message had become available

in October 1985,

Since it will take a few years to develop MOS guidance from the
NGM, some method of using the NGM FOUS message to make objective
forecasts was needed in order to have better use of that model now.
Also, any techniques or procedures developed will give a measure of
goodness of the model and allow a means to measure changes that may be
made to the model.

Precipitation type is dependent on the temperature of the
atmosphere, especially in the lower levels. Since the NGM FOUS message
gives a temperature forecast at three of those lawer levels, it was
decided to use these forecast temperatures to develop a method to
forecast precipitation type cut to 48 hours.

PROCEDURE

The relative frequency of precipitation type (frozen, liquid,
mixed? was determined for cases of similar temperature values at each of
the lower levels contained in the NGM FOUS message for October 1085
through March 1986. All six hourly output (0-48 hours?) of the NGM were
combined for this study. The results are shown in Tables 1, 2, and 3.
For this study frozen precipitation was defined as snow, sleet, or a
mixture of the two. Liquid precipitation was defined as rain or
freezing rain. -Mixed precipitation was defined as any combination of
frozen and liquid precipitation occurring at the same time.

Since there was a great range of temperature values, especially for
the lowest layer (T1l), a combination of temperatures at all three levels
was deemed the best approach to determining precipitation type.

To get the data from three variables (T1l, T3, TS5 into a two

dimensional table all TS5 equals zero data was analyzed for similar
values of Tl and over ranges of T3. The ranges of T3 were determined by

1 X '
Joseph A. Ronco, Jr., National Weather Service Forecast Office, Portland, ME.
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selecting ranges that had a high frequency of liquidtﬁfecipitation at
cne extreme to a high frequency of frozen precipitation at the other
extreme as determined from Table 2.

The resultant data (Table 4.) was grouped into four categories: one
high in frequency of liquid precipitation, one close to a 50 percent
frequency of liquid precipitation, one close to a 50 percent frequency
of frozen precipitation, and one high in frequency of frozen
precipitation. These groups were defined as:

CATEGORY ONE T1>01

CATEGORY TVWO - T1=01 ,
01>T1>95 & T3>01

CATEGORY THREE 01>T1>97 & T3<02
- 982T1>95 & 025T3>97
96>T1>89 & T3>97

CATEGORY FOUR 98>T1>89 & T3<K98
T1<S0

¥Vith the threshold values found for Tl and T3 the four categories
were used to determine the frequencies of frozen, liquid, and mixed
precipitation for similar values of T5. :

Combined data for four stations located in New Hampshire and Maine
were used to preserve geographlce homogeniety and at the same time yield
sufficient cases from which to arrive at conclusions. The four stations
chosen were Concord, New Hampshire; and Portland, Bangor, and Caribou,

Naine.

The NGM forecast temperatures for the 00Z forecast cycle were
combined with the 12Z forecast cycle., This combining could mask out any
diurnal effects that may exist, but a preliminary evaluation of the data
indicates that diurnal variations are small.

RESULTS
The results are shown in Table 5. Some subjectivity was necessary
in developing the table especially where little or no data were
available. Note that the frequency of ligquid (rain) precipitation is
highest at the top of each category and lowest at the bottom. Also, the
frequency of liquid (rain) precipitation is highest in category one and
the lowest in category four. The opposite is true of frozen (snow)

precipitation.

How well did the MOS preferred Probability of Precipitation Type
(POPT) forecast perform in comparison to the NGM FOUS temperature method
of forecasting precipitation type? The use of the NGM FOUS massage |
lower level temperatures in forecasting precipitation type was superior
to the MOS POPT preferred category forecasts. The precipitation type
forecasts from the NGM FOUS message were converted to categorical
forecasts and verified (Table 6). A fregquency greater than or equal to
50 percent for frozen precipitation was considered a categorical
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forecast of frozen precipitation. A frequency less than 50 percent was
considered a categorical forecast of liquid precipitation. Regardless
of the score used, the NGM FOUS temperature methed for typing
precipitation was superior to MOS POPT preferred category forecasts.

ADDITIONAL PROCEDURE
Since this study found that NGM FOUS lower level temperatures could
be used to forecast precipitation type, an additional study using MOS
POPT category and NGM FOUS precipitation type (Table 5.) was planned for
the winter of 1986-87. However, a detalled comparison of preferred POPT
category and POF showed that POF was a more accurate predictor of
precipitation type. So PGF was substituted for preferred FOPT.

Observed precipitation type was stratified by POF ranges (K6, 6—15,
16-25, 26-35, 36-45, 46-55, 56~65, 66-75, 76-85, 86-95, and >95) for the
winters of 1985-86 and 1986-87. The results are shown in Table 7. The
same definitions for liquid, frozen, and mixed precipitation were
applied as used earlier in this study.

Since the NGM precipitation type frequencies in Table 5. were
already in four categories by increments of Tl and T3 for all values of
T5, it was decided to examine the ranges of POF in each of the four.
categories for the winters of 1985-86 and 1986-87 <(October through
March)>. ’

The same four locations were used and the 00Z and 12Z forecast
cycles combined. Again, a preliminary check of the data indicated any
diurnal variations to be small. .

ADDITIONAL RESULTS
The results are shown in Table 8. Some subjectivity was used in
developing the table, especially where little data were available.

How well did the NGM precipitation type forecasts perform in
comparison to the combined NGM/POF method of forecasting precipitation
type? The combined NGM/POF forecasts were superior to the NGM type
forecasts. The precipitation type forecasts from each were converted to
categorical forecasts and verified. All definite forecasts .
{probabilities greater than 98 percent for either rain or snow) were
deleted from the verification process. These accounted for 889 cases,
which were almost 25 percent of the total 3663 cases used in developing
the tables used to forecast the precipitation type. The verification
results are shown in Table 9. The same definitions were used for
categorical forecasts of frozen and liquid precipitation types as were
used earlier in this study. Regardless of the score used, the combined
NGM/POF method of typing precipitation was superior to the NGM FOUS
temperature method by itself.

CONCLUSIONS AND COMMENTS
This study has developed & technique for improving precipitation
type forecasts by objectively using NGM FOUS lower level temperatures
and MOS POF values. Even though the data sample is small and for a
particular area, it clearly points the way toward additional studies.
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Several changes were made to the NGM since operational forecasts
began. Two significant changes took place that could affect the results
of this study.

From the time of its beginning operational forecasts, objective and
subjective evaluations of the NGM demonstrated that the modeling system
produced reliable forecasts. However, systematic errors in the
forecasted temperatures, caused by the omission of certain physical
processes in the model, were identified.

In July 1986 a more complete faormulation of physical processes were
introduced into the NGM. Longwave and shortwave radiation, including a
diurnal cycle, surface fluxes of heat and moisture over land, and a new
turbulent mixing process were added to the model. Important
modifications were also made to the representation of cumulus convection

by the model.

Implementation of the new physics was to improve the NGM's
forecasts of sensible weather such as precipitation, iow level
temperatures, surface ilnduced circulations such as land/sea breezes, the
diurnal variation of low level winds, and maximum and minimum

temperatures.

The radiational heating calculations that were introduced in the
NGM in July 1986 also produced a progressively colder temperature field,
at the rate of about -1.5 degrees in 48 hours, at almost all levels.
The cold error continued for more than a year,

In 1987 two modifications, one major and one minor, were introduced
into the NGM to reduce errors in the forecast temperatures:

1. In August a change to the near-surface air temperatures used to
calculate radiation.

2, In October at each level, the hemispherically-averaged potential
temperature was kept constant during the forecast, at its
initial value.

The results of these two changes were to reduce the cold bias of
NGM forecast temperatures and a small reduction in the areas of
precipitation.

The results of this study could be altered by these changes.
However, the changes in July 1986 had no discernible impact on the use
of the NGM FOUS lower level temperature method of determining
precipitation type during the winter of 1986-87. That method of
forecasting precipitation type performed very well in Maine and New

Hampshire.

The changes made to the NGM in 1987 could also alter the results of
this entire study. However, in using both methods (NGM and NGM/POF)>
during the winter of 1987-88 (October through March) no deterioration

was noticed as both performed very well. If anything they seemed to
perform even better, as the number of definite forecasts (probabilities
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greater than 98 percent) increased to 34.0 percent of all the
precipitation events when using the NGM lower temperature methad and to
56.2 percent when using the combined KGM/FOF method. The frequency of
rain or snow occurring remained close to the average frequency for the
two previous winter seasons.

A computer program has been written at WSFO Portland, Maine that
salects the proper probabilities at six hour intervals (0-48 hours) each

time a new NGM FOUS message is received. During the winter of 1987-88
the forecast offices in Boston, Massachusetts and Albany, New York used

the program to aid in forecasting precipitation type in their forecast
areas. The forecast staffs at those offices found that the NGM and
NGM/POF probabilities developed for Maine and New Hampshire performed
very well in their forecast areas as well.

The computer program is available from the Scientific Services
Division of the National Weather Service's Eastern Region Headquarters.
However, caution is advised when using it as it was developed from data
for one geographical area. The technique should work in other areas,
but it may require developing forecast probabilities from forecast
parameters (Tl1, T3, TS5, POF)> and observations of precipitation type in

those areas.
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Tl FROZEN
>09 . 000
09 . 038
08 . 0561
07 . 066
06 . 075
05 . 095
04 .109
03 . 167
02 . 227
01 _ .328
00 .B27
99 . 638
08 .778
97 . 807
96 .818
95 . 833
94 . 876
93 . 937
82 . 959
91 . 965
90 .970
89 . 987
88 . 988
87 . 988
86 . 997
<86 1.000

Table 1. Relative frequency of precipitation type for temperature

Tl from NGM FOUS messages.

LIQUID

1,000
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. 962
. 949
. 934
. 925
. 889
., 848
. 729
. 681
. 590
. 400
. 297
. 162
. 136
. 128
. 116
. 038
. 018
. 018
. 015
. 006
. 000
. 000
. 000
. 000
. 000

MIXED
. 000
. 000
. 000
. 000
. 000
. 016
. 043
. 104
. 092
. 082
. 073
. 065
, 060
. 057
. 064
. 051
. 032
. 025
. 023
. 020
. 015
. 013
. 012
012
. 003
. 000




T3 FROZEN LIQUID MIXED

>10 . 000 1.000 . 000
i0 . 027 . 973 . 000
09 . 037 . 963 . 000
08 . 041 . 945 . 014
o7 . 045 . 940 , 015
06 . 062 . 928 . 020
05 . 067 . 905 . 028
04 . 085 . 880 . 035
03 . 163 . 764 . 073
02 . 2560 . 629 121
01 . 207 . 578 . 125
00 . 577 . 338 . 085
1t . 591 . 333 . 076
98 . 748 . 178 . 074
97 . 834 . 115 . 051
96 . 919 .041 « 040
95 . 945 . 033 022
94 . 970 . 014 .016
93 . 588 . 000 . 012
g2 . 990 . 000 . 010
91 . 996 . 000 . 004
S0 . 997 . 000 . 003

<90 1.000 . 000 . 000

Table 2. Relative frequency of precipitation type for temperature
T8 from NGM FOUS messages.
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TS FROZEN LIQUID MIXED

> 06 . 000 1.000 . 000
06 . 045 , 955 . 000
05 » 047 . 953 . 000
04 . 049 : .941 . . . 010
03 _ . 093 .. 874 : . 033
02 . 188 770 . 042
0l + 213 . 705 . 082
00 . 391 .522 . 087
99 . 460 448 A . 092
98 . 719 . 205 . 076
o7 » 799 127 . 074
96 . 809 : 124 . 067
95 . 859 101 . 040
94 . 925 . 053 . 022
93 . . 958 . 030 . 011
92 . 968 022 . 010

<92 1.000 . 000 . 000

Table 3. Relative frequency of precipitation type for temperature
T5 from NGM FOUS messages.
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Number of precipitation events by type (RAIN=LIQUID and

SKOW=FROZEN) for temperature Tl and ranges of T3 from all NGM FOUS

nessages where TS5 equals zero.

Table 4.

CATEGORY FOUR frequencies....RAIN .067, SNOW .800, MIXED .133

CATEGORY TWO frequencies.....RAIN .538, SNOV ,231, MIXED .231
CATEGORY THREE frequencles...RAIN .384, SNOW .548, MIXED ,068

CATEGORY ONE frequencies.....RAIN .935, SNOW .054, MIXED .01l
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: Ti>1 ' Tl=1 i 1>T1>97 & T3>2 198>T1>8% & T3<98
: ! 1>T1>95 & T3>1 198>T1>95 & 2>T3>87! T1<90
d i i 96>T1589 & T3597 |
TS5! RAIN SNOW MIX! RAIN SKOW MIX! RAIN SNOW MIX ! RAIN SNOW NIX
20611,000 .000 ,000!11.000 .000 ,000! 1.000 .000 .000 :1.000 .000 ,000
06! .981 .019 .000! .967 .032 .000! .750 .250 .000 ! .700 .300 .000
05: .977 .023 ,000! .,952 .048 ,000! .727 - .273 .000 { .600 .400 .000
04: .975 .025 .000! .929 .071 .000! .500 .,340 .160 ! .450 .500 .050
03! .973 ,027 .000! ,925 .075 .000! .463 .370 .167 ! .300 ,600 .100
02! .968 ,032 .000! .810 .0905 .095! .409 .409 ,182 ! .100 .700 .200
01t ,871 .072 .049! .720 .160 .120! .361 .532 .107 | .096 .793 .1l1l1
00 .861 .082 .057! .662 .200 .138! .317 .B78 .105 | .060 .877 .063
99! .650 .200 .150! .625 .214 ,161! .258 .638 .104 ! .043 .922 .035
98! .587 .288 .125: .564 ,295 .131: .183 .714 .103 | .032 .936 ,032
97 .556 .344 .100! .529 - .353 .118! .168 .736 .096 ! .022 .948 .030
96 .521 .399 .0807 .364 .545 ,091! .136 .775 .089 ! .019 .954 .027
95! .500 .467 .033! .214 .714 .072! .113 .825 .062 ! .017 .961 .022
94, .450 .550 .000! ,156 .783 ,061! .099 .844 .057 | .0l4 .967 .019
93! .333 .667 .000! .080 .B66 .054% .071 .881 .048 ! .012 .971 .017
92! .200 .800 .000! ,038 .925 .033! .033 .926 .041 ! .0l1 .989 .000
<92!,000 1,000 ,000! .000 1.000 ,000! ,000 1.000 .000 ! .000 1,000 .000
Table 5. Relative frequency of precipitation type (RAIN=LIQUID and

SHOW=FROZEN) for temperature TS from NGN FOUS messages by category

of Tl and T3.

- 122 -



NGM POPT

P.0.D. .920 . 858
F.A.R. _ .111 171
c.s.1. . 825 . 729
PERCENT CORRECT  88.9 ' 82.9
BIAS 1.035 1.036

Table 6. Skill of precipitation type forecasts from NGM lower
level temperature forecasts and MOS POPT preferred category.

POF LIQUID FROZEN MIXED
<8 . 979 .018 . 003
6-15 : . 796 \ . 152 ., 052
16-25 .613 . 320 . 067
26-35 .505 .413 . 082
3645 . .382 .539 . 079
46-55 . 307 .624 . 069
56-65 . 248 . 687 . 065
66-75 . 207 . 737 /056
76-85 . 097 . 869 7,034
86-95 . 045 . 931 7,024
>95 . 001 . 998 . 001

Table 7. Relative frequency of precipitation type for MOS POF
ranges for the winters of 1985-86 and 1986-87 (October through

Narchy.
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POF
<6
6-15
16-25
26-35
36-45
46-55
56-65
66-75
76-85
86-95
>95

POF .

<6
6-15
16-25
26-35
36-45
46-55
56-65
66-75
76~85
86—-95
>95

CATEGORY ONE

RAIN SNOW MIXED
. 981 017 . 002
. 904 . 083 . 013
. 844 . 119 . 037
.801 . 149 . 050
. 736 . 180 . 074
.7L8 + 201 , 081
. 651 . 253 . 096
571 . 363 . 076
. 472 . 513 . 015
. 222 JTT7L . 007
. 100 . 900 . 000

CATEGORY THREE

RAIN SNOV MIXED
. 875 . 083 042 .
. 566 . 320 . 113
. 327 . 543 . 130
. 290 . 611 . 099
. 232 . 682 . 086
. 188 729 . 083
171 . 754 . 075
. 158 . 782 . 060
» 123 . 827 . 050
. 083 . 877 . 040
. 007 . 986 . 007

Table 8. Relative frequency of precipitation

NGM-POF
F.0.D. » 940
F,A.R. . 107
C.S. 1. . 845
PERCERT CORRECT 88.6
BIAS 1.052

POF
<6
6~-15
16-25
26-35
36-45
46-55
56-65
66-75
76~85
86-95
>05

POF
<6
6-15
16-25
26-35
36-45
46-55
56-65
66-75
76-85
86-95
>95

8
1.

NGM
929
122
823
7.0
058

CATEGORY TWO

RAIN
. 859
. 776
. 654
. 615
. 558
. 523
.400
. 384
. 330
. 295
.110

CATEGORY FOUR

RAINXN
700
.500
. 240
. 124
. 055
. 025
. 020
. 019
. 018
.014
. 000

SNOW
. 084
. 153
. 247
. 266
. 308
. 356
.506
. 535
. 600
. 636
. 875

SNOW
. 200
. 333
720
. 846
. 920
. 956
. 962
. 968
. 976
. .983
. 999

type for NGM
level temperature categories and MOS POF ranges combined,

MIXED
. 057
. 071
. 099
. 119
. 134
» 121
. 084
. 081
070
. 069
. 015

MIXED
. 100
167
. 040
. 030
. 025
. 019
., 018
. 013
. 006
. 003
. 001

lower

Table 9. Skill of precipitation type forecasts from combined
NGM/POF forecasts and NGM lower level temperature forecasts.
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Local Objective Guidance for Predicting Precipitation Type (LOG/PT} in
North Carollna...An Alternative to MOS Guidance

by
Kermit K. Keeter(l}, Joel W. Cline(2), and Robert P. Green(3)

(1) National Weather Service Forecast Office, Raleigh-Durham, NC
(2) National Hurxicane Center, Coral Gables, FL
(3) National Weather Service Office, Charlotte, NC (Retired)

1. Introduction

There is considerable variablility in snowfall amounts across North
Carolina. The normal annual snovfall ranges from less than 2 inches in the
coastal areas to over 40 inches in the northern mountains (Fig 1).
Snow/rain boundaries frequently occur within the state; broad transition
zones vith a mixture of snow, sleet, freezing rain, and rain are not
uncosmon. Even small amounts of snov cause traffic accidents, school
closings, and a general disruption of commnity activities and services.
Small wonder that the National Weather Service Forecast Office (WSFO) at
Raleigh-Durham (RDU) places an important emphasis on forecasting
precipitation type.

Forecasting experience at RDU has shown that there is no one single
method or technique which consistently and accurately predicts the
distribution of precipitation type across the state. The Model Output
Statistics (MOS) Probability of Precipitation Type (PoPT) guidance
(Bocchieri, 1979) generated from the Limited Area Fine Mesh (LFM) Model is
available for sewveral sites across North Carolina (Flg 2); however, this
quidance is of limited value when the LFM has significant synoptic scale
forecast errors. When suwch errors occur, another source of objective
quidance for predicting precipitation type is deslirable.

2. LOG/PT. . .Experimental Desiqn
2.1 Geperal Description/ Predictand

The Local Objective Guidance for Predicting Precipitation Type (LOG/PT)
is generated by the WSFO, RDU. The guidance is produced from regression
equations and predicts the conditional (i.e. given the event of
.precipitation) probability of measurable frozen precipitation (i.e. snow
and/or sleet)} at ten sites scattered across the climatological regions of
North Carolina (Fig 2). The regression egquations are supplemented by
nomograms used to forecast freezing rain. The focus of this paper is the
regression portion of the quidance used to predict frozen precipitation. In
this paper the terms snow(rain) and frozen{unfrozen) are used
interchangeably.
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2.2 pependent Data Set/ Cholce of Predictors

The regression equations were developed from seven winters (1970-77)
of data. Precipitation type at each of the ten prediction sites was
coupled with the routine (00z and 12z) radiosonde (raob} observations from
the National Weather Service Office (WSO) at Greensboro (GSO), North
Carolina. The raocb observations were concurrent with, ox taken just priox
to, the onset of precipitation at each site. GSO was chosen as the
prediction racbh site since it is well located for monitoring the lower
tropospheric thermal structure of the prevailing alrmass over North
Carolina, and in particular the intrusion of cold, dry Canadlan air
(Fig 3).

From the raob data, four predictors were screened by a stepwise linear
regression analysis, The low level thickness (1000/850 mb} and the mid
level thickness (850/700 mb) proved to be the best combination of
predictors accounting for roughly 40 to 50 percent of the total variance at
each site. The multiple correlation coefficlents squared (percent of total
variance) were not significantly improved by the two additional raob
predictors, 1000/700 mb thickness and the 850 mb temperature. The best
single predictor was the 1000/700 mb thickness.

2.3 Predictand/ Classification of Mixed Precipitation Events

Since relatively small amounts of snov have a large soclial impact upon
communities in the Southern U.S., the critical question for the forecaster
becomes whether there will be measurable amounts of snow during the
forecast period. Hence, precipitation type was not verified for a specific
hour as does MOS guidance; rather verification was done for the entire 12
hour forecast period between raob reports over the lifetime of the
precipitation event. Only measurable precipitation events were included in
the dependent data. Using this format, mixed precipltation events were
further classified as frozen, provided measurable snow fell, while trace
amounts of snow together with measurable amounts of rain were classified as
unfrozen.

2.4 Perivation of Regression Equations

The Logit Model provides a curve of best fit sulitable for the derivation
of regression equations used to predict precipitation type (Glahn and
Bocchieri, 1975). As shown (Fig 4), the loglt curve is S—shaped and
asymptotically approaches 100(0) percent chance of snow as the thickness
becomes increasingly lower(colder) higher{(warmer).

However, logit regression has limitations when used with a relatively
small data set. Specifically, logit regression can not be accomplished by
reqgressing each precipitation case and its corresponding thicknesses
singularly since the denominator in the equation of the logit curve would
then equal zero; therxefore, logit regression requires grouping the data
into class intervals and using relative frequencies. A minimum of 20 to 30
precipitation cases per 20 meters of thickness is recommended (Bocchieri
1984). :

For each LOG/PT prediction site, the number of precipitation cases was
less than the recommended logit regression minimm over the range of
thickness values where there was the most precipitation type uncertainty.
Consequently, a linear curve was adapted to approximate the logit (Fig. 5).
To insure that the adapted linear curve was a good approximation of the
logit, the end points of the linear curve were anchored at the thickness.
values where precipitation type is no longer in doubt (values of certainty)
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(Fig 5). For each of the ten LOG/PT prediction sites, the certainty
thickness values were determined by subtracting(adding) the standard raob
error of 10 meters to the lowest(highest) observed 1000/70¢ mb thickness
assoclated with rain(snow).

In the Southern U.5, it is especially important to establish the
critical thickness value for rain, to eliminate the influence of the large
number of rain cases at relatively warm thicknesses on the slope of the
adapted linear curve.

2.5 Vexification of Dependent/Independent Data

Verification scores for the dependent data (winters 1970-77) were
calculated for each of the prediction sites. Real time GSO raob data was
used to predict precipitation type for a first period forecast (i.e. 0-12
hours). A resulting conditional probability >= 50 percent was defined as a
forecast of measurable frozen precipitation.

The prefiqurance or probability of detection (POD) is the ratio of the
number of correct snow forecasts to the total number of snow events. POD
scores provide the percent of snow events detected or forecast. The scores
wvere generally consistent from station to station and ranged from the low
60s to the low 70s.

The false alarm ratio (FAR) provides the percent wrong of the total
nuber of snow forecasts made. Again, the scores were consistent from
station to station ranging from the mid teens to the mid 20s.

It wvas likely that a good portion of the forecast errors were due to
significant changes in the GSO raob temperature profile during the 12 hour
forecast period. Operatlionally, at RDU the precipitation type forecasts are
made for a shorter period (0-6 hours) since GSO raobs are avallable every 6
hours when there is precipitation type uncertainty in North Carolina.

The POD/FAR scores for an independent data set (wlntexs 1977-80) for
Charlotte (CLT) were similar to the dependent data scores. This implies
that the regression equation for CLT is stable and it is reasopable to
assume that the other stations in Western North Carolina receiving as many
or more snow events as CLT (l.e. AVL, HKY, GSO, RDU) have stable regression
equations as well; however, for those stations east of RDU vhere snov is
less frequent, more snow cases from a larger independent data sample are
needed before definitive independent verification scores can be specified.

3. Querational Uses of LOG/PT by RRU
3.1 As a Short-Fused Forecaat/As a Perfect Prog Forecast

When precipitation type in North Carolina is uncertain, RDU requests
raobs from GSO every slx hours. The raob thickness values are then used
with the regression equations to produce a site-specific, short-fused
forecast (0-6 hours) of precipitation type at each of the ten prediction
sites,

¥hen used in a perfect prog sense with the projected thicknesses from
the Nested Grid Model (N®M), a 12-48 hour forecast of precipitation is
obtalned. The projected heights for GSO at 850, 700, and 500 mb are
interpolated values taken from the appropriate NGM graphic products. The
1000 mb height is the difference between the 500 mb height and the
1000/500 mb thickness.
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The focus for the remainder of this paper is the use of LOG/PT in the
perfect prog sense with N&M projected thicknesses to produce a 12-36 hour
forecast of precipitation type.

Operatlionally, LOG/PT has been used to forecast the general location of
the snow/rain boundary 12-36 hours prior to the onset of precipitation. An
especlally accurate forecast was for the heavy snow event of January 21-22,
1987, when up to 20 inches of snow fell over the western half of North
Carolina (Fig 6). The snov was associated with a surface low in the Western
Gulf of Mexlico wvhich deepened while moving northeast to a position off the
coast of South Carolina (Figs 7,8). Prior to the arrival of the low, a
continental polar airmass was in place resulting in a relatively cold and
extremely dry GSO sounding (Flg 9). 2s is usually the case in North
Carolina, evaporative cooling played an important role in the resulting
snow event, ‘

Typically, surface lows developing in the Gulf of Mexico and tracking
northeast produce precipitation type problems in North Carolina. In this
particular case, there was only the primary low, with no secondary low
developwent. Generally, the transition zone of mixed precipitation is
relatively narrow ( <=30 miles ) when assoclated with primary lows tracking
east of the Appalachian Mountains; therefore, primary lows are more ideal
for predicting the location of a snow/raln boundary.

Table 1 shows the 36 hour projected heights and thicknesses from the NGM
for GSO and the resulting frozen precipitation probabllities (in percent)
at each LOG/PT prediction site for the 12 hour period of 00-12z, Jan 22,
1987. ‘
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Table 1
LOG/PT as a 36 Hour Porecast of Frozen Precipitation
Using Projected Thicknesses From the N

Input...... NGM 36 Hour Prog For GSO From 1/20/87 00z Run

Exojected Helghts in Meters
1000.bRt"'llll.l'l!.ll.lll..l.."ll'l. ?5
850mHt'Dl.I".'l-'!.I'.'l.ll.'l..l--.-lass
700wHt...l!ll!-t.l"'l.il.--.ll!'l.lizgls

Projected Thicknesses in Meters
1000/850wmnt‘..l.l'..l..t.ll....lit‘.t-lttlzgo
sw/?oowmkn...‘...'.I.'l.l...".'..lt.‘t..lsso
1000/700wmn0l..i-0 IIIIIII DClQ..l.ll..'..t.28‘0

Output...... Conditional Probability of Frozen Precipitation for
the 12 Hour Period 00-12z 1/22/87

Exediction Site Probabillty in Percent
ASheVille (AVL)....vccenenecrssrveccssnrsaasnssnasseesed0
Hickory (KKY)..... Y ]
&”mo (m)'noocuon'oo.noccoloo-no--o-tonn.-------nsa
mrlottﬂ (GT).DOOCIQQO IIIIII -O.'l'.'..'...!..'..l..'.S?
mlelgh-mmm (RW)CIl!'lO.'O'Q'.l.ll..ll.l..lll...ll.'m
mfolk (m)‘..‘ --------- C.O..'l..ll.l..l..'!.".'.38

MY mt (M)--..................................--.24
n}‘tt&‘dll@(m,----.----.-.-.......-..-.--.----......-23
mmmro (m,o-.-........-....-..--.........-.--...-15
Mmm (m)cl'..ltltott---t ----- sesssreRIERIER IR SES 0

Table 1. Shows the LOG/PT forecasts used to predict the location of
the snow/rain boundary associated with a heavy snow event
in Western North Carolina on Jan 22, 1987,

8now began falling in Western North Carolina around 04z on the 22nd. The
snov/rain boundary (0.5 inches<= snow <2 inches) at 12z on the 22nd (Fig 6)
shows a typical climatological orientation for North Carolina associated
with Gulf waves with the boundary extending parallel to the Atlantic coast.
The 50% probability isopleth was defined to be the perfect prog prediction
of the snow/rajin boundary. The final position of the boundary was made by
interpolating from the site specific probabilities, The predicted snow/rain
boundary was very accurate, falling within 25 miles of the actual boundary
(FPig 6).

Forecast experience has shown that all winter storms are not squally
well suited for attempting an advance forecast of a snow/raln boundary as
definitive as that of January 22nd. Those storms involving the development
of a sacondary low, after the primary low occludes, are especially
difficult for forecasting the distribution of preciplitation type. Such
stormse are more likely to involve a relatively broad transition zone of
mixed precipitation with multiple precipitation changes at individual
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sites. Those storms involving only a primary low whose track is steady and
smooth (i.e. without Jumps or redevelopment) provide the best opportunity
foxr an accurate forecast of a show/raln boundary, as such storms usually
produce a narrov transition zone of mixed precipitation.

. Forecast Performance of LOG/PT and MOS (Period Jan '87- Apr '88)

Tables 2 and 3 summarize the POD and FAR verificatlion scores for
preciplitation type forecasts made by LOG/PT and MOS. The forecasts were
made with nine separate storms that brought snow and/or freezing rain to
North Carolina over the period of Jan: '87 through Apr '88. The forecasts
were typically for 24 hour projections.

Table 2

Summary of POD Scores (1/87 - 4/88)
for
LOG/PT and MOS
. as
Perfect Prog (24 Hour Forecast)

Prediction site No. of Snow Events POD Scores
LOG/PT MO8 LOG/PT Mos
all 35 26 0.9 0.7
¥estern NC 23 20 6.9 8.6
AVL 5 5 0.6 1.0
HKY 6 5 1.0 0.4
GSO0 5 4 1.0 0.5
cLT 3 3 1.0 0.3
RDU 4 3 1.0 0.7
Eastern NC 12 6 0.8 1.0
EWN 2 2 1.0 1.0
ORF 2 2 1.0 1.0
POB 2 2 1.0 1.0
GSB 3 X 0.7 X
R¥WI 3 4 0.3 »

Table 2. Summary of POD verification scores for snow events impacting North
Carolina over the period of Jan '87 through Apr '88. The number of

snov events for LOG/PT and MOS differ at some sites due to

verification differences batween the two forecast systems, Western

North Carolina refers to the piedmont west through the foothills

to the mountains. The POD scores were rounded off to the nearest

tenth and represent the percent of snow events detected or

forecast.
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Table fi

Summary of FAR Scores (1/87 - 4/88)

. for
LOG/PT and MOS
as
Perfect Prog (24 Hour Snow Forecasts)
Brediction Site 0. of Snow Forecasts FAR Scores
LOG/PT MOS LOG/PT MOS
All 38 19 0.2 0.1
Western NC 27 13 0.2 0.1
AVL 3 6 0 G.2
HKY 6 2 0 0
Gso 6 2 0,2 0
LT 6 1 0.5 0
RDU 6 2 0.3 0
Eastern NC 11 6 0.2 0
EWN 2 2 0 0
ORF 3 2 0.3 0
POB 3 2 0.3 0
GSB 2 b4 0 X
RWI 1 x 0 x

Table 3. Summary of FAR verification scores for snov forecasts made by
LOG/PT and MOS for the period Jan "87 through Apr '88. The FAR
scores were rounded off to the nearest tenth and represent the
percent of snow forecasts that were wrong.

Probabilities of snow >= 50% were defined as a snow forecast for both
LOG/PT and MOS. Snov also was defined as the MOS forecast if the
probability of snow was < 50% but the PoPT best category for precipitation
type was frozen. A snow event vas defined as the occurrence of snow at a
prediction site at the time of forecast verification. Due to the
verification differences between LOG/PT and MOS, the number of snow events
for eath differed at some sites. Moreover, MOS forecasts verify at a
specific hour vhile LOG/PT forecasts verify over a 12 hour period.
Consequently, a MOS forecast valid at 00(12z) verified as snow, provided
only snow vas falling at 00(12z); the LOG/PT forecast verified as snow,
only if measurable snow fell during the ensuing 12 hour perjod from
00-12z(12-002). Due to these verification differences, a direct comparison
of LOG/PT to MOS can not be made; however an examination of the forecast
performance of esach can point to the relative strengths and weaknesses of
the two forecast systems. -

Table 2 shows LOG/PT predicted 90% of all snow events that occurred at
the ten prediction sites while MOS accounted for 70%. In Western North
Carolina, LOG/PT predicted all of the snow events in the foothills (HKXY),
and in the pledmont (CLT, GSO, RDU). Snow events not forecast by LOG/PT in

- 131 -



the mountains (AVL) included springtime snows assocliated with 500 mb cutoff
lows that moved along or just west of the North Carolina mountains- one of
a few synoptic patterns that produce snow in North Carolina while the
alrmass over the prediction site at GSO remains much too warm for snow
throughout the precipitation event.

The springtime mountain snows were predicted by MOS and that accounts
for its higher POD score at AVL relative to LOG/PT; but MOS significantly
underforecast the snow events at all of the other Western North Carolina
sites. MOS's tendency to underforecast snow was due to synoptlc errors by
the IFM in moving the cold air surface high eastward too quickly and
prematurely wvarming the thicknesses, From this study's limited sample of
winter storms and from past forecast experience, this well known LFM erxor
appears to occur more often when the cold air high is entrenched along the
eastern seaboard well before the gulf wave tracks northeast with the onset
of precipitation in North Carolina.

In Eastern North Carolina where LOG/PT and MOS share three common
prediction sites, the number of snow events was limited. Both LOG/PT and
MOS predicted the two snow events occurring at EWN, ORF, and FAY. MOS may
not underforecast snow in Eastern North Carolina to the same extent it does
in Western North Carolina. Perhaps, when the cold air ls far encugh south
to produce snow in Eastern North Carolina, the surface high is generally
stronger and MOS is less likely to move the cold alr out of the region as
quickly.

LOG/PT has two prediction sites in Eastern North Carolina for which
there is no MOS guidance (GSB,RWI). The POD score for RWI was especially
low and out of line with the scores at the other sites. Errors were found
in the entry of the dependent data used to develop the RWI regression
equation and that accounts for a large portion of the POD error.

Table 3 (FAR scores) shows LOG/PT with a much larger percentage of snow
forecasts that were wrong than does MOS. This was true for both Western and
Eastern North Carolina sites. Operationally, LOG/PT's tendency to over-
forecaxt snow can be seen in a glven storm as bringing the snow too far
east and south into North Carolina. This error was largely due to the cold
alir blas of the NGM as seen in a mean error of -16 meters in the 1000/850
mb thickness for seven separate storms,

As indicated by the low FAR scores, MOS showed little tendency to over-
forecast snow. MOS did slightly overforecast snow in the mountains when
cold air from the backside of a passing low was not sufficient to change
rain to snow before the precipitation ended. The full extent of this type
of overforecast error is not indicated here since only those storms that
actually produced snow or freezing rain in North Carolina were examined.
Further, forecast experience at RDU has shown that MOS does have a tendency
to change rain to snowv before the precipitation ends, in a post-frontal
fashion, an infrequent scenario in North Carolina, especially east of the
mountains,
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5. Summary

LOG/PT is generated by the WSFO RDU and is based upon regression
equations that predict the conditional probablility of measurable snov at
ten sites scattered across the climatclogical reglions of North Carolina.

From GS0 raob data, stepwise linear regreasion selected the low
{1000-850 mb) and mid (850-700 mb) level thicknesses as the best predictors
of precipitation type. The predictors accounted for approximately 40 to 50%
of the total varilance at each prediction site. GSO vas used as the
prediction raob site since it is well located for monitoring the lower
tropospheric thermal structure of the prevaliling airmass over North
Carolina, and particularly the intrusion of cold, dry Canadian air.

LOG/PT was designed to address the major problem inherent in
forecasting precipitation type in the Southern U.S., vhere snow is
relatively infrequent and where even small amounts make a large soclal
impact.

Because of the limited number of snow cases, the derivation of the
LOG/PT regression equations could not be based upon the Logit Model, whose
S-shaped non-linear curve is ideally sulted for the prediction of
precipitation type. Instead, the thickness values associated with the
certainty of rain(snow) were determined and used to adapt a linear curve as
a close approximation of the logit over the range of values where there is
the greatest degree of precipitation type uncertainty. This approach
allowed for waximumm utilization of a limited dependent data base.

Because of the large social impact of even small amounts of snow upon
North Carolina communities, LOG/PT was designed to maximize its capability
to detect a snow event. This vas accomplished by verifying precipitation
type over the forecast period instead of verifying at a point in time, as
does MOS. Using this format, LOG/PT further classifies a mixed
preciplitation event as snow, provided measurable snow fell, vhile those
mixed events with only a trace of snow were classified as rain.

LOG/PT was developed to supplement MOS by providing another source of
objective guidance when there are synoptic errors in the LFM. Operationally
LOG/PT provides a site-speciflc short-fused forecast (0-6 hours) of
precipitation type when used with real-time GSO thicknesses. When used in a
perfect prog sense with projected thicknesses from the NGM, LOG/PT produces
a 12-48 hour forecast of precipitation type.

Due to verification differences, a direct conparison between LOG/PT and
MOS can not be made; however, the forecast performance of each vas examined
for 9 separate storms that produced snow and/or freezing rxaln in Noxth
Carolina from January 1987 through April 1988. The POD scores represent the
percent of snow events forecast, while the FAR score represent the percent
of snov forecasts that were wvrong. The POD(FAR) errors can be interpreted
as an under(over) forecast of snow. The POD(FAR) scores indicated that
LOG/PT excelled in predicting snow events, but with a tendency to
overforecast snow too far east beyond its climatologically preferred
location in the mountains and foothills of North Carolina. This
overforecast error was due to a cold air blias in the NGM's prediction of
the low level thickness (1000-850 mb). LOG/PT showed 1little tendency to
underforecast snow except for springtimes mountain snows associated with 500
mb cutoff lows tracking along or just west of the North Carolina mountalns.

MOS was found to significantly underforecast snov due to the LM
prematurely warming the thicknesses as it erroneously pushed the cold air
surface high eastward too gquickly. This LFM synoptic error occurred most
often vhen the cold alr was entrenched along the eastern seaboard well
before the gulf wave tracks northeast and the onset of precipitation in
North Carolina. MOS showed less tendency to underforecast snow in Eastern
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- relative to Western North Carolina. This suggests that the LFM may be less
apt to move the cold alr surface high offshore too quickly, when the high
is strong enough to push cold air far enough south for the relatively
infrequent event of snow in Eastern North Carolina. MOS showed little

. tendency to overforecast snow; however forecast experience has shown that
MOS does have a tendency to change rain to snowv before the precipitation
ends, an infrequent scenario in North Carolina.

On a few occasions, LOG/PT has been used to forecast the general
location of the snow/rain bourdary 12-36 hours prior to the onset of
precipltation. Forecast experience has shown that perhaps the most
favorable synoptic pattern for an accurate forecast of a snow/rain boundary
is associated with primary gulf waves tracking northeast without any
secondary low development. Such storms generally produce a relatively .
narrow transition zone of mixed precipitation, provided that their track
shows llttle variation and is without significant Jumps or redevelopment.

6. Conclusions .

Refinement and verification of LOG/PT continues as an ongoing process,
with efforts to both lmprove the LOG/PT guldance and the forecasters use of
the guidance.

Of particular interest Is the recent change made in the NGM to reduce
its cold alr bias and howv that might impact upon the NGM's forecast of the
low level thickness and LOG/PT's tendency to overforecast snow. Further,
there is a need to verify more storms and to include storms that only
produce a cold rain in North Carolina since this study's sample wvas skewed
towvard snov producing storms.

Consideration has been given toward adding more predictors to the
regression equations, but this would likely require an extensive dependent
data base suitable for logit analysis. The current adapted linear model
restricts the full range of thickness values by establishing specific
.values associated with the certainty of rain(snow). This approach is not
well suited for adding other predictors, since thelr range of values would
also be restricted and their influence upon the predictands variability
would not be fully sampled.

The forecasters judiclous use of LOG/PT may be further enhanced by
verifying its performance with a larger sample of storms covering the full
range of synoptic patterns associated with precipitation type forecast
problems in North Carolina. Also the possibility of generating separate
regression equations for each of the major synoptic types holds promise and
vill be explored.

As more technological advances are brought into operations (e.g wind
profilers), more forecasters will become involved in the development of
algorithms. It 1s essential that objective techniques such as LOG/PT not be
used as black boxes, but that their judicious use be maximized through an
extensive knowledge of synoptic and meso-scale meteorology. At RDU, any
success LOG/PT has enjoyed has been due to its wise use by a skilled and
knowledgeable forecast staff,
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Fig 1. Shows the normal annual snowfall (inches) across North Carolina
ranges from less than 2 inches in the coastal areas to over 40
inches in the northern mountains. The locations shown are
National Weather Service stations: Asheville (AVL), Charlotte
(CLT), Greensboro (GS0), Raleigh-Durham (RDU), Wilmington (ILM).
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Fig 2. LOG/PT and MOS guidance are available ‘at eight éommon sites
scattered across the climatological regions of NC. LOG/PT is
also available at two additional sites (GSB, RWI). The dashed
line separates Western NC from Eastern NC., Western NC is from
the pledmont west through the mountains. The individual sites

and associated climatological regions are:

Eastern NC
FAY-Fayetteville-Sandhills
HKY-Hickory-Foothills RWI~Rocky Mount-N. Coastal Plain
CLT-Charlotte-§., Piedmont GSB~Goldsboro-Central Coastal Plain
GS50-Greensboro-Nw. Piedmont ORF=Norfolk,VA-N.Coastal Area
RDU-Raleigh-Durham-Ne., Piedmont EWN-New Bern-Central Coastal Area

Western NC
AVL-Asheville-Mountains
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Fig 3. Typically, the center of the cold air
high is located between the Great Lakes and
New England when there are precipitation type
\yproblems in NC. The (S0 raob site is well

ol ‘
//,/'\}ocated for monitoring the lower tropospheric
thermal structure of the prevailing airmass

over NC.
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Fig 4. The logit curve is well

suited for predicting a binary
predictand such as the occurrence

or non-occurrence of snow. This S§-
shaped non-limear curve asymptotically
approaches 100(0) percent rROS OF
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chance of snow as the |BMNOW
thickness becomes
increasingly lower (colder)
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Fig 6, The dashed line is the 36 hour forecast by LOG/PT of the snow/rain
boundary valid at 12z January 22, 1987. The site probabilities for snow are

shown for CLT, GSO, RDU, RWI, and FAY. The 50 percent probabllity isopleth was
used as the snow/rain boundary forecast position. The actual snowfall amounts
(inches) are shown as solid lines. The actual snow[rain Boundary was operationally
defined as the &rea between the 1/2 and 2 inch snowfall isopleths, For this case,
the predicted snow/rain boundary was exceptionally accurate falling within 25
miles of the actual boundary. .
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Fig 7. Shows the surface map valid at Fig 8. Shows the surface map valid
00z January 22, 1987. The incipient - 12z January 22, 1987. The low has
low was developing in the Western Gulf - tracked from the Western Gulf of
of Mexico. Isobars shown are for every Mexico to a position along the

4 mb.

South Carolina coast. Heavy snow
has been falling in Western North
Carclina since 06z. The low has
deepened to a central pressure of
996 mb. Isobars are shown for every
4 mb.
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Fig 9. Shows the GSO raob sounding valid at 00z January 22,
1987. The dry bulb and dewpoint temperatures are shown on a
standard Skew~T. Note how dry the alrmass is below 600 mb and
the large potential for evaporative cooling.,
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WINTER PRECIPITATION TYPE

by

Richard P. McNulty
WSFO Topeka Kansas

1. Introduction

Winter weather forecasting brings many interesting and challenging
situations, not the least of which is forecasting precipitation type,
i.e.» rain versus snow versus freezing precipitation. Presented below
is a brief summary of the physical aspects of winter precipitation
type. It 1s hoped that this discussion will lead to a better under-
standing of winter precipitation processes, and thus to better rain
versus snow versus freezing precipitation forecasts.

2, Rain versus Snow

The rain versus snow forecast (without the complicating issue of
freezing precipitation) is one of the simpler precipitation type
forecasts to face the winter forecaster., This does not mean that
locating the rain-snow 1ine in time and space is easy, but the physics
of this forecast situation is less complicated than those involving
freezing rain or sleet (ice pellets). .

The key to the rain-snow question Ties in the lower tropospheric
thermal structure., In the typical case, temperature decreases with
height away from the surface. The type of precipitation at the surface
depends upon the thermal structure between the Tayer where the
precipitation is formed (usually as snow during winter) and the
ground,

If the entire layer is below freezing (Figure 1A), the snow
remains as snow from the formation layer to the ground. On the other
hand, if an above-freezing layer exists near the surface, the
potential exists to melt the snow to rain (Figure 1B/1C}, Penn [1]
states that this warm Jayer must be sufficiently deep to provide
enough heat to melt the snow to rain. Studies have found that this
melting depth varied from 750 feet to 1500 feet, depending upon
snowflake type, melted drop size and lapse rate. Another study
expressed the probability of snow in terms of the depth of the warm
Tayer (Table 1).

The variation of precipitation type with change in lapse rate (G =
- d1/Dz) is shown in Figure 1B/1C. The rate of heat transfer is pro-
portional to the temperature difference between the melting snow flake
(at 0 C) and the surrounding air. Thus the larger the temperature
difference the faster the snow will melt. In terms of lapse rate,
shallow layers with large lapse rates (Figure 1B) can melt snow to
rain with the same efficiency as deeper layers with smaller lapse
rates (Figure 1C). On the average, the freezing level must be at least
1200 feet above the surface.to insure that the snow will melt to rain.
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TABLE 1: chance of snow versus warm layer depth
chance of snow: 50 % warm Tayer depth: 35 mb/920 ft
| 70 % 25 mb/660 ft
90 % 12 mb/315 ft

If the depth of the melting layer can be predicted, precipitation type
can be anticipated. This vertical structure is observed at least twice
a day, but must be inferred between rawinsonde runs. Factors affecting
these changes will be discused in Section 5.

A typical cross-section through a rain-snow boundary might look
Tike Figure 2. Where all temperatures above a point are below freez-
ing, snow is 1ndicated. Where the freezing level is higher than some
critical level, rain occurs. There also exists a zone with the
freezing level between the critical level and the ground where either
rain, or snow, or both occur.

In work done by the AES, Stewart [2] found that for saturated
conditions, the temperature profile near the rain-snow boundary tends
to be associated with deep isothermal layers which have temperatures
close to 0 C.

3. Freezing Rain and Ice Pellets

A discussion of freezing rain or ice pellets needs to start with
the definition of these precipitation types from the Glossary of
Meteorology [31:

a. freezing rain: rain that falls in 1iquid form but freezes upon
impact to form a coating of glzae upon the ground and on exposed
objects (this fmplies a surface afr temperature of 0 C (32 F) or less;

b. ice pellets (sleet): transparent or translucent pellets of ice,
5 mm or less 1n diameter; they form from the freezing of rain drops or
the refreezing of Targely melted snowflakes when falling through a
below-freezing layer of air near the earth's surface.

The vertical temperature profiles associated with both freezing
rain and ice pellets are similar., Both involve an elevated warm (above
freezing) layer and a below-freezing layer between the ground and the
elevated warm layer, The physical processes occurring differ, however.

With both precipitation types, snow falls into the elevated warm
layer and begins to melt. In the case of freezing rain, the snow
completely melts to 1iquid before falling into the below-freezing
Tayer. In order for Tiquid droplets to freeze, freezing nucleii and
temperatures generally below =10 C must be present (heterogeneous
nucleation). In the typical freezing rain case, temperatures are
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warmer than -10 C and the number of freezing nucleii are not
significant to initiate the freezing process. The dropliets remain
1iquid and become supercooled. Upon striking the below-freezing
ground, these 1iquid droplets freeze and glaze the surface,

This discussion implies that the depth of the below-freezing Tayer
near the ground is not as important as the temperature of that layer.
If the cool layer temperature is less than =10 C (and freezing nucleii
are sufficiently abundant), either snow or sleet could occur,
depending upon the degree of refreezing (related to the depth of the
cold air}. If the cool layer temperature is warmer than -10 C, the
T1quid droplets w111 be supercooled and freezing rain will occur.

In the case of ice peliets, the snow falling into the elevated
warm layer partially melts before entering the lower cool layer., This
partial melting produces an ice crystal surrounded by Tiquid water. As
this combination falls into the below-freezing layer, it begins to
refreeze immediately (due to the presence of the 1ce crystal). This
results in ice pellets (sleet) at the surface.

The key difference in the above situations is the degree of
melting that the snow undergoes in the elevated warm layer. Stewart
and King [4] used a model to study the melting of snow in an elevated
warm Tayer. They found that if the maximum temperature in the warm
Tayer exceeded 3 to 4 degrees C, snowflakes melted completely to
Tiquid resulting in rain or freezing rain (depending upon the surface
temperature) (Figure 3). If the maximum temperature in the warm layer
was less than 1 C, only partial melting occurred, followed by complete
refreezing in the cool Tayer, and snow at the surface. Warm layers
with maximum temperatures between 1 and 3 degrees had a mixture of
partially melted and completely melted snowflakes. This resulted in
ice pellets, or more commonly a mixture of snow, rain (or freezing

rain) and ice pellets. These results imply that the maximum warm layer

= erve e

§Qundlng In _terms of fngg;jgg rain versus ice QQ[[QI pgigntlal,

Stewart [5] also examined the changes in the elevated warm layer
due to the melting snow, in the absence of other factors (such as
thermal advection). Melting snow requires latent heat to change phase.
This heat 1s extracted from the surrounding environment. If snow falls
through the warm layer for a sufficient length of time, the layer will
slowly erode (cool) and finally disappear. As the maximum temperature
of the warm layer decreases, the resulting precipitation type will
evolve from freezing rain to ice pellets to snow (with a mixture of
the various types 11kely during the transition). As a resuit Stewart
[5] refers to freezing rain as a "self-1limiting" process, in the
absence of other factors,

Figure 4 11lustrates a typical cross-section through a freezing
rain/ice pellet event.

4, Sounding Examples

Even though two cases do not a generality make, an example of an
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ice pellet sounding and a freezing rain sounding will lend support to
the conclusions of Stewart and King [4].

The sounding for November 27, 1987, (Figure 5) shows an elevated
warm layer between 860 mb and 775 mb with a maximum temperature of
+2.2 degrees C at 852 mb. The 40 mb deep above-freezing layer at the
surface precludes freezing rain in this case. However, the +2,2 degree
C maximum fits Stewart and King's [4] criterion for ice pellets. Note
that the Tower portion of the sounding is essentially saturated, thus
satisfying the assumptions of the Stewart and King modei.

Table 2 1ists the precipitation type on hourlies and specials that
occurred at Topeka on November 27th, Although the precipitation was
mainly 1iquid (rain), intermittent periods of ice peliets did occur
before changing completely to snow during the evening. One could
speculate that the warm layer at the surface was a strong factor in
making rain the predominant precipitation type, completely melting
some of jce pellets falling into the layer from above.

(As a point of information, the evening sounding was entirely

below freezing except for a 50 mb. above-freezing layer at the
surface.)

Table 2: Precipitation Occurrence at Topeka on 11-27-87

GMT Precip GMT Precip
1430 R-IP- 2053 R-
1450 R-IP- 2114 RIP-
1510 R- 2151 R-IP-S-
1535 ‘s 2238 R-
1550 ves 2254 R-
1650 ane 2351 R-
1750 L- 0051 R-
1835 L- 0125 R-S-
1851 L-IP- 0150 R-S~
1950 R- 0250 S-
2035 R- 0350 8-

The sounding for the morning of December 13, 1984, is shown in
Figure 6, The elevated warm layer runs from 890 mb to 740 mb with a
maximum temperature of +3.4 degrees C at 793 mb. The layer below the
warm layer is below freezing from 890 mb to the surface. Although the
sounding 1s not saturated through the entire depth, the +3.4 degree
maximum and the freezing temperature at the surface indicate freezing
rain potential. Light freezing rain did occur at Topeka from 7:03 AM
to 2:45 PM, at which time the surface temperature rose above freezing.

5. Changes in the Vertical Profile

As alluded to in an earlier section the forecaster gets a detailed
look at the lower tropospheric thermal structure twice a day. Between
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these times, changes in structure must be inferred from other factors.

Penn [1] provides an excellent discussion of those factors which
affect local temperature change in the lower troposphere away from
the surface. These factors are:

(a) thermal advection by the horizontal wind;
(b) temperature changes due to vertical displacement; and
{c) effects of non-adiabatic heating or cooling.

Studies have shown that the horizontal thermal advection is the
dominant process in the Tower troposphere, Its effect is somewhat
reduced by the change due to vertical dispalcement. Specifically, warm
temperature advection is usually associated with upward vertical
motion, Upward motion causes cooling during adiabatic ascent. The net
effect 1s to reduce the warming expected from advection alone by about
one-half. If a forecaster can determine what type of advection 1s
occurring, vertical profile changes can be inferred, and precipitation
type anticipated.

Even though the advection factor is generally dominant, there are
situations where non-adiabatic effects can be significant. Two effects
are important in rain-snow situations. The first 1s evapora- tional
cooling. When precipitation (particularly rain) falls through an
unsaturated layer between the cloud and ground, precipitation will
evaporate, particularly 1f the below-cloud air is rather dry. When
this occurs the air cools. As the air becomes saturated, its
temperature approaches the wet-bulb temperature of the original drier
air. If this wet-bulb temperature is below freezing, the precipitation
at the surface may change from rain to snow as the freezing level
Towers toward the surface., The evaporational cooling in this case
overpowers any warm advection that may be occurring, and can cool the
air by 5 to 10 degrees C in an hour, Once the layer becomes saturated,
this non-adiabatic effect ceases and advection again becomes dominant.

A second non-adiabatic effect 1s the melting of snow to rain. As
mentioned earlier,_snow extracts heat from the surrounding environment
when 1t melts. In the typical situation this cooling effect is not
large enough to offset warming due to advection. However, in very
heavy precipitation events, R+ may change to S+ due to Towering of the
freezing level by latent heat absorbed by the melting snow.

The above discussion indicates that thermal advection 1s the
dominant factor affecting temperature change in the lower troposphere.
It should be asked then: What {nformation is routinely available to
the forecaster to analyze the Tower tropospheric thermal advection ?
The answer is: the surface chart and the 850 mb chart. However, a Tlot
can happen between the surface and the 850 mb level that may or may
not be obvious from either level. What is needed is a more detailed

The current rawinsonde
message has an abundance of information just waiting to be tapped. For
example, using the entire temperature profile, the pressure-altitude
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data, and the PIBAL (wind) data, plots and/or analyses at 500 ft, 1000
ft, 1500 ft, etc. (AGL), could be generated. From these charts the
interlaced thermal advection patterns frequently associated with
winter storms could be better diagnosed. Such information would
enhance a forecasters ability to infer changes in the vertical
temperature profile, and its subsequent impact on precipitation type.

Figures 7 through 9 illustrate this concept for March 3, 1988. At the
surface (Figure 7) weak to moderate cold air advection extended across
Missouri, Kansas and Oklahoma. No warm air advection is evident. At
5000 feet (AGL) (Figure 8), cold air advection is minimal or absent
while warm air advection is moderate to strong across Missouriy.
Examination of charts every 1000 feet down to the 2000 feet level
(AGL) (Figure 9) shows this same pattern of warm air advection.
Temperatures across Northern Missouri warmed during the day and the
rain/snow 11ine moved north before the precipitation ended as an upper
Tevel short wave trough moved over the area during the afternoon.

6. Concluding Remarks

The discussion 1n this note 1s not meant to imply that the only
information available to the forecaster for forecasting rain versus
show versus freezing precipitation is the vertical temperature
profile. Some very useful techniques involving thickness values are
avajlable. Also, MOS produces a precipitation type forecast. Either of
these topics could be a topic for an extensive discussion by itself.

Nevertheless, the information presented here should improve a
forecasters understanding of the physical processes involved in winter
weather precipitation forecasting. In particular, the results of
Stewart and King [4] which relate warm layer strength to precipitation
type should be useful operationally. These new values should enhance
the forecasters' ability to correctly anticipate precipitation type.
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THE OPERATIONAL DILEMMA OF HUGE NUMERICAL MODEL DIFFERENCES

Frank C. Brody

National Meteorglogical Center
Forecast Branch
Camp Springs MD

1. INTRODUCTION

Weather forecasters in the U.S. have access to three
sophisticated short-range numerical prediction models. This
can be a blessing and a curse. The models often arrive at
very different solutions, especially in the 36 to 48 hour
time frame during the cool season. This leads to forecaster
confusion and frustration, which ultimately affects the
forecast users. This paper will show examples of huge
differences between IFM and NGM solutions, and will discuss
the impact of these differences on forecast decisions.

NMC’s efforts to deal with this problem will also be
outlined.

2. CABE l1l: DECEMBER 26, 1987

Figure la shows the NGM and LFM accumulated 24 to 48 ‘hour
QPFs (Quantitative Precipitation Forecasts), for the 24 hour
period ending 12Z December 26, 1987. These forecasts were
generated from the 12Z December 24, 1987 model runs.

Both models forecast substantial rainfall over the Tennessee
and Ohio Valleys. However, their QPFs for the northeastern
states differed drastically. The LFM forecast ONE INCH OR
MORE for much of Pennsylvania, New York, and New England;
the NGM forecast .25 INCH OR LESS8 for most of that region.
Fortunately, this was not a snow situation. If it were,
forecasters would be faced with with a gut-wrenching
decision: 1 to 3 inches of snow versus 10 to 15 inches of
snow!

Observed precipitation isohyets for this 24 hour period
(Figure 1b) showed the NGM clearly outperformed the LFM in
the Northeast. Observed amounts across New England were
generally = .15 inch. The simplistic "rule of thumb" of
reducing the LFM QPF by one-half would have backfired, since
the LFM was overdone by a factor of ten in the Northeast.
However, the LFM was fairly accurate for the Lower OChio and
Tennessee Valleys, as was the NGM.
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3. CABE 2: FEBRUARY 12, 1988

The 12Z February 10, 1988 model runs yielded the 48-hour
forecasts in Figure 2a. The most important difference was
the surface pressure and thickness patterns in the Mid-
Atlantic area. The LFM was much faster and deeper than the
NGM in moving the coastal low northward off the East Coast.
This timing difference implied significantly different
weather conditions for 12Z February 12. The NGM forecast
WARM ADVECTION and EASTERLY FLOW, with moderate to heavy
precipitation implied (though not actually forecast) for the
Richmond-to-New York City megalopolis. The LFM forecast
COLD ADVECTION and NORTHWEST FLOW for Richmond to
Philadelphia, implying that most of the precipitation would
have ended by 12Z February 12.

The verifying objective analysis (Figure 2b) showed the NGM
was too slow and weak, while the LFM was a bit too fast and
intense with the surface low at 12Z February 12. The NMC
‘manual surface analysis (not shown) placed the surface low
just southeast of Atlantic City, New Jersey, with a 1004 mb
central pressure. This would place the surface low even
closer to the LFM position. The actual instantaneous
weather at 12Z February 12: rain had mostly ended along the
Mid-Atlantic coast, except for moderate rain falling at New
York City.

Figure 3a shows the 48 hour QPFs valid for the 12 hour
period ending 12Z February 12. The NGM forecast maximum
amounts of less than .50 inch, with no precipitation along
the coast northeast of Delaware. The LFM forecast

" widespread .50 and 1.00 inch amounts from the Mid-Atlantic
area into New England. This gave the February 10 day shift
forecasters a choice of forecasting either 1ittle or no
precipitation/low POPs (NGM) or heavy precipitation/high
POPs (LFM) for the 3rd period ("tomorrow night") wvalid 002
through 122 February 12, 1988.

Observed precipitation isohyets (Figure 3b) showed
widespread amounts of one inch or more across the Mid-
Atlantic region (24 hour amounts are shown, but most fell in
the final 12 hours ending 12Z February 12). Significant
snow (4 to 10 inches) fell from northeast Pennsylvania into
southeast New York and western New England (Figure 3c).

The LFM QPF outperformed the NGM QPF in this case. The rule
of thumb of reducing the LFM QPF by one-half would have
again backfired for the Mid-Atlantic region (though it would
have worked for parts of New England and upstate New York).
In contrast to Case 1, though, this "halving" procedure
would have resulted in a drastic underforecasting of
precipitation amounts for most of the Mid-Atlantic area.
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This example illustrates systematic errors noted
subjectively by NMC forecasters. The NGM is often too slow,
too weak, and too dry with East Coast cyclogenesis, while
the LFM is too quick, especially at 36 to 48 hours.

4. CASE 3: MARCH 11, 1988

This was an epic snowstorm for Wyoming and western Nebraska.
Ten inches of new snow fell at Chadron in northwest Nebraska
during the 12 hours ending 12Z March 11. Three-day storm
totals of 20 to 35 inches occurred over parts of Wyoming and
western Nebraska (Storm Data).

Figure 4a shows the NGM and LFM 48 hour forecasts valid 12z
March 11, 1988. The day shift forecasters on March 9 were
faced with nightmarish model differences. The NGM forecast
a deep closed upper low over Nebraska with a 988 mb surface
low over southeast South Dakota. The LFM forecast a much
weaker upper low over New Mexico, with a 998 mb surface low
over central Texas (800 miles from the NGM’s low position!).
The two model solutions implied drastically different
weather scenarios for the Great Plains states.

Verifying analyses (Figure 4b) show the NGM was the clear
"winner" with the circulation forecasts, despite being a bit
too fast and intense with the surface and upper low centers.
A forecaster who had correctly anticipated an NGM "victory"
might have been tempted to favor the NGM QPF over the LFM
QPF. Ironically, that seemingly logical reasoning would
have proved incorrect (Figure 5b). While the LFM QPF was
too extensive, it pinned down the axis of the heaviest
amounts quite well through the High Plains and certral
Rockies. The NGM QPF was centered too far north, implying
the heaviest snow would fall in the Dakotas. However, the
NGM was more realistic with the areal extent of half-inch
amounts. -

This paradox has been noted before by NMC forecasters. A
superior circulation forecast by one model does not
necessarily imply a better QPF by that model (Brody, 1986).

5. CABE 4: JANUARY 18, 1988

The 12Z model runs from January 16, 1988 generated the 48
hour forecasts shown in Figure 6a. The NGM and LFM differed
greatly in handling the 500 mb vort max over Michigan, with
correspondingly large 500 mb height differences. Surface
forecasts also differed dramatically. While the LFM
forecast a 999 mb low over Ontario, the NGM forecast only an
inverted trough. The LFM forecast NORTHERLY FLOW and COLD
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ADVECTION over the Great Lakes and Ohio Valley, while the
NGM forecast SOUTHERLY FLOW and WARM ADVECTION across the
same area! These differences obviously gave forecasters
quite a range of wind and temperature forecast possibilities
across the region.

Verification (Figure 6b) showed that a “compromise" between
the two models would have yielded a reascnable solution.
The LFM overforecast the intensity of the vort max and
surface low. The NGM underforecast the intensity of these
features. The verifying thermal advection fields and low
level flow patterns were generally a compromise (though
leaning toward the LFM) between the two model forecasts.
Widely differing QPFs (not shown) were also generated by the
two model runs. As with the circulation forecasts, a
compromise or "averaging" of the model QPFs would have
vielded the best results.

This example further demonstrates the importance of
considering all models when making a forecast, despite the
general superiority of one model.

6. DISCUSSION

Each cocl season will produce many more situations of huge
numerical model differences. As demonstrated in the
examples, no one model consistently outperforms the others.
While not displayed in the examples, the Aviation model
(AVN a.k.a, Spectal/MRF) model often provides a reasonable
compromise between the NGM and LFM, or it may "side" with
one model. Thus, the AVN model often serves as an
operational "arbitrator" when forecasters encounter large
differences between NGM and LFM model solutions. -

Other tools to help assess model differences include (but
are not limited to):
e knowledge of systematic model errors, especially as
a function of synoptic regime
@ evaluation of model initializations

® degree of agreement between different models

® consistency between consecutive runs of the same
model

» recent model performance characteristics
At NMC, the European Model (ECMWF) and United Kingdom Met
Office Model (UKMET) are also available for comparisons.
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NMC also has the capability to run the LFM from the NGM
analysis, and vice versa. This can sometimes help diagnose
whether model differences are rooted in initialization
differences or in systematic errors. This model re-run
capability may eventually be available to NMC forecasters in
real time.

On a daily basis, NMC issues several technical reasoning
discussions to accompany graphical forecast products. These
discussions often highlight model differences and forecaster
preferences and interpretations. The Hemispheric Prognostic
Discussion (AFOS heading CCCPMDHMD, WMO heading FXUS3 KWBC)
specifically addresses short range (0 to 48 hr) and medium
range (3 to 5 day) model differences.

To deal effectively with model differences, it is imperative
to know how models perform in different synoptic patterns.
More research must be aimed in this direction by forecasters
and modelers if weather forecasters hope to face this
problem intelligently in the 1990s.
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SNOW FORECASTING USING PHYSICAL PARAMETERS
D.Bachand, J.Morissette and V.Turcotte

Quebec Weather Centre (QWC)
100 Boul.Alexis-Nihon, St-Laurent
P.Qué., Can., H4M 2N8

Abstract. A technique has been developed to help forecasting snow
amounts. This technique is the result of a systematic study of
15 synoptic systems that affected the province of Quebec. For
these systems, we related together the snow amounts observed
at different stations to the guantitative assessment of the
physical parameters directly responsible for precipitation,
using the quasi-geostrophic theory. The parameters used were
the 500 mb vorticity advection by the thermal wind (1000-500
mb thicknesses), the precipitable water, the 1000 mb vorticity
and its tendency, the 1000-500 mb thicknesses tendency.

'INTRODUCTION

To forecast snow accumulations we must first evaluate the synoptic
features responsible for the formation of precipitation. These elements
include the vertical velocity and the available moisture in the -
atmosphere. Also we must evaluate related parameters that are more
difficult to quantify, as stability and local effects. Finally we must
evaluate precipitation duration and take into account the possible
changes in precipitation types.

As the purpose of this paper is to deal with snow episodes and related
accumulations, we will from now assume that the precipitation type is
known or determined by other techniques.

The usual tools available operationally to forecast snow accumulations

are:

- the QPF from the numerical models, which are nowadays quite good but
nevertheless not always reliable,

- statistical and empirical techniques. These often give relevant
indications but do not forecast precise quantities.

We then need to have a technique to complete the irformation obtained by
the above mentioned tools and to assess the NWP QPF's for each
particular case.

THE TECHNIQUE

To achieve this goal, a systematic study of synoptic systems which
affected the province of Quebec was undertaken. We tried to link the
snow episodes and amounts observed with these systems to the values of
the physical parameters directly responsible for precipitation, using
the quasi-geostrophic theory.

To assess the vertical velocity in the mid-troposphere, we used _
Trenberth's formulation of the omega equation which states that vertical
velocity can be accounted for by evaluating the advection of vorticity
by the thermal wind. (Trenberth,1977)

Secondly, the parameter used to evaluate the lTow level vertical velocity
is the 1000 mb geostrophic vorticity and its tendency. (Holton,1972;
Iwack et al.,1984)
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A qua11tat1ve assessment of the temperature advections and air mass
stability is done by taking into account the 1000-500 mb th1cknesses
tendency.

Finally the available moisture is directly accounted for by the quantity
of precipitable water.

A- TECHNIQUE DEVELOPMENT
In order to understand the techn1que we will examine briefly how it
was developed.

Database

Fifteen meteorological systems that affected the province of Quebec
were used. From these 15 weather systems, we could extract about 175
snow episodes of about 12 hours at different observation stations.

Types of systems

Because of the type of synoptic situations studied, the results of

the technique apply with more reliability in cases where:

- the weather systems are in translation with a mean speed of the
order of 25 knots.

- the systems are supported aloft by a well defined vorticity centre
which maintains its identity in time.

Parameter variations

With this type of systems, we can usually identify a maximum of

Vort1c1ty Advection by the Thermal Wind (VATW) This maximum may vary

in intensity but ma1nta1ns its identity in time so that we can track

it,

Then we can relate together the snow episodes and the parameters used

in two kinds of situations:

- when VATW is increasing in time, i.e. the maximum of VATW is
approaching a region.

- when VATW is decreasing, i.e. the maximum of VATW is moving away
from a region. ,

Data extraction
For the sake of brevity, we will examine only the more 1mportant SNOW
episodes corresponding to increasing VATW during 12 hour periods.

For these periods, the snow amounts were related to the following

features:

- the MAXIMUM values of VATW, Qg (1000 mb geost. vorticity) and PCPTW
(precipitable water) reached during the periods.

- the variation of Qg during the period (usually an 1ncrease in this
case).

- the sign of the 1000-500 mb thicknesses tendency.

With surface lows moving at about 25 knots, the correlations above
could be made for snow episodes of about 12 hours duration, This is
not really a limitation, since we can then adjust the accumulations
given by the resulting tables to the speed of the systems.

We will now examine how the different parameters are evaluated
operationally and their Tink with "snow amounts™.
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B- EVALUATION OF THE PHYSICAL PARAMETERS

a)

Vertical velocity in the mid-troposphere (fig.l)

To visualize and evaluate the VATW (Vorticity Advection by the
Thermal Wind), we use, as proposed by Trenberth, the
superimposition of the 1000-500 mb thickness lines to the absolute
vorticity field at 500 mb.

To gquantify the advection values, we defined a "surface advection
unit" to which we arbitrarily assigned the relative value of 100.
(This surface advection unit is shown on fig.l)

We verified that, in fact, this advection surface of 100

~ corresponds approximately to a real advection value of

" b)

c)

2.75 x 10**-9 /sec/sec.

To give an idea of the representative vaiues of advection, we can
note, as indicated in the table at the bottom of the figure, that,
when sufficient moisture is available, maximum values of VATW of
the order of 100 moving through a region correspond frequently to
accumulations of 10-15 cm (4-6 inches) of snow whereas when the
maximum reaches or exceeds 200, we usually observe snow amounts
exceeding 15 cm (6 in.).

(Note that Vt in the table is a shorter symbol for VATW).

We recall that these correlations are for 12 hour periods where
VATW js increasing.

Precipitable Water (PCPTW) (fig.2)
To estimate the available moisture in the atmosphere, we use
fields of precipitable water.

We can see on figure 2 a field of precipitable water which is an
analysis based on the Canadian RFE (Regional Finite Elements)
model, showing contours of precipitable water at every 5 mm., These
fields are available on an operational basis at analysis and
prognosis times, as are also the other fields in (a) above and (c)
below.

The critical lines are the 10 and 15 mm contours. In summary, we
can say that, when vertical velocity is sufficient, snow amounts
of 15 cm or more generally require a quantity of precipitabie
water of at least 10 mm. On the other hand, when precipitable
water is less than 7 mm, we rarely observe accumulations reaching
10 cm. Finally, when precipitable water exceeds 15 mm, the
potential of moisture for snow amounts is maximised.

Low level vertical velocity (fig.3)
Finally the low levels vertical velocity is accounted for in our
technigue by the 1000 mb geostrophic vorticity (Qg) and its

_variation (D(Qg)1].

The fie]ds‘used are analysis and prognosis of 1000 mb geostrophic
vorticity in units of 10** -5 /sec and contoured at every 2 units.

Maxima of geostrophic vorticity are well associated to surface
lows. The instantaneous values of Qg are proportional to the
v$rtlgg1)ve10city in the boundary layer. (Holton,1972; Zwack et
al., q
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What is mainly considered is the local time variation of 1000 mb
vorticity during the snow episodes, as this represents convergence
and vertical velocity at low levels. (Zwack et al.,1984)

Snow amounts are generally somewhat less sensitive to this
parameter than they are to VATW and PCPTW. But it is nevertheless
important as it allows to refine the snow amounts.

To give an idea of the representative values, we can note that,
if sufficient moisture and mid-tropospheric vertical velocity are
available, then a variation of Qg exceeding 5 units during the
period considered indicates accumulations approaching 10 cm,
whereas an increase of Qg of more then 10 units makes it
favourable to amounts of 15 cm or more.

C- RESULTS (fig.4)
Figure 4 shows the correlations obtained between the MAXIMUM values
of VATW, MAXIMUM values of PCPTW, and SNOW AMOUNTS for 12 hour
periods of snow when VATW is increasing.

On the right-hand side of the figure, we consider cases where
thicknesses (DZ) are rising, whereas on the left—~hand side, we deal
with cases where thicknesses (DZ) are falling.

In first approximation and to facilitate the demonstration, we ignore
the 1000 mb geostrophic vorticity predictor.

The snow amounts indicated are in centimeters (Cm).

So, for exampie, in the case where the predictors reach the highest
values, for the correlations established, i.e. VATW greater than 200
and PCPTW greater than 15 mm, we generally observe 12 hour
accumulations of 25 cm (10 inches) or more,

On the other hand, we note that, as expected, for equivalent
conditions of.-PCPTW and VATW, the snow accumulations will be larger
when DZ (thicknesses) are rising during the period than when they are
falling, which may correspond, for example, to occluding systems.

The influence of the 1000 mb geostrophic vorticity (Qg) and its
variation is shown in the table at the bottom of the figure. We can
see that, for important increases of Qg, especially for increases of
10 units or more, snow accumulations will be larger than the means
indicated in the figure.

3- CASE STUDY - NOVEMBER 25-26, 1987
a) Synoptic situation and events (fig. 5)
In this period, a Tow which had formed earlier in SWRN US,
tracked through the lower Great Lakes towards the east coast,
with a reformation taking place by 187 november 26.

Before this reformation took place, the central MSL pressure of
the Tow had been rising in time up to a value of 1024 mb when
it came nearest to our regions of responsibility by 18Z
november 26.
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b)

With this system, that seemed to be weakening, we nevertheless
observed very important show.accumulations over extreme SWRN
Quebec, The snow amounts were generally between 20 and 30 cm,
Wwith a maximum of 48 cm (18 inches) in YSC (Sherbrooke).
Moreover, this was the very first snow storm of the winter over
southwestern Quebec.

The rain-snow boundary, which was well associated to the
thickness 1ine 540 dam, just slided along the Canada/US border.

Our technique, which was applied in real time to that case,
allowed a very good forecast of this snow storm, which, at
first glance, might look inoffensive.

Synoptic evolution and assessment of parameters

Without getting into development details, we can see that there
were some indications showing that this low pressure system was
rea]]y intensifying even though its central pressure was
rising.

1- Surface (figs.8,12)

First, at the surface, the ridging that took place over ERN

Quebec between 25/127 and 26/00Z, along with the approaching

low over lower Great Lakes, caused the pressure gradient to

increase in the Northeast quadrant of the 1ow. indicating an

increase in convergence.

The advantage of the technique is to allow objective

measurement of that increase, with the 1000 mb geostrophic

vorticity parameter (Qg). We can see from figures 8 and 12

that:

- the Qg centre increased from +8 to +10 during this period

- the gradient of Qg also significantly increased in the
northeast quadrant of the low, indicating more important
time changes of Qg taking place.

2- 500 mb (figs. 7,11)
At 500 mb, the pers1stence of the intense vort1c1ty centre
between 25/122 and 26/00Z while moving along in a confluent
flow toward a region of stronger circulation, caused the
vorticity advection by the thermal wind to increase ahead of
the system. At 25/12Z, the stronger VATW was behind the
surface low complex (in the northwest quadrant). By 26/00Z,
it had moved ahead the system (in the northeast quadrant).

Again the technique could give some measure of this increase
of VATW ahead of the surface low, showing VATW of the order
of 200 now present at 26/00Z (fig, 11).

3~ Avajlable moisture (figs.9-13)
The available moisture, in the region of show type
precipitation and as measured by the precipitable water
reached a maximum of 15 mm over extreme southwestern Quebec,
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4- Composite Charts (figs. 13-14)
Composite charts at 26/00Z show that the area of MDT/HVY
sRow at that time is very well correlated to the region
where: :
- VATW is larger or increasing (fig.13)
- PCPTH is of the order of 15 mm., (fig.13)
- Qg is increasing (fig.14)

In summary, the 12 hour period mainly considered here is the
one from 25/187 to 26/06Z. In that period, over southwestern
Quebec, Qg was increasing, VATW and DZ were rising for about
the first six hours and then remained constant for the rest of
the period,

The snow amounts correlation figure (fig.4) shows that, in the
case of rising DZ, with PCPTW of 15 mm or more and VATW
increasing to 200 or more, one can associate a 12 hour period
of 25 c¢cm of snow or more. This figure was very representative
of the situation.

Finally, a 24 hour evolution chart of the predictors (fig.6),

shows that the technique helps to refine the area which will be

affected by the larger accumulations. It is obvious from the
figure that the parameters are maximum over extreme
southwestern Quebec. So the critical sector is well delineated
by the technique.

4- LIMITATIONS
The Timitations to the technique are of two kinds:

a)

bl

Representativity of the parameters

Some phenomena are not well represented by the parameters

used:

- Local effects 1ike orography and on-shore flow must be
evaluated from experience or other techniques.

- The warm air advection is not always well represented by
the VATW in the way we look at it right now. Sometimes,
when the warm air advection at low Tevels is far ahead
of the system and the 500 mb vorticity centre, then there
are no vorticity lines in the area of temperature
advection so that there is no advection of vorticity shown
becauge the vertical velocity js all accounted for below
500 mb.

Accuracy of the forecast parameters

The accuracy of the forecast parameters also 1imits
sometimes the usefulness of the technique.

The Qg, DZ and PCPTW parameters are generally reliable
forecast parameters. But on the other hand, the reliability
of the 500 mb forecast vorticity depends on the synoptic
situation. In some particular cases, like channeled jets and
vorticity lobes in a strong circulation, vorticity centres
ang ?radients are often poorly predicted by the numerical
models.
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5~ CONCLUSION

- Advantages

On the other hand, the advantages of. the technique include
the following:
- i1t allows the evaluation of individual physical parameters

for each weather system

~ it allows to assess the NWP model's QPF
- it gives directly snow amounts forecasts
- being a "Perfect Prog" approach, it is applicable to any

NWP model.

- Future development

- First of all, we intend to increase the statistical sample

by studying new cases.

We also intend to program the calculations of VATW, which
will facilitate the use of the technique.

Further case studies should aliow to refine the
interpretation of the parameters in different synoptic
situations.

We already began to use the VATW at 850 mb to assess the
vertical velocity at that Tevel. This added feature has the-
advantage to complete the information given by VATW as
evaluated with the 500 mb vorticity and the 1000-500 mb
thicknesses, It particularly and efficiently helps in cases of
warm air advection not related to 500 mb vorticity, as pointed
out in the 1imitations section above.

Finally, we can say, as a general evaluation of the
consequences of the use of this technique at QWC, that it is
definitely a positive contribution to the accuracy of show
amounts forecast and of the swath of the larger accumulations
associated to a system track and intensity.
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CONCERNING GQ-VECTORS
Notes by F. Sanders, 1988.
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Hoskins and Pedder (1980) show that the omega—equatiocn can
he written as }(

& §’?L 2£ié§9 = ‘—52 _Ei .fi. o
(T- ‘7 oJd t+ 2)f52 p Fb ‘;? Sgl )

where the left-hand side is identical to the familiar one that
has been used for a couple of decades, and the right-hand side is
exactly equivalent to the familiar expressions involving the
vertical derivative of the vorticity advection {(leading to the
"FYA-rule™) and the horizontal Laplacian of temperature
advection, (leading to the "warm—advection rule®). {(Sigma is
static stability.) It's nice and compact. The vertical motion is
upward when the @-vector field is convergent, and, in addition, @
itsel¥ is propartional to the low-level ageostrophic wind and
proportional but opposite in direction to the high-level ageo—
strophic wind. The problem comes when we look at what @ is:

ng V(j) a V[ )

where the expressions separated by a comma on the rlght —hand side
are the components in the x— and y—directions, phi is the

geopotential, gz, asg h
dug ;4 3% |

E;\yﬂb Buhi‘&v\)
Y R
where1&.andj§ are the unit vectors along the x— and y—axes. As it
o

stands, n‘t know any way to make sense cut of 8 by visual
inspectien of charts. However, as pointed out by Hoskins :

e
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) and by Thorpe (1985), there is a way of doing it. The
trick is to take the »x-axis along the isotherms at whatever point
vou are interested in.

Y XY YRV AW
1(5)° Slads

Using hydrostatics, we can write

Y N\« Ry/~2T
5733? pv(.bgﬂ

CR[AT B.,-M?
Q”“'%”ag _9§*+<T%?i.

Now, since geostrophically, with a constant value of +,

ory, using a vector identity,

R/ DT\ x Y.
b OO ettt X
O F( 35 )R 5
@

where k is the unit vertical vector. This says that the @-vector
can be abtained by marching along the isotherm with the cold air
on youwr left hand and noting the vector change of the geostrophic
wind. Rotate this vector change %0 degrees clockwise and you have
the direction of the low-level ageostrophic wind. The magnitude
is proportional to the magnitude of the vector rate of change and
to the strength of the temperature gradient. Once you have ob-
tained a few judicious estimates of the O-vector field, vyou can
see where the convergent and divergent areas are, and so where
the regions of ascent and descent are. Applying this to ideal
cases of a string of lows and highs aleng approximately straight
isotherms, &a string of cold troughs and warm ridges at upper
levels,. and to a frontogenetical situation gives familiar answers
in each casea.
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MAJOR ARCTIC OUTBREAKS AFFECTING LOUISIANA

Edward B. Mortimer (1)
National Weather Service Forecast Office
Albuquerque, New Mexico

G. Alan Johnson (2) and Henry W. N. Lau (3)
National Weather Service Forecast Office
Slidell, Louisiana 70458

ABSTRACT

This study was designed to provide the forecaster with
guidelines to assist in the subjective evaluation of the onset of
arctic outbreaks into the deep south several days in advance.
After analyzing the synoptic patterns prior to and during an
event, it was determined that several classic signatures existed
which set the stage for a major arctic outbreak into Louisiana as
well as the remainder of the Gulf Coast States.

It was found that a major arctic outbreak occurred about
once every five years. Thus, the forecaster has a responsibility
to forecast these rare freeze events several days in advance.
These significant arctic cutbreaks can produce extensive economic
losses to agricultural, commercial and public property. There
have been 20 major arctic outbreaks during the past 103 years.
Ten of these outbreaks have affected some portion of the state
since 1948.

1. INTRODUCTION

The Bayou State of Louisiana is subject to major arctic
outbreaks which produce severe freezes. These can produce
extensive economic losses to agricultural, commercial and public
property. The freezes in the early 1980’s destroyed most of the
orange groves and some of the tropical trees in southeastern
Louisiana while also causing considerable commercial and public
losses due to power outages and frozen water pipes.

There have been 20 major arctic outbreaks during the past
103 years. Ten (10) of these outbreaks have affected some
portion of the state since 1948. Notable outbreaks since 1948
have occurred during 1949, 1951, 1962 (twice), 1963 (twice),
1982, 1983 (twice) and 1985. Of these dates, 4 freezes (1951,
1962, 1963 and 1983) affected the entire state.
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Although the frequency of occurrence is only about once
every five years, the forecaster has a responsibility to forecast
these freeze events several days in advance in order to allow
agricultural interests, utility companies and the public to take
necessary precautions to protect the property and prevent
potential losses. Pattern recognition is an important tool in
helping forecasters determine when conditions exist for a surge
of arctic air into the southeastern U. S. This additional tool
can help forecasters decide when the potential exists for a
southward surge of an arctic air mass.

This study was designed to provide the forecaster with
guidelines to assist in the subjective evaluation of the onset of
arctic outbreaks into the deep south several days in advance.
After evaluating the past 10 major arctic outbreaks, for which
upper air data was available, several significant patterns
(signatures) were recognized which led to the onset of an arctic
outbreaks into Louisiana as well as the Gulf Coastal States.

2. CLIMATOLOGY
A.. GENERAL.

Louisiana lies roughly between latitude 29.5N and 33.0N and
between the 94th meridian and the Pearl River in the extreme
southeast and Mississippi River elsewhere. Elevation across the
state increases gradually from the coast northward, with the
highest point of only 535 feet in the northwestern section.

The principal influences that determine the climate of
Louisiana are its subtropical latitudes and the Gulf of Mexico.
The primary air mass affecting the state is Maritime Tropical
which develops in the Atlantic high pressure anticyclone. This
spreads warm humid air across the state from the Gulf of Mexico
for considerable periods of time during the winter season. (This
influence is evident from the fact that the average water
temperature of the Gulf along its northern shore ranges from 57
to 63 degrees Fahrenheit most of the winter season.) However,
for varying periods of time surges of polar and arctic air spread
‘southward from the Canadian provinces (Continental Polar air
mass) or from the eastern Pacific (Maritime Polar air mass)

(Fig. 1). During this portion of the year, the region
experiences extreme minimum temperatures lower than those in any
other comparable area of the world (Trewartha, 1961).

The minimum temperatures (in degrees Fahrenheit) across the
state normally average in the 30s north to the low and mid 40s
south during the winter months of December through February and
in the lower 40s north to near 50 south in November. However,
average temperatures are somewhat deceptive as minimum
temperatures in the lower teens across the north and in the lower
20’s across portions of the south are not uncommon for short
periods during the winter season.
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The record low temperatures for the state range from a
(=) 16 degs F at Minden in northwestern Louisiana to 15 degs F at
Boothville and 21 degs F at Burrwood, both in the lower reaches
of the Mississippi River Delta. Because of its subtropical
influence, the record low temperature in Louisiana is the second
warmest (to Florida) of the lower 48 states.

B. ARCTIC FREEZE.

An event was defined as a major arctic outbreak when the
temperature dropped to or below a critical value at 2 or more
stations in 2 or more climatological divisions. These were
generally short term events of 1 to 3 days. The severe winter
seasons of the late 70’s are not included even though the cold
air mass remained entrenched over the state for long periods of
time. This was the case because the coldest daily temperatures
hovered a degree or two above the critical values which were
established for this study.

In order to eliminate all but. the most severe freeze
episodes, a critical minimum temperature was derived for each of
the 67 climatological stations across the state (Figs. 2a and
2b) .

Using these values with an areal coverage of at least two
stations in two or more climatological divisions, 20 arctic
outbreaks were identified in Louisiana since 1885. Of these 20,
only 8 affected the entire. state while the remainder affected |
various sections of the state (refer to Table 1). (See Section :
IV for information on "classical signatures" for recognizing in
advance a major arctic outbreak for the Gulf Coast States).

Major arctic outbreaks across Louisiana are generally
accompanied by some freezing precipitation and/or snow with the
initial surge, but only a few events produced heavy snows (see
Johnson and Mortimer, 1986). Major arctic outbreaks also appear
to occur in cycles, with occurrences in several seasons and a
break of 8 to 11 years before the next occurrence. This appears
to fit the solar sun spot cycle best with most episodes occurring
during the period between a peak and a lull in sunspot activity
as presented in Fig. 3.
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3. SIGNATURES
A. GENERAL

Pattern recognition can help a forecaster decide when the
conditions exist for a surge of arctic air into Louisiana and
when to deviate from numerical guidance. Although numerical
guidance has improved over the last several years, the guidance
is still based on statistical methods which will not identify
most rare or extreme events. The best improvement can be made in
the short-medium term {2 to 3 days) forecast. Actual minimum
temperatures are not necessarily as important as the cold trend
indicated in long-range forecasts (3 to 5 days). However,
identifying the potential for a severe freeze threat is
sufficient so that it can be communicated to the agricultural
community as well as to other businesses, public and private
interests. This will allow the "users" to take actions
commensurate with the assessed freeze potential. For example, a
severe freeze threat even at a low confidence level 3 or 4 days
in the future could trigger several low-cost actions such as a
review of resources and accelerated harvesting. 1In southern
sections of the state, some businesses and residences are
vulnerable to major plumbing repairs if an advance warning of an
impending severe freeze is not given. As the confidence level of
an impending damaging freeze increases, the actions to decrease
losses would become more intense, expensive and widespread.

For example, during the winter season of 1984-85, numerical
guidance (even medium range) was exceptionally good in
identifying a developing synoptic pattern which was to lead to a
damaging freeze over the entire state of Louisiana as well as
adjacent Gulf Coast States. Some 3 to 4 days of advance warning
was given for the mid-Januay 1985 major arctic outbreak which
significantly reduced the economic losses statewide.

B. UPPER AIR PATTERNS

After analyzing the synoptic patterns prior toc and during a
major arctic outbreak into the continental United States, it was
determined that several similarities existed. Since 1948, there
have been 10 major freeze events which brought significant
economic losses to the Bayou State. Since upper air data were
not available prior to November 1948, the data sample was
restricted to these 10 events (according to specified criteria by
the authors).

Several features were found to be similar to those presented

by McFarland (1976) in his study of freezes affecting the Lower
Rio Grande Valley of Texas. Howevelr, several subtle differences
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were found for events affecting Louisiana. McFarland’s study
utilized only 3 events which had upper air data available (i.e.
since 1948). The study for Louisiana utilized 103 years of data
for freezes in Louisiana with 10 events occurring since 1948. Six
(6) signatures were noted at times during the arctic outbreaks as
described in Table 2. However an additional major signature was
common to one or more of the 6 classic signatures (patterns).

The dominant signature noted for these 10 events was a strong
ridge of high pressure over the eastern Pacific or West Coast of
North America. Normally, this feature is in response to a deep,
cold trough developing in the central Pacific between longitudes
160W and 180W (Figs. 4 through 9).

The following is a scenario of events which may lead to a
major arctic outbreak into Louisiana and adjacent Gulf Coast:
States.

A week to 10 days before a major arctic outbreak occurred in
Louisiana, a deep trough would move into or develop in the
central Pacific between longitudes 160W and 180W. In response to
this development, a strong ridge would build over the eastern
Pacific and extend into northern Alaska or the Arctic Ocean. The :
ridge axis was generally along or just west of 130W in 8 of the i
10 events, with a ridge over the West Coast of North America in
two events. A short-wave omega block was superimposed on the
long wave ridge in several of the events (Fig. 4). The strength
of this ridge was influenced by the intensity of the upstream
trough. The strength of the ridge also influenced the transitory
speed of downstream troughs over North America. The development
of this ridge was present in each event and should alert the
forecaster to the potential for a surge of colder air.

In tandem with this strong ridge was a cold, deep low
pressure trough from Hudson Bay southward across the Central ;
Plains of the U.S. To help anchor this strong ridge-trough !
couplet over North America, a strong, deep trough was usually
present over the central Pacific (Fig. 6 and 9). The development
of this rather stable L/W pattern may be attributed to colder
than normal waters over the north-central Pacific in the summer
and fall seasons forcing warmer waters northward over the extreme
eastern Pacific as described by Namias (1978). Variations of
this main synoptic pattern were identified and described as
classic signatures in Table 2.

Over North America, there were several mechanisms present
which eventually caused an arctic air mass to surge southward.
The authors identified 6 additional, though sometimes subtle,
upper air signatures conducive to surges of major arctic
outbreaks into portions of Louisiana. The beginning signature
did not persist throughout the entire event, but would evolve
into one or more of the other features, except that an upper
level ridge was dominant in all cases.
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Seven (7) events were associated with a closed low near
Hudson Bay (Figs. 4, 5 and 7). In 3 events, a trough extended
east to west across southern Canada or into the northwestern U.S.
The trough would remain nearly stationary for several days with a
strong neortherly flow across Canada and a strong zonal flow south
of the trough (Fig. 6). This allowed the cold dome of arctic air
to intensify over Canada. The west portion of the trough would
then rotate southeastward into the central plains, in response to
a series of S/W troughs. This allowed the arctic air to surge
southward. There were 3 events with a northeast-southwest trough
from the Hudson Bay low which moved eastward to establish a
long-wave trough over the central states by the end of the event
(Fig. 5). There was one event, 1985, in which the L/W trough was
established over the eastern states (Fig. 8).

Three (3) outbreaks were associated with a S/W moving
eastward through the southern portion of the ridge into the
southwestern states while the northern branch was across southern
Canada or the northern tier states (Fig. 7). A split flow
pattern was normally located over western North America. These
short-waves became in phase with a stationary or slow moving long
wave trough and accelerated the southern portion of the trough
into the central or eastern states. Cyclogenesis occurred when a
strong S/W trough ejected east or northeast from the L/W trough.
This usually resulted in discontinuous retrogression of the L/W
trough over the western states (Fig. 9).

Three (3) events were associated with a cold, deep low in
the Canadian Prairie Provinces with a S/W trough extending into
the Pacific Northwest. This trough rotated southeastward into
the Central Plains and developed into a full-latitude trough
which progressed eastward into the eastern states (Figs. 6 and
8).

Discontinuous retrogression occurred in over half of the
events. This occurred when a S/W was ejected east or northeast
from the L/W trough as a second S/W approached from the
northwest. This would give the L/W trough the appearance of
first moving eastward then redeveloping westward with the
upstream S/W (Fig. 9).

C. SURFACE PATTERNS

A high pressure system intensified from the Yukon
Territories southeastward into central and western Canada under
the influence of a strong building upper level ridge and a deep,
cold low or trough normally located in the Hudson Bay area. As
strong S/W troughs surged south or southeast towards the U.S. the
Arctic High would move southeast into the northern Rockies and
Plain States. O©On a few occasions the pressure would reach 1050
mb or higher from the Yukon to the northern Rockies (Fig. 10).
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For the arctic air to spread southward to Louisiana and the
western Gulf Coast States, the arctic surface high would have to
move or build south into eastern Texas. If the high moved east
or southeast through the mid-Mississippi Valley or into
Mississippi/Alabama the coldest air would be shunted more
eastward.

An important factor for the development of record-breaking
low temperatures in mid-winter was an extensive blanket of snow
from the Plains States north and northwest through Canada. By
mid-winter the frigid arctic air and the fronts combined to form
snow rather than rain from the northern and central Rockies
eastward to the East Coast. While amounts were usually not
heavy, snow persisted on the ground owing to persistent cold air
outbreaks far to the south along the Gulf Coast. This often
would lead to snow far south of normal. The snow cover in turn
helped to refrigerate the arctic air in its southward transit,
partly through an increased albedo. The cover remained on the
ground and was maintained by the frequent arctic air surges and
replenished by storms moving along the south and eastern
seaboards as discussed by Namias (1978). A recent example of
this phenomena was in December 1983 when 2 record-breaking events
clobbered the Bayou State within a one week period. During this
event economic losses were widespread statewide but more
devastating over southern Louisiana. An extensive snow cover was
normally as far south as extreme northern Texas, Arkansas,
northern Mississippi during record-breaking arctic outbreaks in
Louisiana (Fig. 10).

4. ADDITIONAL FORECAST GUIDELINES

1) Follow 24-hour 500 mb high fall/rise couplets.
Superimpose on 500 mb map to correlate with deepening
troughs or amplifying ridges.

2) Check pressure of surface high (generally 1050 mb or
higher) and temperature of air mass (generally [-] 20 degs F
or colder) in western/central Canada (mainly inland areas
away from marine influence).

3) Thickness patterns can be deceiving when examining arctic
air masses.

4) Also note extent of snow cover from Canada southward into
U-Sl

5) Cross-sections can be used to depict the major arctic air
from the polar type air.

6) Major arctic outbreaks are usually associated with two or

more synoptic patterns (signatures) over a period of several
days to a week or more.
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7) The majority of the events were associated with
signatures 2 and 3 in addition to the major signature which
was common to all events (strong ridge).

8) If the southern branch of the westerlies becomes a
dominant pattern for the Gulf Coast States, the coldest air
mass will be shunted eastward away from Louisiana or
overrunning conditions will develop. This was the case back
during the winter of 1979. This particular winter season
was one of the coldest on record in many areas of Louisiana.
However, for the reasons discussed above the critical
temperatures for a major arctic outbreak were not reached.

5. CONCLUSIONS

This study was designed to provide the forecaster with
guidelines to assist in the subjective evaluation of the onset of
arctic outbreaks into the deep south several:days in advance.
After analyzing the synoptic patterns prior to and during an
event, it was determined that several classic signatures existed
which set the stage for a major arctic outbreak into Louisiana as
well as the remainder of the Gulf Coast States.

It was found that a major arctic ocutbreak occurred about
once every 5 years. Thus, the forecaster has a responsibility to
forecast these rare freeze events several days in advance. This
allows the agricultural business interests, utility companies and
other interests to take the necessary precautions to reduce their
potential losses. Even though numerical guidance has improved
over the last several years, the forecaster must recognize those
situations which will lead to the intrusion of arctic air into
the state. With the timely recognition of these classic
signatures, the forecaster should be able to greatly curtail the
economic losses in the state.
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southwest into southwest Canada or the Pacific Northwest. A series
of short-wave (S/W) troughs would cause this trough to surge
southward without cyciogenesis.
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Fig. 5. Low near Hudson Bay with a trough extending
into the southwestern U. S., which progresses eastward
into the central Plains as a full latitude trough.’
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Fig. 8. A deep trough was over the eastern U. S.
sometime
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lable 1.

List of

arctlic outbreaks affecting Louisiana during

the past 103 years and portions of the state affected.

Date

1--9-18846
2-0-1B73
2-13-1077?
2-13/14-1905
1-12 -1%918
12-23 1927
1-18/1%--1%30

1-17 to 1%-1940

1-27-1%40

1-18 to 84-1948
1-31/2-1-194%
2-1/0- 1991
1-11/12- 1962

12 12/13 1967
1-264/05 1967

12 23/00 1763
1-9 to 13 1702
12-24/25 1943
12-30/31-1707

1 17 to '8 194149

Area

entire state
entire state
entire state
‘north

entire state
narth & west
north & west

north & southwest

naor thieast thru
east central

all except southeast
northwest

entire state

entire state

East half

north & southeast
extreme north

entire state

entire state

west and north

nour theast &
sputheast
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Climate
Reglions

MHW-NC~wWC

NHW“-HWC—SwW—TIe
nMH—NC—WC—5KW

nW—NC—ne-wc-sw

ng-gc-ec—se
nec—rne-wc—c-s5w—ec

NH—NC—wWo

ne-c—-ec—sc-se
nmw—nNnc—pe-c—-egc—se

nw-—rnc-—ne

nuW—nc—ne—wc—aw



Table 2. Classic signatures assoclated with arctic outbreaks

| ]

2)

I}

4}

&)

into Loulslana

Low near NHudson Bay wlth a trough extending west or
siithwest Into sputhwest Canads or the NMaclflc

Mor thweat (FTig. 4). 6 geries of short-wave (5/4H)
troughts would cause thls trough to surge southward
without cyclogenesis. |

Low near Huilson Bay with a trough extending into
the southwestern U, 5. (Fig. 3), which progresses

eastward into the Central Plains as a full latitude
trough. ' o

N closed low moving southward through the prairie
provinces of Canada (Filg. &), which develops into a
long-wave (L/W} trough without cyclogenesls.

N S5/0 trough in ‘the southern branch of the westerlles
moves pastward Into the southwestern states., In the
meantime another 5/W in the northern branch of the
wester 1les moves eastward which frequently becomes
In-phase with the L/W trough (Fig. 7). Occasiognally, a
clused low was noted in the southern branch. This

pattern 1s quite typlcal of a split flow in western
Nai-th Nmerica,

N deep btrough was over the eastern U. 5., sometimes
accompanled by a closed low (Flg. 8}.

Discontimious retrogression of trough over the western
U. 8. (Fig. 7).
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THE WINTER STORM OF JANUARY 6 and 7, 1988

by Frank Makosky and John G. Hofiner
National Weather Service Forecast Office
Birmingham, Alabama

A major winter storm moved across Alabama beginning the night of January 6 and
continuing into the afternoon of January 7. Although the track of the storm center was
across the Northern Gulf, up to 11 inches of snow fell across the Tennessee Valley
(see figure 1). A total of 11 inches was reported in Bridgeport, in the northeast corner
of the state, and 10 inches fell at the Huntsville/Decatur airport. Across Central
Alabama, the problem was freezing. rain and sleet. Between 1 and 2 inches water
equivalent precipitation fell in these areas before diminishing during the afternoon of
the 7th. In South Alabama, where it was above freezing during the night, evaporative
cooling lowered the temperature and caused some icing problems from freezing rain
during the day on the 7th.

Serious icing conditions in the Birmingham area caused major traffic problems and
closed down the interstate system as well as causing widespread power outages.
Across North Alabama, around 15 million dollars damage occurred to the state's
poultry industry. Not only due to the cold temperatures, but also from collapsing
chicken house roofs due to the weight of the ice and snow.

After the precipitation ended, temperatures for the next several days did not rise above.
freezing over North Alabama hindering clean up operations. In some locations, snow
remained on the ground for nearly a week.

The guidance and the interpretation of the guidance by the local forecast staff was
excellent for this event. Snow was mentioned as a possibility for north Alabama in the
extended forecast five days before the event. A Winter Storm Watch was issued for
North Alabama on Tuesday, January 5, thirty-six hours before the storm struck, and
each forecast was progressively fine-tuned until the precipitation began falling late
Wednesday night January 6. Also, special weather statements, radio interviews and
NOAA weather radio updates issued by the Weather Service Staffs of the affected
areas were excellent throughout the storm.

Since all of the guidance was excellent leading up to the the winter storm, the forecast
was dependent only on interpreting how the expected parameters would affect snow,
sleet or ice accumulations. This write-up will not attempt to describe the guidance
since the LFM, NGM and MRF were consistent and the forecasts were based on the
models established twenty years ago by Younkin and others.

We will present one map that typified the excellent guidance referred to above. Figure

2 shows the twenty-four hour surface and thickness progs that verified at 6AM CST
Thursday, January 7. This time was about mid way through the worst of the storm. It
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shows a pattern that forecasters in the southeast recognize as a producer of winter
weather in the Deep South. A strong arctic high (1040mb) was expected to be near
Washington D.C., a polar boundary was shown along the Gulf Coast, and there was a
suggestion of a surface low forming in South Texas.

The thickness forecast was used to delineate, with some other considerations such as
upper air soundings and expected wet bulb temperatures, the area where frozen
precipitation was expected. The 5460 meter thickness was used to outline the watch
area and all snow was predicted in the Tennessee Valley where the thickness was
near 5400 meters.

The verification map (figure 3) shows that snow was being reported across Northern
Alabama with temperatures in the 20s. Across Mississippi, freezing rain was occurring
at Jackson and Meridian, while snow was falling at Tupelo. Thus, the twenty four hour
thickness forecast provided a good objective guess as to precipitation type.

Figure 3 shows a weak stable wave of approximately 1014 mb off the southeast Texas
coast. This map is typical of a budding winter storm. A stable wave nearly always
develops in this location. The strong contrast between cold air over land and the warm
Guif water temperatures, plus the shape of the coastline, makes this a natural
baroclinic zone. Notice that the computer guidance (figure 2) erred in locating the low
pressure center over South Texas. The guidance will often err by not showing the low
over the Gulf.

After the stable wave in the Gulf forms, it will usually remain stationary, or a series of
minor waves will move along the front and dissipate as each moves east of the
influence of the primary upper level trough. Although data is sparse in the Gulf, it
appears that this sequence of maps (figures 3 through 6) shows that this forming and
dissipation of waves was occurring along the polar boundary. As the primary upper
level trough digs southeastward, the stable wave will often deepen, and when the
upper trough reaches a position approximately five degrees upstream, the frontal
wave will move east and north and will usually continue to deepen. Notice the change
- from figure 6 to figure 7. Although there was no sign of intensification, the low
pressure center had definitely moved eastward in response to the approach of the
upper level trough.

The series of surface maps shows important local effects that had considerable impact
on temperatures and accumulations of snow, sleet and ice. Notice on figure 3, the
inverted trough that extended from the Gulf low through Mississippi and northward.
Two factors produced the inverted trough. First, the approach of the upper level trough
was being reflected or induced at the surface. Second, there was the effect of the
terrain. The cold arctic air associated with the high pressure ridge was being dammed
east of the Appalachian ridge. The east and southeast low level flow across the
mountain ridge produced a lee side trough in Western Alabama. This is more
noticeable in figures 4 through 6. Apparently, the adiabatic downslope warming was
just enough to raise the temperature to above freezing in Central Alabama from
Birmingham westward. In fact, ice accumulations were considerably greater in eastern
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sections of the city then in the western sections. Notice the location of the surface
freezing line in figures 4 through 6.

This example showing the damming of cold air in Georgia and extreme east and
southeast Alabama, and the lee side trough in western Alabama is a typical reaction to
this type of synoptic pattern. It usually occurs several times during the winter. As a
matter of fact, the only area of the state that was not perfectly forecast was a small area
of southeast Alabama near Auburn where ice accumulated south of the watch/warning
area. Forecasters did not fully consider the wedging of modified arctic air into this area
of the state.

By 6pm Thursday January 7, (figure.7), the surface low had moved into the Eastern
Gulf. Except for some drizzle and snow flurries, the precipitation over Alabama had
ended. Notice that the inverted trough with the associated warm tongue persisted.
This feature continued until the surface low moved to near the Virginia coast the next
day. At this time, the low level winds over Alabama shifted to the north and northwest.
This is an important consideration for temperature forecasting because, as long as the
lee side trough persists, so will the warm tongue.

Let's take a look at the value of interpreting upper level soundings before and during
the storm. As previcusly mentioned, forecast thickness values over Alabama
suggested some type of frozen precipitation from the northern border to at least central
Alabama. The forecasters were better able to discriminate precipitation type by
analyzing soundings. The ones shown in this write-up are those taken by WSMO
Centreville, but soundings taken by Jackson, Little Rock and Nashville were also
examined. WSMO Centreville also provided intermediate soundings at 18Z January
6, and 06Z January 7. These were immensely helpful.

Figure 8 shows the 18Z January 6, sounding. 1t was obvious that at this point, the
atmosphere was below freezing except for a shallow layer near the surface. |If
precipitation were imminent, "snow" would have been the forecast for the latitudes
near Centreville. However, the upstream sounding at Jackson (not shown) revealed a
nose of above freezing temperatures from 750 mb to 900 mb. Winds at this level were
south-southwest at 20 to 30 knots. This suggested some warming would take place
near 850 mb at Centreville in the next 6 to 12 hours. This information was critical to
forecasters since temperatures must be below freezing from near the surface to about
5000 feet for precipitation to be in the form of pure snow.

Figure 9 (00Z January 7) does indeed show that a small nose of above freezing
temperatures had formed near 850 mb. Winds aloft at this level were light from the.
south suggesting some further warming was possible. Now forecasters were thinking
more in terms of a mixture of snow, sleet and freezing rain for central Alabama. Other
soundings continued to indicate all snow for the Tennessee Valley. These soundings
were taken about six hours before the precipitation began at Birmingham. Wet bulb
temperatures were near freezing at 850 mb but below freezing at all other levels.

Figure 10 {06Z January 7) shows that the warm bulge had become more pronounced.
Above freezing temperatures existed from 900 mb to 700 mb. Winds aloft were
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moderate to strong from the south and southwest. Hence continued warming was

. expected above 900 mb. Low level winds continued from the east and northeast. The
wet bulb curve showed that, at least initially, below freezing temperatures could be
expected below 5000 feet. Therefore, the precipitation (that was about to start at
Birmingham) should begin as snow.

By 12Z January 7, figure 11 shows that the warm nose was most pronounced near
850 mb. Above freezing temperatures continued from 900 mb to 700 mb. Winds aloft
above 2000 feet were mostly from the south between 40 and 50 knots in this layer.
Again, some continued warming was expected until the upper trough passed. Near
the surface the winds continued from the east and northeast, indicating neutral or cold
advection. Freezing rain and sleet were occurring in the Birmingham area at this time,
but shortly after this, the precipitation changed to rain as Birmingham's temperature
rose to 33°F. The sounding showed a cold bulge at around 1000 feet above the
ground. Temperatures just above the surface must have continued below freezing
throughout the day because ice accumulations at higher elevations and in the trees
around Birmingham were heavier.

This was a very interesting winter storm that seemed to behave in a manner that
allowed forecasters sufficient time to absorb changes in parameters and to apply
tested forecasting techniques.

Also, the results of this study have led to the following conclusions:

1. Winter storms while moving through the Gulf do not fit the Younkin models. The
heaviest snow is more apt to be about 400 miles instead of 150 miles north or left of
the storm track.

2. Model guidance that positions a surface low away from the favored baroclinic zone
on the Guif should be viewed as suspect.

3. A Gulf storm in the winter often begins with a stable wave forming on an old polar
boundary in the western Gulf. Impulses may move along this boundary toward the
coast, but the main event does not occur until an upper level trough moves into the
Texas area and kicks the storm east or northeast.

4. Cold air damming east and adiabatic downslope warming west of the Appalachian
spine have subtle effects on temperatures and resulting precipitation type.

5. An upstream sounding is an invaluable tool for fine-tuning a winter forecast. With a
little practice, temperatures, dew points and wet bulbs can be accurately estimated for
the critical lowest 5000 feet of the forecast location for 6 to 12 hours. . also, greater
accuracy can be obtained if intermediate soundings are requested from observing
sites.
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WINTER STORM EVENT OF JAK 15, 1988 OVER COASTAL SOUTH CAROLINA.

Robert W. Kelly & Mary J. Parker (WSFO Columbia SC)
I. Introduction

The winter weather event of January 15, 1988 hit the eastern third of
South Carolina with little warning. The purpose of this paper is to
discuss the analysis and guidance available to the forecasters and
examine how well this event was progged by the models.

A few hours after midnight on January 15, 1988, freezing rain started in
some areas of coastal South Caroclina. Light rain started at Charleston
at 2:39 AM EST and turned to freezing rain at 3:19 AM, AT Myrtle Beach
AFB freezing rain started at 3:05 AM and turned to snow at 3:35 AM. The
area of freezing and frozen precipitation eventually extended inland to
parts of Dillon, Marion, Florence, Lee, Sumter, Calhoun, Orangeburg,
Bamberg, and Allendale counties of South Carolina. (FIG 1) The area of
precipitation ended during the morning over inland parts of South
Carolina and by noon was completely offshore. Total snowfall amounts
ranged from a trace inland at Florence up to 5 inches In some parts of
northeast South Carcolina.

This storm had a serious impact on both interstate travelers as well as
local commuters. Interstate 26 between Orangeburg and Charleston was
covered with a sheet of ice in many areas. Ice closed bridges in
Charleston. Some schools were closed and Myrtle Beach AFB was closed
except to essential personmnel. Although the precipitation had ended by
noon, the ice and snow persisted on some roads into the afterncon.

This paper will analyze the actual weather development from 00Z to 12Z
Friday Jan. 15, 1988. We will also analyze the prog packages available
to both the day shift forecaster on Thursday, Jan 14, and the evening
shift. We will try to determine how well the progs handled the weather
development, and what indicators may have proved most critical.

ITI. 00Z-12Z Transition

How did the atmosphere change from evening with clear skies into
freezing rain and snow by morning? What do the observations and
analyses show?

The most obvious features are of course the surface data. at 00Z
{(Thursday evening) temperatures in the eastern portion of the state were
ranging from the upper 20s to the low 30s. Dew points were generally in
the teens and wet bulb temperatures were below 32F. By 12Z (Friday
morning) temperatures were in the 20s throughout the area with freezing
or frozen precipitation occurring along the coast and into the eastern
midlands.

00z 12Z
FLO 250 0vC 29/15/0408 -X 30 OVC 58- 23/19/0409
CRE 30 SCT 250 -BKN 32/18/0304 -X 20 OVC 18- 25/22/0108
CHS 150 SCT 250 OVC 36/20/0710 9 OVC 4IP- 27/25/0210
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Such a marked difference on the surface must have been reflected aloft
as well. Consider the standard level charts (500/850 MB), then the
computed/analyzed data derived from the upper air reports.

The evening 500MB chart showed a trough moving into the Mississippi
valley, the flow across South Carolina was from about 250 degrees at 60
knotg. Temperatures were significantly colder to the north but over the
area in question the range was from -21C at AHN to -18C at AYS. The
trajectory showed cold advection from the great plains southward to
Arkansas and then easterly to the Carolinas and southern Georgia.

By 12Z there was a substantial cooling at this level. the morning raob
showed -28C at AHN, -25C at CHS, -19C at AYS. In addition there was a
strong vort max over Tennessee with good PVA throughout the Carolinas
and coastal Georgia. The trough was moving into the western
Appalachians. Such a significant cooling at this level would indicate a
destabilization of the atmosphere, and in fact the computed vertical
velocities at 00Z and 127 will reflect this.

At 850MB we had a warm advective pattern, with temperatures rising as
much as 5 degrees celsius at CHS, and 3 degrees at both AHN and AYS.
More importantly, the southerly winds over the coastal plains increased
from 5 knots to 25 knots at CHS while continuing at AYS to be 15 to 20
knots. During this time there was a wind shift at AHN from southerly at
5 knots to northwest 15 knots. This was a good indication of convergence
over the coastal plains of SC, coupled with the cooling at the 500MB
level.

While this destabilization was occurring in the atmosphere, the surface
was not behaving in a convective manner. The cooling was noted above,
but what is also most important is the continuing strong northeast flow
of cold dense air under the less dense southerly flow aloft. This led
to the most hazardous of winter weather situations in South Carolina,
overrunning with the cold northeast wedge. This is most often a problem
in the northwest part of the state where the cold air becomes entrapped
along the eastern slopes of the Appalachians and the less dense flow
from the Gulf of Mexico runs over the cool air. The typical response is
for precipitation to form along the wind shear line and the evaporating
precipitation to cool the surface to the wet bulb temperature, enhancing
the density difference and producing freezing precipitation. In this
case the surface temperatures were already below freezing except along
the south coast and most of the precipitation was in the form of snow.
There was a significant freezing rain problem in Charleston as the
temperature dropped from 36F to 27F and in the process the precipitation
ranged from freezing rain to sleet, Further inland and along the north
coast the entire temperature profile was below freezing and hence the
snowfall,
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Throughout the mixing layer perhaps the most significant change was in
the mean RH. at 00Z the mean RH was less than 307 over the entire state,
by 122 the mean RH had increased to more than 707 over the coastal
plains and was about 60% inland as far as FLO. The increased flow and
convergence at the 850MB level was only part of the story as the RAOB
sounding showed dramatic increase In moisture at all levels, and
precipitable water increased from .13 inch to .57 inch despite the cold
atmosphere.

Vertical velocities more than doubled overnight from approximately +1.5
to slightly more than +3. The analysis showed a VV max of +6 off the
coast of SC. This enhanced cloud development, but still the overrunning
would seem to be the most dominating driving force for this type
precipitation event.

With overrunning precipitation thickness values are not as significant
as with cyclogenetic systems, since the character of the precipitation
is determined near the ground. Still it does have some value in that it
reflects to some extent the temperature in the cloud layer. 5400 meters
has been frequently used as a marginal value for precipitation type, and
in this case it was not a bad value. Based on the NGM analyses for 00Z
and 12Z, the thickness values showed a cooling trend with values close
to the threshold over the south coast where the freezing rain and sleet
fell, and colder values over northeast SC where the snow fell.

002 122
SAV 546 541
CHS 543 537
MYR 540 534
FLO 537 531

We will look at how the models handled this event, and then attempt to
determine how predictable this storm event was, and what were the
factors which may have been the best predictors.

III. Machine Progs from 12Z Jan 14 (Thu)

Thursday morning the forecasters were faced with a reasonably familiar
weather situation. A surface high was in Indiana, 850MB pattern weak,
the 500MB pattern a zonal flow with no distinguishing traits. What in
the progs would indicate the type weather to expect? We have already
discussed the progression of weather during the night of Jan 14-15, but
was this pattern predictable, based on the 12Z progs?

The progs showed substantial atmospheric cooling through 24 hours,
forecasting 24 hour thickness wvalues ranging from 5340 meters at Myrtle
Beach to 5390 meters at Savannah. These values were remarkably close to
the actual computed values at the valid time, so atmospheric cocling was
accurately predicted.
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The 24 hour forecast for mean relative humidity was approximately 607.
In fact, the computed mean RH for 12Z Friday (24 hours) was in excess of
707 throughout the coastal plains, and greater than 60Z in the Florence
area. Although the actual values are close, this 1s an area of critical
threshold values, and 70% is frequently used as a boundary value by
forecasters in precipitation forecasts. This was a case where the progs
were on the dry side of the threshold, and reality was on the wet side,
a small objective difference, but a remarkably different development.

Vertical velocities were progged to be small. Values ranged from near
zero to +1. By 12Z Friday actual vertical velocities were computed to be
approximately +3 throughout the coastal plains. The low forecast values
for vertical velocity coupled with marginal moisture comditions gave
little indication of incipient precipitation.

The 500MB progs were generally good, indicating the strong PVA and
trough location. The values were only slightly off in a geographical

" sense with the prog position slightly slow., One important factor noted
- earlier was the 500MB temperature in the sense of destabilization. The
graphical 500MB progs do nmot give temperature values, although as we
have seen, the thickness values did indicate cooling through the layer.

The 850MB progs were deficient. The progs failed to show either the
increasing wind or the warm advection. In fact, the progs for 24 hours
at 850MB were as much as 7 degrees celsius too cold. Considering that
destabilization is dependent upon the lapse rate, having 850MB levels
too cold with cooling thickness values, there is no particular reason to
believe that there would be a tendency toward instability. This of
course concurs with the prog values for vertical veloecities which were
underforecast. The weak flow forecast at 850MB also would have made the
increase of moisture necessary for precipitation unlikely.

In summary, although the 12Z progs indicated a cooling atmosphere, they
missed the low level action of increased advection of temperature and
moisture, and therefore missed the vertical motions despite the good
forecast of PVA. Moisture was only slightly underforecast, but it was an
error made in a critical threshold range. The net result was a forecast
of no precipitation (on both the QPF chart and numerical guidance) with
lows in the low 20s. The cloud cover at CHS was forecast to be overcast
at 12Z, only scattered at 06Z and 18Z. The surface pattern of a
northeast ridge was accurately handled, but the low levels, which
provided the source for the precipitation, were not well forecast. This
poor forecast of the low levels caused the models to miss the event
entirely.
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IV. Machine Progs from 00Z Jan 15 (Thu eve)

The thicknesses forecast for 12z Friday were all below the 540 value in
the area of South Carolina which was hit by the storm. The forecast
thickness values for several locations are listed below.

Myrtle Beach 534
Charleston 537
Florence 531
Savannah 540

The 850 mb forecast for 12Z Friday showed temperatures over eastern
South Carolina ranged from OC near Savannah, Georgia to =5C at
Wilmington, Worth Carolina. The model showed a strong northeast surface
wind at 00Z Friday and forecast it to continue through 002 Saturday. For
12Z Friday, the boundary layer wind was forecast to be northeast 20
knots over northeast South Carclina. However, at 850 mb virtually no
gradient was forecast.

The 04Q and 02Q showed no precipitation over land and light
precipitation offshore. However, the 70 percent relative humidity
isoline was forecast at 127 Friday to encompass the eastern two thirds
of South Carolina and the coastal waters. This 70 percent isocline is
usually an indication of sufficlent humidity to produce precipitation if
the right mechanisms are available. By 00Z Saturday, the 50 percent
relative humidity isoline was forecast to encompass the coast with the
30 percent isoline approximately encompassing the mountains.

The model forecast a +3 vertical velocity over the entire coastal region
for 12Z Friday. For 00Z Saturday the model forecast a negative vertical
velocity over land and a +6 vertical velocity well offshore. Finally,
for 12Z Friday 'strong PVA was forecast over South Carolina with the
maximum in the vicinity of Atlanta and a trough along the Appalachians,
By 00Z Saturday, the maximum vorticity was forecast to be over central
Rorth Carolina with the trough over northeastern South Carolina and
extending off the coast.

What could the evening or mid shift forecaster have seen to alert him to
the weather which developed? There were several indicators pointing to
the possibility of frozen precipitation on the NGM run at 00Z Friday.
First of all, the forecast temperatures at 12Z Friday were cold enough,
as indicated by the thickness values and 850 mb temperatures., Also,
sufficient moisture was forecast to be available as shown by the 70
percent RH isoline at 12Z Friday which encompassed the eastern two
thirds of South Carolina and the coastal waters. Strong vertical
velocities were indicated over eastern South Carolina during the 00Z to
12Z time period as well as strong PVA. '

This combination of factors could indicate a forecast of frozen
precipitation, but the lead time could only have been a couple of hours
at the most. Additionally, since this event was primarily an overrunning
precipitation situation, the forecast of weak winds at 850 mb was a
critical deficiency in the model.
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V. Summary

There was a marked increase in quality from the 127 run Thursday to the
00Z run Thursday evening. The progs reviewed by the day shift for the
forecast for that night gave no indication of the significant weather
about to develop. The major contributing factors to this weather event
were in the low levels of the atmosphere, but the progs most effectively
bandled the upper levels. This was not a large scale synoptic storm, but
rather a mesoscale winter storm affecting several counties in the
eastern part of South Carolina.

Overrunning precipitation is a familiar phenomenon to forecasters in
South Carolina, but it most commonly occurs in the northwest part of the
state. The clues forecasters look for are cool dry northeast winds on
the surface, and warm moist winds from the south at a few thousand feet
above ground level. This is exactly what transpired along the coast. Had
the forecasters expected the increase in southerly winds at 850 mb, and
had the forecasters expected the moisture to increase as much as it did,
above the 707 level, then the forecast would have had a completely
different character.

This was a case in which the forecaster decided to agree with the
computer model of the forecast process, and the model was wrong in the
critical areas which determined the weather, but correct in other areas
that were less important. While the (00Z run of the model was much more
accurate in its forecast of the lower levels, these graphic progs were
only available about two hours before the event. This would be around
midnight, during the change of forecast shifts and at a time when
forecast dissemination is least effective due to the late hour.

It is likely that most forecasters recognize a major bust by a model
run, because their experience is still an invaluable asset when dealing
with the atmosphere. It is less obvious when the model seems to have a
good handle on the overall situation, but minor inaccuracies in a few
critical parameters produce significantly different results from the
model outputs.
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Figure 4
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Figures 3 and 4 show the 24 hour forecast of mean relative humidity
(FIG 3) and the actual mean relative humidity at 12Z Friday (FIG 4).
Although the RH was only slightly underforecast, it was in a critical
value area which increased its significance. )
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Figure 5

Figure 6

Figure 5 shows the 24 hour forecast for 850 MB heights and temperature,
Figure 6 is the actual analysis for the same time. A critical element of
this mesoscale precipitation event was the sudden, and unexpected,
increase in southerly winds at the 850 MB level along the coast early
Friday morning. This led to rapid overrunning development.
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A METHOD FOR PREDICTING METEOROLOGICAL BOMBS IN THE
WESTERN NORTH ATLANTIC OCEAN

Eugene P. Auciello
National Weather Service Forecast Office
Boston, Massachusetts

Abstract

An operational checklist for the forecasting of meteorological
bombs between 380-45°0 N latitude and 559-75° W longitude was
developed by Auciello and Sanders (1986). The checklist
incorporates tangible meteorological parameters responsible for
the development of explosive maritime cyclones. The intensity,
speed, and coastal crossing of 500-millibar vorticity maxima
are of primary importance. Marine forecasters at the National
Weather Service Forecast Office at Boston have utilized the
checklist routinely during the past three cold seasons, The
checklist has proven to be a valuable aid in the prediction of
meteorological bombs up to 36 hours prior to the event. From 1
October 1987 through 31 March 1988, 15 bombs were observed over

the checklist forecast area. The explosive cyclogenesis
checklist forecast 18 bombs accounting for 12 hits and six
false alarms. Verification for the 1987-88 cold seascn

resulted in a probability of detection of .80, a false alarm
ratio of .33, and a critical success index of .57.

1. INTRODUCTION

An explosive cyclogenesis checklist was developed by Auciello and Sanders
(1986) as an objective operational technique for the forecasting of
meteorological bombs wup to 36 hours prior to the event over an area
bounded by 38C to 45C N latitude and 559 to 75° W longitude.

A meteorological "bomb" was originally defined by Sanders and Gyakum
(1980) as an extratropical surface cyclone whose central pressure falls
averaged at least 1 millibar hour~! for 24 hours at 60° N latitude,
normalized geostrophically at other latitudes.
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In a later study, Sanders (1986) studied explosive cyclogenesis in the
West Central North Atlantic Ocean. A high correlation was found between
upper—-level -cyclonic vorticity advection over the surface cyclone and
simultaneous surface deepening rate. Thus, the explosive maritime
cyclone is fundamentally a barocliniec disturbance in which the low-level
response to a given upper-level forcing is dramatically large. An
operational checklist for forecasting explosive cyclogenesis in the
Western North Atlantic was based upon this research.

Tracks and central values of surface low pressure centers and 500-
millibar  absolute vorticity maxima were gathered from operational
analyses for 48 cases of explosive cyclogenesis which occurred between
January 1981 and November 1984 over an area bounded by 389 to 459 N
latitude and 55° to 75° W longitude. Peak occurrence was in January.
The months with the next greatest number of bombs were February,
December, November, and March in descending order of frequency. These
cases were stratified into strong, moderate, and weak categories
according to intensity. The sample included 12 strong, 16 moderate, and
20 weak bombs. Weak bombs were omitted since such events do not normally
produce storm-force winds. A study of the mean behavior of the remaining
28 strong and moderate bombs lead to the development of the explosive
cyclogenesis checklist.

2. CHECKLIST DEVELOPMENT

The original explosive cyclogenesis checklist wutilized Limited-area
Fine-mesh (LFM) input and was comprised of six questions.

1. Does a 500-millibar absolute vorticity maximum of 15 x 10-3 s~ or
greater exist in the LFM initial analysis over an area bounded by
30° to 50° N latitude and 85° to 1109 W longitude?

2. Does this 500-millibar vorticity maximum maintain initial intensity
or strengthen on successive 12, 24, 36, and 48 hour LFM charts?

3. Is this 500-millibar vorticity maximum forecast to move an average of
30 knots or greater through 48 hours?

4, Does the initial LFM-produced 500-millibar vorticity maximum cross
the coast between 32° and 42° N latitude?

5. Does a jet streak of 120 knots or greater exist at 250 or 300
millibars in a position just south of the initial 500-millibar
vorticity maximum? '

6. Does the LFM develop a surface low of 995 millibars or deeper during

the next 48 hours over an area bounded by 38° to 45° N latitude and
559 to 75° W longitude?
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The first four questions deal exclusively with LFM-produced 500-niillibar
absolute vorticity maxima whose characteristics were inherent to each of
the 28 bombs examined. A vorticity maximum of at least 15 x 10-3 s~
existed as an initial LFM condition within a spawning area bounded by 30°
to 50° N latitude and 85° to 110° W longitude. Vorticity maxima between
15 x 100 s~1 and 18 x 1075 s-l were characteristic of moderate bombs,
while strong bombs exhibited initial vorticity maxima of 19 x 10=2 s~1 or
greater. With few exceptions, the LFM-produced vorticity maxima
maintained initial intensity or stremgthened through 48 hours.

Movement averaged 30 knots for moderate bombs and 35 knots for strong
bombs. This speed of movement provides the strong baroclinic dimpetus
necessary for explosive development, All initial vorticity maxima

crossed the coast between 32° and 420 N latitude, indirectly
incorporating the strong sea-surface temperature gradient along the north
wall of the Gulf Stream into the analysis. The northern crossing point
was extended to 45° N after a review of the 1985-86 cold season.

The fifth question refers to a jet streak which, 1in the early stages of
explosive cyclogenesis, 1is usually present in a position just south of
the initial 500-millibar vorticity maximum. A jet streak threshold of
120 knots was arbitrarily chosen.

The last checklist question refers to the existence of an LFM-produced
surface low of 995 millibars or deeper between 38° to 45° N latitude and
550 to 75° W longitude. The LFM usually develops a weak new surface low
in the Atlantic along the strong sea-surface temperature gradient of the
Gulf Stream in response to wupper-level forecing. 0f the 28 bombs
examined, the wvorticity maximum responsible for rapid deepening pre-
existed the surface low in each case.

The checklist was completed for each LFM cycle during the 1985-87 cold
seasons. If four or more checklist questions were answered
affirmatively, the situation was closely monitored for the possibility of
explosive cyclogenesis. The four-yes threshold was estimated to be
optimal after reviewing checklist performance during the 1985-86 cold
season.

3. LFM TO NGM CONVERSION

For the 1987-88 cold season, the explosive cyclogenesis checklist was
converted from the LFM to the Nested Grid Model (NGM). Despite a
shortfall in predicted deepening, the NGM displays a high degree of skill
in forecasting explosive maritime cyclones. Checklist conversion
required minor adjustments to specific threshold values due to inherent
differences between models.
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The NGM-keyed checklist couples an initial  500-millibar  absolute
vorticity maximum of 17 x 103 s~1 or greater with a surface low of 990
millibars or deeper. NGM-produced vorticity maxima between 17 x 10-3 -1
and 20 x 102 s~! are characteristic of moderate bombs while strong bombs
exhibit initial vorticity maxima of 21 x 10> s~1 or greater. In
addition to model changes, the jet streak threshold was lowered by 10

knots. The NGM-keyed checklist appears below.

1. Does a 500-millibar absolute vorticity maximum of 17 x 10~3 s=1 or
greater exist in the NGM dinitial analysis over an area bounded by
30° to 509 N latitude and 85° to 110° W longitude?

2. Does this 500-millibar wvorticity maximum maintain initial intensity
or strengthen on successive 12, 24, 36, and 48 hour NGM charts?

3. Is this 500-millibar vorticity maximum forecast to move an average of
30 knots or greater through 48 hours?

4. Does the dinitial NGM-produced 500-millibar vorticity maximum cross
the coast between 329 and 45° N latitude?

5. Does a jet streak of 110 knots or greater exist at 250 or 300
millibars within a 300 nautical mile radius in the semicircle south
of 'the initial 500-millibar vorticty maximum? -

6. Does the NGM develop a surface low of 990 millibars or deeper during
the next 48 hours over an area bounded by 389 to 45° N latitude and
550 to 75° W longitude?

The checklist was completed for each NGM cycle during the 1987-88 cold
season. The four-yes threshold was utilized.

4. CHECKLIST PERFORMANCE

Completed checklists from the 1985-86, 1986-87 and 1987-88 cold seasons
were examined for individual cases when four or more questions were
answered affirmatively. These were denoted forecast episodes.
Consecutive checklists referring to the same cyclone were considered as a
single episode. A particular cyclone, whether it qualified as a bomb
during a single 24-hour period, or for overlapping periods, was
considered as a single event. To be considered an event (E), a cyclone
had te qualify as a bomb somewhere within the area bounded by 38° to 459N
latitude and 55° to 75°W longitude.

A hit (H) was scored when a cyclone qualified as a bomb in the forecast
area at some time from zero to 36 hours after a forecast episode. If no
bomb occurred in the area within the time range of any of the checklists
in an episode, that forecast episode was denoted a false alarm (FA). If
a bomb occurred and was not within the time range of any checklist with
four or more affirmative answers, the event was denoted a miss. A
probability of detection, false alarm ratic, and critical success index
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was calculated for each cold season to determine overall checklist
performance. The probability of detection (POD) is H/E. The false alarm
ratio (FAR) is FA/(FA + H). The critical success index (CSI), or threat
score, is given by €SI = [(POD)~! + (1 - FAR)-1 -1]-1.

4.1 1985-86 Cold Season

Routine completion of the explosive cyclogenesis checklist was instituted
at the National Weather Service Forecast Office at ~ Boston in late
December 1985, During the period from 19 December 1985 through 31 March
nine events were observed from National Meteorological Center (NMC)
analyses as compiled by Sanders (1987a). Peak occurrence was in January
accounting for four events. Three events occurred in February, followed
by two events in March.

The explosive cyclogenesis checklist forecast 13 episodes accounting for
six hits and seven false alarms. The checklist missed three bombs.
These statistics resulted in a probability of detection of .67, a false
alarm vratio of .54, and a critical success index of .38. Of the seven
false alarms, four coincided with gale or storm centers that did not meet
meteorological bomb criteria.

The three bombs missed by the checklist exploded east of Sable Island
resulting in storm—-force winds south of Nova Scotia. Vorticity maxima
associated with the three misses crossed the coast north of 42° N
latitude. After reviewing checklist performance in these cases, the
northern crossing point for vorticity maxima was extended to 45° N
latitude for the 1986-87 cold season.

4.2 1986-87 Cold Season

The 1986-87 cold season proved to be considerably more active than the
preceding one. From 1 October 1986 through 31 March 1987, 17 events were
observed from NMC analyses as compiled by Sanders (1987b). Peak
occurrence was during January and February, with each month accounting
for five events. The months of November and December each accounted for
three events. One event occurred in October.

The explosive cyclogenesis checklist forecast 25 episodes accounting for
13 hits and 12 false alarms. The checklist missed four weak bombs.
These statistics resulted In a probability of detection of .76, a false
alarm ratio of .48, and a critical success index of .45. Of the 12 false
alarms, 1l coincided with gale or storm centers that did mnot meet
meteorclogical bomb criteria. In earlier studies, Auciello and Sanders
(1987a, 1987b) reviewed checklist performance from the 1985-86 and
1986-87 cold seasons in detail.

4.3 1987-88 Cold Season

From 1 October through 31 March 1988, 15 meteorological bombs were
observed over the checklist forecast area. Peak occurrence was in
December with four events preceded by three events in November. Two
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events occurred in January followed by two events in February and three
events in March. Once event occurred in early October.

The NGM-keyed explosive cyclogenesis checklist forecast 18 episodes
accounting for 12 hits and six false alarms. The checklist missed three
bombs. These statistics resulted in a probability of detection of .80, a
false alarm ratio of .33, and a critical success index of .57. 0f the
six false alarms, one was a bomb that developed just outgide the
verification area. Four other false alarms coincided with gale or storm
centers that did not meet meteorological bomb criteria.

Skill in the 1987-88 cold season 1s difficult to compare with the skill
for the two preceding cold seasons since the checklist was keyed to
different models. The four-yes threshold probably remains optimal. A
different threshold would produce changes in opposite directions in the
probability of detection and the falgse alarm ratio. Of the three misses,
two bombs were associated with vorticity maxima that never crossed the
coast but tracked northeast parallel to the coastline. The third miss
resulted from a poor NGM forecast of 500-millibar vorticity.

5. SIGNIFICANCE OF CHECKLIST QUESTIONS

For the 1987-88 «cold season, percentages of affirmatively answered
questions were computed for all checklists associated with forecast
episodes that were scored hits. Question 1, dealing witlh the existence
of a significant vorticity maxXximum in the spawning area, was answered
affirmatively 97 percent of the time. Question 3, dealing with the speed
of this vorticity maximum, ranked second and was answered affirmatively
94 percent of the time. Question 4, dealing with the coastal crossing of
the vorticity maximum, ranked third and was answered affirmatively 87
percent of the time.

These percentages are not surprising. Sanders (1987a) examined the
intensity, speed, and latitudinal crossing of 500-millibar absolute
vorticity maxima and associated explosive cyclogenesis in the Western
North Atlantic. Research showed that during.the 1986-86 cold season, 40
percent of the upper-level vorticity maxima crossing the east coast of
North America produced meteorological bombs. The overall likelihood
increased to 50 percent at the height of the bomb season,

Jet streaks, once thought to be a unique synoptic signature of explosive
cyclogenesis, ranked fourth. Question 5, dealing with jet streaks, was
answered affirmatively only 77 percent of the time. Although redundant,
since strong baroclinicity is handled by the speed of a vorticity maximum
in question 3, the dinclusion of the jet streak question serves to
reinforce the existence of strong baroclinicity.
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Question 2, dealing with subsequent strength of an initial vorticity
maximum, ranked fifth and was answered affirmatively 71 percent of the
time, This infers that a strong initial veorticity maximum may, within
1imits, decrease in intensity and still produce a bomb.

NGM development of a surface low 990 millibars or deeper over the
checklist forecast area, dealt with in question 6, ranked last and was
answered affirmatively 61 percent of the time. The NGM will wusually
develop a weak new surface low in the Western North Atlantic in response
to wupper-level forcing. While several checklists associated with
explosive development were associated with NGM surface lows in the 991 to
995 millibar range, increasing the checklist threshold bv 5 millibars to
compensate for the NGM's shortfall in predicted deepening would only
increase the number of false alarms.

Upper-level vorticity appears to be the key to forecasting explosive
maritime cyclones in the Western North Atlantic. Vorticity maxima
responsible for rapid deepening pre-exist a surface low. The motion of a
vorticity maximum relative to a surface low is a counterclockwise spiral
beginning to the northwest of the nascent bomb and ending to the south of
the developed storm. Strong bombs are distinguished from moderate bombs
by the substantially greater initial separation distance and the greater
relative speed of the vorticity maximum.

6. PROBLEMS AND SOLUTIONS

A problem frequently encountered during completion of the explosive
cyclogenesis checklist was the existence of dual initial 500-miliibar
abscolute vorticity maxima in the spawning area. In such cases, checklist
completion should be accomplished by handling each vorticty maximum
separately. Another problem often encountered was the tracking of
merging vorticity maxima. In these cases, checklist completion should be
accomplished by following the vorticity maximum created by the merge.

Although the checklist is an objective technique, inconsistencies in

checklist completion are common. This is a pitfall that should be
avoided. The threshold values assigned to both the LFM- and NGM-keyed
checklist questions were - systematically chosen. For all checklist
questions where a threshold value is not met, a mnegative answer is
required. Close does mnot count. Subjectivity should not enter into

checklist completion and is responsible, in part, for a higher than
expected false alarm ratio.

During the 1985-86, 1986-87, and 1987-88 cold seasons, the false alarm
ratios were .54, .48, and .33, respectively. This steady decline in the
false alarm ratio is due, in part, to increased proficiency in checklist
completion. However, a lower false alarm ratio is desirable. Fal%e
alarm recognition is the key. The absence of an affirmative answer for
question 6, dealing with model development of a surface low over the
forecast area, should arouse suspicion. In almost all cased, false
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alarms can be recognized by the complete absence of a model-produced
surface low over or near the checklist forecast area. In defense of the
checklist, 80 percent of the false alarms .that occurred during the past
three cold seasons coincided with gale or storm centers that did not meet
meteorological bomb criteria. In fact, one wags a bomb that developed
just outside the verification area. Overwarning does not appear to be a
problem.

The checklist has averaged three misses per cold season. A majority of
these misses were associated with weak bombs. Weak bombs were omitted
from checkliist development since such events do not normally produce
storm-force winds. More importantly, during the 1987-88 cold season, two
misses were associated with vorticity maxima that never crossed the coast
but tracked northeast parallel to the coastline.. The checklist relies on
the coastal crossing of wvortiecity maxima and fails to adequately
recognize these coastal skimmers. When a checklist produces three
affirmative answers coupled with an NGM forecast of a coastal skimmer,
the situation should be closely monitored.

7. CONCLUSIONS

The explosive cyclogenesis checklist 1s an objective operational
technique for forecasting meteorological bombs in the Western North
Atlantic between 380-45° N latitude and 559-75° W longitude. The
checklist incorporates tangible meteorological parameters responsible for
explosive development. The intensity, speed, and coastal crossing of
500-millibar absolute vorticity maxima are of primary importance,

The purpose of the checklist, as designed, 1is to increase forecaster
awareness as to the potential for explosive deepening. Simply stated: if
you, the forecaster, do not suspect a bomb, then you will mot be actively
searching for omne. If you, the forecaster, are not actively searching
for a bomb, thenr you will not find it until it is too late.

During the past three cold seasons, the checklist has proven to be a
valuable aid in the prediction of explosive maritime cyclones resulting
in increased lead—time of marine warnings. Advanced warning is crucial
to a mariner's decision-making process.
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WINTER WEATHER AND THE CENTER WEATHER SERVICE UNIT
WAYNE D. WEEKS, CWSU METEOROLOGIST
BOSTON AIR ROUTE TRAFFIC CONTROL CENTER

NASHUA, NEW HAMPSHIRE

ABSTRACT

Each of the twenty-two enroute air route traffic control
centers (ARTCC’s) in the United States has a complement of four ,
National Weather Service (NWS} meteorologists to serve the i
aviation public by advieing air traffic controlling and other ’
Federal Aviation Administration (FAA) personnel on weather.
The purpose of this article ia to inform the general
neteorological community of our specialized duties and operations
during winter weather. ‘

OUTLINE
I. "Yes or no" thinking and acceptance rate.
II. Acceptance rate, wind direction, programs, and delays.

ITI. Snowfall and snow removal.
IV. Center Weather Advisoriea (CWA’s).
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I. "“YES OR NO"™ THINKING AND ACCEPTANCE RATE.

Although the briefinga, forecasts, and advisories provided
by the CWSU are for the benefit of the aviation public, the
primary recipients of our products are FAA air traffic control
personnel. Their mindaet may be entirely different from that of
the general public. I say that to provide background for how our
products must be worded to achleve the maximum effect. the
analocgiea that best may fit our situation are left-and-right
brain thinking or the marriage of an engineer to an artist.

Air traffic control requires a greater degree of precision
in forecasting than that which is required by general weather
foracaste. Therefore, apecificity in forecasting is important
in many casea. Those of you who have experienced the dilemma of
foracaating for an area the aize of several states, while being
verifiad by only a few cheservation pointas, can better undarstand
the problem. To illuatrate the importance of precision
forecasting, a caae in point would be an airport where the
acceptance rate is cut in half when the runwayas are wet. To
clarify, let me explain acceptance rate. The acceptance rate
is the number of air craft that can land at an airfield under
given conditions. Because braking action on a wet runway is
alower than that on a dry runway, it may take ajrcraft twice as
long to atop on wet runwaya. Because of the alower braking
time, fewer planes can land, atop, and clear the runways in a
given amount of time. For the example, let’s say that our
airport can land one plane a minute, or aixty an hour under dry
conditiona. On a wet runway, it takea an aircraft two minutes
to land, stop and clear the runway. So only thirty aircraft per
hour can land there when it‘s wet. Thus the acceptance rate has
been cut in half. R

Because of parameters such aa wet or dry runwaya and the
aeffect on the accepitance rate, air traffic personnel do nct want
to know about ascattaered showers or a chance of rain. They want
to know whether or not the runways will be wet and at what time.
The reason for this exactness ia that sixty aircraft may be
deatined for our airfield at a given hour; and if the runway
aurfaces are wet, thirty of those planes and their passengers
will have to wait. Such delay will cause unneceasary fuel to be
burned by the aircraft and an increased work load on the air
traffic controllera, who will be communicating with the pilota
while they circle the airfield awaiting their turns to land.
With the propar notice, the aircraft can be delayed at their
gates before becoming airborne.
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Probability terms such as "chance of," "likely,"
“occagional," or "slight chance" are of little help in many
aspects of air traffic control. It doean’t take too long to
realize what kind of accuracy a yes-or-no precipitation forecast
will have.

This yeas-or-no thinking applies to such things as
-precipitation type, cellings, visibilities (will the viasibility
be above or below one half mile?), and wind direction. Members
of the weather forecasting community can see the difficulties
that may occur during a New England Nor’easter with liquid,
mixed, and frozen precipitation.

II. ACCEPTANCE RATE, WIND DIRECTION, PROGRAMS, AND DELAYS.

On the day after a snowstorm, the visibilities are good, the
cloudes are often scattered, and the wind is strong from the
northweat. This combination would lead-.one to believe that there
would be no difficulties in landing. Admittedly, compared to the
low viasibilities and blowing snow of the previous day, there are
fewar problema; but conditions are still less than ideal.

I I E T R E R Ry Y Ry Y Yy T Yy Yy

SEE EXHIBIT 1 FOR A DIAGRAK OF BOSTON’S RUNWAY CONFIGURATION
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Looking at the diagram of Boston’s airfiaeld, we see tunways
thirty-three right and left, the onea used when there is a wind
from the Northwest. Large aircraft can use only runway 33L,
bacause 33R, at 2557 feet, is not long enough to acccomcdate
their deceleration and breking. So for the purpose of major
alrlinera, when there ias a atrong Northweat wind, Bozton is a one
runway airport. Not only doas this mean that landing aircraft
have only one choice, but departing aircraft have the same
choice. Not only do landing aircraft have to wait their turns in
line to land, but they muat share the runway with planea on the
ground taking off.

How does forecasting Northwast winds make a difference?
It doean’t. A forecaat of wind from three hundred thirty degrees
at twenty-five knots guating to forty in iteelf is not a great
deal of help without a time frame for when it will begin or end.
will the velocity remain the same? Will thie wind laat through
the rush hour? When will the gusta subside? When the wind
ahifta, will it shift more to the West, or to the North and to
the Northeast? These, among otheras, are the typee of questions
that we at the CWSU try to answer.
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All other conditions being equal, the acceptance rate at
Boston is 36 when runways 33R and L are the only ones in use. As
the wind direction shifts to a more Westerly direction, aircraft
will be able to depart on runwy 27. Use of the added runway will
increase the acceptance rate to 44, Should the wind

ahift to a more Northerly direction, or to the Northeast,
runways 4R and L can be used, increasing the acceptance rate to
S0.

Becauase Boston’a Logan airport is the one we at Boaton
Center deal with daily, I have used it ad an example.
Meteorologists at other centers tell me that wind directiocon
causes aimlilar difficulties at New York City, Pittaburg,
Detroit, and Washington National airports.

On any given day, the normal rusah hour traffic load at major
airports approaches the maximum that the airporta can handle.
Therefore, weather restrictionas auch as unfavorable wind
directiona, low ceilings or visibilitieas, put an additional
burden on a nearly saturated aystem. To prevent overloads on the
alr traffic ayatem, the FAA traffic management personnel have
computer programa to notify facilitiee nationwide of delays in
flighta planned to certain airports or areas of the country.
These "programa" result in delays which may be in the form of
holding on the ground for thirty minutes all aircraft deatined
for the restricted airport. The delay could worsen to several
hours, or, in the worst case, all inbound flights could be
cancelled until]l the weather improves. Ancther form of program
would be in the form of an en route delay by increasing the
spacing of ailrcraft flying over a certain waypcint (e.g. thirty
miles in trail over Providence,) in order to allow more time for
aircraft toc land and clear the runways.
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III. SNOWFALL AND SNOW REMOVAL.

Anticipating unfavorable conditions such as strong winds,
unfavorable wind directions, snow storms, freezing precipiltation
events, wet runways, etc. is where the CWSU forecasters provide
a4 great deal of help during winter storms.

Moat of the forecasts prepared at the CWSU for traffic
planning purposes are shorter in duration than those prepared for
the general public. ARTCC personnel fosus their planning
primarily on the present shift, and then on what conditions
can be expected for the next shift. Extra attention ias paid to
the weather forecast for the next rush hour. These concerns are,
firat, for anticipating air traffic delays, and, smsecond, for
determining perscnnel to be assigned to the next ahift.
Additional people can be and have been called in for the next
shift because of CWSU weather forecasta. In order to accomcdate
the work loading of the shift at hand and the next shift, the
time frame of our moat important forecasts is from twelve to
sixteen hours. ‘

Mogt air traffic personnel ususlly learn of a forthcoming
winter atorm aeveral days in advance from general public
information, such as the NOAA weather radio. At the Boston
Center, a briefing asheet with an outlook to thirty-aix hours paat
the isauance time notifieas the aviation community of an impending
storm,. Thia far in advance, one of the services we provide the
FAA is forecasting the accessibility of remote equipment for
periodic maintenence.

The firat advisory that we issue is called a Meteorological
Impact Statement (MIS),which 1e valid up to twelve hours. This
is the firet CWSU issuance notifying our Air Traffic people of
the oneset of weather hazardous to aviation. It will include
forthcoming turbulence, low level wind shear, icing, low IFR
conditiona, precipitation types and winda. Because of the time
period of the MIS, it often is the last advieory issued on our
evening shift, or the first one lasued during the morning.
Twelve hours is adequate time to anticipate an increased workload
for the next rush hour, which i=s either early morning or late
afternoon.
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With the onaet of anowfall, concerna, in addition to the
basic¢ terminal forecast information, become important for air
traffic operation. These require special purpoae forecasts
unigque to airport operationa. Because aeveral inches of gsnow
will require closing runways for snowplowing, snow accumulation
is important. During asome anowstorms, the primary runwaya at
airporte may be closed more than once for anow removal.
Anticipating a wind shift, which will require changing the
primary runway{(s) is extra important when snow removal will be
required on the new runway.

Iv. Center Weather Advisories (CWA’s).

Often a hazard to aviation will cocaur that is not of
sufficient magnitude to warrant an advisory from the National
Aviation Weather Advisory Unit (NAWAU) located in Kansaas City.
Thia meansa a condition may not cover a large enough area to
Justify a Sigmet or an Aiimet. The areal extent of thia
condition, though not large on a national ascale, is significant
enough to affect air traffic”in'an ARTCC’as boundariea. Low level
wind ashear, severe icing, and aevere turbulence are the most
likely conditions for CWA’as. At this time, the CWSU

-meteorologist will iassue & CWA. Ailr traffic controllers will

read a CWA to all aircraft on their frequencies. That means this
is an en route advisory, as well aa a flight planning advisory.

There are also timea when a sigmet issued by NAWAU covers
such a large area to be confusing to pilotas and controlleras in an
individual center’a boundarias. For an example, imagine an
alrcraft flying from Albany (ALB), New York, to Concord (CON),
New Hampahire, at 29,000 feet.
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SEE EXHIBIT 2 FOR THE ROUTE FROM ALB-CON.
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Thia flight could be part of a longer one, but this leg of the
trip ia in the Boston ARTCC airspace. At some point during the
flight, the air traffic controller reads that Sigmet Alfa 1 isg
in effect for moderate or greater turbulence from flight levels
20,000 to 40,000 feet in an area bounded by Nashville (BNA),
Tennesee, Portland (PWM), Maine, Cape Hatteras (HAT), North
Carolina, Savannah (SAV), Georgia, and back to Nashville.
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Does the flight from Albany to Concord croas the line into
the area of expected turbulence? The majority of aircraft that
ARTCC’s deal with do not have a handy map of sufficient scale to
determine that anawer, which is not obvioua. The pilot could ask
the air traffic controller, who wcoculd then likely ask the CWSU
meteorologist. '

LA AR A XS SRR SRR RS REREREREREESERERREREREXR,]

SEE EXHIBIT 3 FOR THE SIGMET AREA.
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In cases such as this one, a CWA.coﬁld be iséued that would
more clearly define the turbulence area.for air traffic personnel
and aircraft within the local boundarieas. The 'CWA would have a
heading that croas-references the applicable sigmet. In the
example, if the sigmet were worded as auch:

SIGMET ALFA 1 131500-131900
FM BNA-DPWM-HAT-SAV-BNA.

NC SC GA TN KY VA WV MD DE NJ PA NY CT RI MA VT NH ME AND COASTAL
WATERS

MDT-SVR TURBC FL 200-400. CONDS LKLY CONTG BYD 19002Z.

The CWA would be worded as such:
ZBW1 CWAOLl/ALFA 1 131500-131700
FM HNK-ALB-PWM-HTO-LGA-HNK.

MDT-SVR TURBC FL200-400. CONDS CONTG BYD 1700.

(Note that CWA’s can only be wvalid for two hours.)

L A2 R RS RERERRERESEEES SRS SRR,

SEE EXHIBIT 4 FOR THE CWA AREA.
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For a pilot whoae flying ia primarily confined teo the
Northeaastern U.S5., the area bounded in the CWA is eagiler to
viaualize than that in the Sigmet. As can be seen by looking at
exhibits 2 and 4, the entire route from Albany to Concord isa
within the area of turbulence.

Because the CWSU is located in the same room as our primary
consumers, the air traffic controllers, thia.allowe us to be more
reaponsive to the aviation community. We can isasue a CWA shortly
after receiving a few pilot reports. There haye been cases when
advisories have been requeated by FAA supervisors. Occasionally
a CWA will be iasued as a leader for a forthcoming sigmet. FAA
publicaticns treat CWA’s the same as aigmets, as far as
digsemination to the aviation community.

During winter storms, a rapid response time can be

eapecially valuable because of .the frequently changing typea of
precipitation, wind speeds and directiona. )
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LATE SEASON SNOWFALLS IN THE NORTH CAROLINA MOUNTAINS
ASSOCTATED WITH CUTOFF LOWS

Michael E. Sabones
and ;
Kermit K. Keeter

WSFO Ralelgh NC

I Introduction

Late season snowstorms are a significant forecast problem in any part of
the country. Late season sncwfall events that occur with upper level cutoff
lows pose some unique problems for the North Carollna mountains. Vertical
temperature differences can result In snowfall during events that had no
previous history of snow at lover elevatlions. Orographlic effects from
upslope £low durlng these events, as well as the dynamjcs assoclated with
cutoff lows, help sustain enough cold alr over the area to produce
shovfall, while meteorological factors favor a rainfall event at lower
elevations.,

Pwo cutoff lov events will be examined, April 2-5, 1987, and April 12,
1988, These were distinctly different events In some respects while quite
similiaz in others. One element common to both cases was surface
temperatures prior to each event. Daytime temperatures one day prlor to
each event were quite varm, generally in the 60s (F). A major snow event in
April is a climatologically unlikely event in the North Carolina mcuntalns,
and varm surface temperatures prior to onset only made a major snowfall
event seem more unlikely.

This paper will explore some of the problems forecasters had to deal with
in a brief analysis of each event.

IT 2April 2-5, 1987

This wvas a rather long lived episode that occurred when an open trough over’
the Mississippl valley, became a cutoff low over Kentucky and Tennesses,
Some of the higher mountain locations recelved more than 40 inches of snow
for the four day perlod. Snowfall totals ranged up to 60 inches, measured
at Newfound Gap In the Great Smoky Mountains National Park on the North
Carolina - Tennessee border. This wvas a nev single storm snowfall record
for North Carclina.

The 24 NGM 500 mb forecast for 1200 UTC, 3 Apr 1987 (fig., 1), indicated a
negatively tilted open trough over the Mississippl valley. Areas of
cyclonic vorticity were forecast around the bottom of the trough, and also -
on the west side of the trough near the Minnesota/Wisconsin border,
assoclated with the Jet stream digging into the trough. The 24 hour NGM
surface forecast indicated a surface low pressure area on a frontal zone
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over northern Georgia.

These forecasts (flg. 1) verlfied quite well., The 1000-500 mb thickness
values were cold enough to support snowfall over the area (generally
accepted below 5430 m), so forecasting precipitation type was not a
probtem. The problem was how much.

The 24 hour NGM 500 mb forecast that was run 12 hours later for 0000 UTC, 4
Apr 1987 (f£ig. 2), Indicated the open trough would continue to drift slowly
eastward with cyclonic vorticity moving around the bottom of the trough. It
had been snowing most of the day in the North Carolina mountains when this
forecast was received. all indicatlons were that the open trough would
continue to move east.

Earller model runs verified well so this scenario seemed reasonable. Snow
was expected to taper off with only minor additional problems expected for
the North Carolina mountains.

What verified 24 hours later was a different story! A cutoff low had formed
at 500 mb over Kentucky and Tennessee (fig. 2). Cyclonic vorticity forecast
to rotate around the system, and also on the back side of the trough
associated with the digging jet max, was stronger than forecast. Once the
500 mb cutoff formed, the surface low deepened and moved into Virginia.
¥Winds shifted from the southeast to the northwest with the passage of the
low. Strong northwest winds on the back side of the low kept snow falllng
across many areas of the mountains all day on the 4th and 5th. The higher
elevatlons recelved most of the shnow in the later stages of the ewvent.

One of the most lmportant meteorologlcal aspects leading up to the
formation of the cutoff low with this event was the strong cyclenic
vorticity related to the digging jet max on the back side of the trough. It
would be difficult for a forecaster to determine the contribution of this
factor to the formatlon of the cutoff low in real time, but it was one cf
the slgnificant factors not handled particularly well by the mumerical

X = JRES K] | =g ‘\‘\“./
Ay A

I Ny e ‘\'
8500 mb .ra“‘;' 2 £
0000 UTC \&v .”

VT 0000 UTC \ ¥

4 APR, 1987
"\‘ st ‘Q_’

Filg. 2 NoM forecast and observed 500 mb height and vorticity, 0000 UTC,
4 April 1987.
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Another forecast problem that ls common with cutoff lows in the North
Carolina mountains is strong winds when the cutoff low is east of the
mountalns. This cutoff low drifted east of the mountains on the 4th. strong
winds developed with blowing and drlfting snow. Late evening of the 4th,
the northwest winds became even stronger and reportedly toppled several
traller trucks on highway I-40 just east ¢of Asheville.

IIT Aprlil 12, 1988

While this storm was not a record breaker in terms of snowfall, it posed
some very difficult and unique forecast problems. Snowfall totals reached
up to 18 inches on the higher peaks of western North Carolina with average
snowfall totals in the North Carolina mountains between 4 and 8 inches.
Cold air required for the snow in this case advected Into the area from the
south, a very rare occurrence for the North Carolina mountalns.

The 24 hour NGM 500 mb forecast (£ig., 3) for 1200 UTC, 12 Apr 1988,

. indicated the presence of a large 500 mb cutoff low over southern Alabama.
This forecast verified with a deeper cutoff low a little further to east,
over Georgia. This same trend was observed for the surface pressure fleld.
The 24 hour NG forecast indicated a surface low pressure area over
Miasissippi that actually verified a little further to the east.

The more important forecast problem for this case was in dealing with the
forecast thermal fleld. The favored 1000-500 mb thickness threshold for
snov in the North Carolina mountains is around 5430 m, as mentioned
previously. The center of the cold alir based on the 1000-500 mb thickness
fleld was forecast by the NGM over southern Alabama (fig. 3). The observed
center of the cold alr at 1200 UTC, 12 Apr 1988, wvas further east, over
Georgla. This was still south of North Carolina and forecast to move east.
Yet snow began to fall in the North Carolina mountalns around 0860 UTC and

- continued well into the afternoon. This took place despite the fact that
almost all of the precipitation assoclated with this system prior to
reaching the North Carolina mountains was in the form of raln, even in the
center of the cold air.

A look at the 850-700 mb (fig. 4) helps explain what took place. An "X"
marks the center of the 850~700 mb thickness cold alr, first at 1200 UTC,
11 Apr 1988 (Missourl), then at 0000 UTC, 12 Apr 1988 (southwest
Mississippi), and £inally 1200 UTC, 12 Apr 1988 (noxth Georgla}. The 850 mb
level streamlines advect that cold alr in Georgla directly into the North
Carclina mountains from the south. The 1540 m thickness value for the
850-700 thickness flield is used as the threshold value for snow in this
column, so the 1520 m thickness air over Georgla certainly met that
criteria. At lower levels, the 1000-850 mb thickness levels were generally
too high (wvarm) for snow. This explains the lack of any previous history of
anow with this system while it passed over lower terrain. The one exceptlion
occurred when snow was reported the morning of April 11, 1988 over the
elevated terrain in the Ozarks of Missouril and Arkansas.

One of the most challenging questions that usually accompanies a cutoff low
event is "how long will the thermal structure support snow?". Several
mechanisms are usually at work with these systems that will affect the
vertical temperature field, and most are difficult to Judge in a rapldly
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Fig. 4 850-700 mb thickness (dashed) and 850 mb streamlines (solid)
1200 uTC, 12 April 1988.

changing situation. In the 12 April 1988 case, the cold air advection from
the south wvas then aided by evaporative cooling, cooling associated with
orographlc 1lifting, and cooling from dynamical lifting with the closed low.
Cold alir advectlion that was present from Virginia to Malne in the 850-700
mb column on 12 Aprll 1988, may also have worked into the system during the
later stages to prolong the snowfall,

One method used at WSFO RDU to account for the variety of mechanisws that
affect the thermal structure, is a statistical approach based on the
Greensboro sounding. The Greensboro sounding is usuvally representative of
the air over North Carolina for a snowfall event, Regression equations have
been developed to forecast the preobablility of frozen precipitation at a
number of stations across the state based on this sounding. Unfortunately,
this sounding vas not representatiwe of the alr over North Carolina for
this case. The frozen precipitation probability based on the Greensboro
sounding for Asheville was quite low (fig. 5). However, lf data from a
sounding that was representative of the alr over the area was used (Athens,
Ga.), the forecast was qulte good.

- GREENSBORO SOUNDING : ATHENS SOUNDING

1200 UTC, 12 APR, 1988 1200 UTC, 12 APR, 1988
GSO 1000-850 MB THICKNESS (METERS)...1323 AHN 1000-850 MB THICKNESS (METERS)....1318
GSO 850-700 MB THICKNESS (METERS).... 1583 AHN 850-700 MB THICKNESS (METERS)....1519
@GSO 1000~700 MB THICKNESS {METERS)...2898 AHN 1000-700 MB THICKNESS (METERS)...2837
STATION FROZEN PRECIPITATION PROBABLITY STATION FROZEN PRECIPITATION PROBABLITY
AVL 12 AVL 100
HKY 0 HKY. 49
Gs0 0 aso 55

Fig. 5 Results of WSFO RDU's local guldance for predicting precipitation
type, 1200 UTC, 12 April 1988 (Kexmlt Keeter, WSFO RDU, personal
correspondence}. 238



IV Conclusions

Every upper level cutoff low that develops 1ln the late winter/early spring
has lts own individual characterlstics, but there are also several common
characteristics that can be applied to most of these systems for the North
Carolina mountains.

The synoptic pattern at 500 mb usually is represented by a sharp, dilgging
trough with a negative tilt, and a Jet max on the backside. At the surface,
there is a slow moving cold front with a low to the northwest of the North
Carolina mountains along the cold front. As the 500 mb trough cuts off, the
initial surface low £ills, apd a nev surface low develops to the southeast
of the old low. This system bscomes vertically stacked, sits and splins,
often for several days as in the 2-5 Aprll 1987 case, Pockets of .cold air
capable of changing rain to snov in the mountains rotate around the system
into the mountalns from the north and west and even the south.

A snow advisory will probably be needed for the North Carolina mountains
and a heavy snow warning will be possible, Strong winds will probably
develop if the mountains are on the west side of the cutoff low. High wind
warnings may be needed in this situatlon.

Significant weather is not only limited to the North Carollna mountalns in
these cases either. A pronounced dry slot may work into the systems,
allowing clearing skies and rising temperatures east of the mountalns. This
results in a destabilizing atmosphere as colder temperatures aloft
assoclated with the cutoff low move over the wvarmer alir at the surface.
Severe thunderstorms may then develop ahead of the cold front preceeding
the cutoff low.

At the North Carolina coast, gale warnings and posslbly storm warnings may
be needed lf the low redevelops over the area south of Cape Hatteras and
deepens.

There 1s one other major problem a forecaster usually has during these
events. It ls very difficult to £ind the time to properly analyze and then
forecast all the implications that develop. Careful analysis and an
understanding of the numerous forces at work and possible outcomes helps a
great deal. It is also important to recognize the potential early so that
adeguate staffing can be made avallable.
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GEORGIA WINTER STORM - JAN. 7, 1988
By
James Noffsinger and John Laing'

DESCRIPTION OF EVENT:

A major winter storm occurred across a large part of the
Southeast including North and Central Georgia on Thursday January
7, 1988. Accumulations of snow totaled 10 to 16 inches across
the extreme northern counties of Georgia, and accumulations of
mostly sleet totaled 2 to 4 inches in the north-central part of
the state in a band across metropolitan Atlanta and Athens. (See
Fig. 1). Farther south, in a broad band across the mid-state
area from Columbus to Augusta, mostly sleet and freezing rain
accumulated 1 to 3 inches on the average. A light glazing of
freezing rain mixed with rain occurred across the south-central
part of the state in a narrow band from Albany to Savannah. See
Figs. 8 and 9 for the delineation of precipitation types.

This storm resulted in major disruptions of travel across the
northern half of the state, and minor problems in the
south-central area. About 36,000 power outages occurred in the
state. Most occurred in the south-central part of the state
where the freezing rain predominated, and in the extreme north
where the heavier snowfalls occurred. Most businesses and nearly
all of the schools closed down on the 7th and 8th, and most
schools remained closed on Monday the 11th and Tuesday the 12th
from the Atlanta and Athens areas north. Many school systems in
the extreme northern counties, where the snow was more than a
foot deep, remained closed through Friday the 15th due to
snow-clogged streets and secondary roads.

The precipitation began as snow in the northwest corner of Geogia
about 06Z on Jan. 7th and spread across the northern third of the
state by 12Z. By 182 on the 7th, the precipitation quickly
encompassed the central part of the state as a mixture of sleet
and freezing rain, and the southern third as a cold rain. The
precipitation ended from the west between 00Z and 06Z on the 8th
with the exception of some spotty freezing drizzle and light snow
flurries.

SYNOPTIC SITUATION:

For several days prior to the event, the 500MB pattern was
characterized by a deep low in southern Canada south of Hudson’s
Bay with a blocking ridge along the British Columbia coast. A
strong northwesterly flow persisted from western Canada into the
northern plains with a strong westerly flow across the Ohio
Valley and Gulf Coast states around the base of the trough. The
southerly branch of the westerlies was characterized by a strong
zonal pattern from southern California across the northern Gulf.

'National Weather Service Forecast Office; Altanta, GA
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A moderately strong short wave in the southerly branch moved
on-shore into California at 00Z on Jan. 6th and continued east
reaching West Texas by 00Z on the 7th. It then moved

rapidly east across the Southeast between 00Z and 122 on the 8th.
(See Figs. 2 and 3).

At the surface, a cold arctic high across the plains states on
the 4th and 5th established a pattern of cold air advection into
the southeastern states. This high moved east into the Ohio
Valley on the 6th, and was centered over Virginia on the 7th.

In response to the short wave in the southerly branch, a surface
wave developed on the South Texas coast around 12Z on the 6th.
(See Fig. 4). This weak low tracked east to the mouth of the
Mississippi River by 12Z on the 7th, to the Florida Panhandle by
00Z on the 8th, and by 12Z on the 8th the primary surface low was
on the North Carolina coast and moving northeast.

Very strong warm air advection developed aloft in conjunction
with the surface cyclogenesis. The precipitation spread east
just ahead of the strongest warm air advection and jet shown on
the 850MB chart (Figs. 5, 6 and 7). In spite of the strong warm
air advection aloft, the cold air held on stubbornly in the lower
levels.

As the surface high moved east of the Appalachians, cold air
damming developed down the eastern slopes of the mountains
through the Carolinas and Georgia. The wedging nose of high
pressure shown on Figs. 8 and 9 is evidence of the intensity of
the cold air damming. Strong northeast winds with a cross-isobar
flow developed in the lower 2,000 feet of ‘the atmosphere, and the
damming effect was intensified by the evaporational cooling as
the overrunning precipitation began to fall into the cold dAry
surface air. As a result, surface temperatures held in the 20’s
across North Georgia and in the 30 to 35 degree range in the
South throughout the day on the 7th.

The upper alir soundings for Waycross and Athens at 12%Z on the 7th
are shown in Figs. 10 and 11. These soundings show the very
strong temperature inversions in the lower levels, especially in
the northern sections of Georgia. 1In addition, the sounding at
Athens taken on the 8th at 00Z is shown as a dashed line to
850MB.

LOCAL FORECAST SOLUTION

Following the lead of the NMC extended forecast package, the
possibility of frozen precipitation was first mentioned for
Friday in the extended forecast issued at 445 AM on Feb. 4th.
Although the actual event occurred one day earlier (on Thursday),
this initial extended forecast alerted the public well in advance
of the event.
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The first zone forecast issuance to include the Wednesday night
and Thursday time frame was the 445 PM issuance on Tuesday. This
forecast correctly introduced sleet and snow for North and
Central Georgia and mentioned the possibility of accumulations,
although understated. This was followed by a winter storm watch
issued at 445 AM Wednesday for North Georgia with a prediction of
4 inches in the extreme north and 1 to 3 inches in the Atlanta
and Athens areas. The watch was extended south to include
Central Georgia at 1110 AM, and the accumulations were increased
to "4 inches or more" in the extreme North. The watch was
upgraded to a warning at 430 AM Thursday. Special Weather
Statements were issued frequently beginning early Wednesday
morning.

In summary this winter storm event was predicted well in advance
and comments from the Media and the Public were complimentary.
The predictions of 1 inch in the mid-state area and 1 to 3 inches
in the Atlanta and Athens areas proved to be very accurate. The
snow did not change over to sleet in the extreme northern
counties as expected, and thus the accumulations were understated
in the early forecasts. Nevertheless, a prediction of "more than
4 inches" adequately alerted the public 18 hours in advance. The
band of freezing rain was slightly further south than expected,
and the advisory for the south-central part of the state was
issued just at the onset.

FORECAST GUIDANCE

Extended guidance from NMC available the weekend before the storm
gave strong indications that some type of winter weather would be
in store for the Southeast later in the week. Both the extended
forecasts Saturday and Sunday showed that maximum temperatures
across Georgia Wednesday and Thursday would be 15 to 20 degrees
below normal with nighttime lows well into the 20s. While
precipitation chances were low on Wednesday, probabilities
increased to 30 to 40 percent across the state on Thursday. For
some reason the extended forecast guidance available on Monday
delayed the onset of precipitation until Friday with smaller
chances on Thursday.

Table A shows various forecast parameters derived from the LFM
and NGM models beginning with the Tuesday morning run through the
Wednesday evening run all valid Thursday 122 (near the onset of
precipitation in many areas). Table B shows similar forecasts
for the LFM and NGM models only with valid time of Friday 002
(about the ending time of precipitation in many areas).
Forecasts for both Atlanta and Savannah are shown with the
observed value of the various parameters. Atlanta and Savannah
were chosen because each was near the border where the
precipitation changed from rain to sleet (Savannah) or sleet to
snow (Atlanta). Also more detailed FPC guidance was available
for these two stations.
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As can be seen from the tables both models were fairly consistent
from run to run and were similar in their forecasts. Both models
performed very well with neither model clearly superior.

From the LFM model, the FPC guidance for Atlanta and Savannah is
shown in Table C for several runs preceding the storm. On the
002 run the temperature in parentheses is an estimate of the
Thursday morning minimum temperature derived from the 3 hourly
values, For comparison the temperatures derived from the
NGM/perfect prog technique are also shown.

It is interesting to review the Thursday 00Z guidance used in the
forecast issued early Thursday morning. It was this guidance
that would be critical in resolving the liquid/freezing/frozen
precipitation areas within Georgia as well as snow amounts. The
major (and as it turned out critical) shortcoming of this
guidance was the overestimation of the surface dew points at
nearly all points in Georgia. The observed dew points before the
onset of precipitation, during the middle of the day, and late in
the afternoon are shown as well as.the ambient air temperature.
It can be seen that this led to a seriocus underestimation of the
cooling that took place as the precipitation began to fall into
the very dry air. At several locations the precipitation began
as rain but quickly changed to freezing rain, sleet, or a
combination within an hour of onset. Thus rather than
temperatures rising through the day with a changeover to liquid
precipitation as indicated by guidance, temperatures fell and the
precipitation remained a frozen mix as far south as an Albany to
Savannah line.

The failure of the LFM model to correctly predict the dry air was
due to the strength of the wedge along the east coast ahead of
the developing storm system. This shallow pool of cold dry air
is characteristically not handled very well by either model,
especially the LFM. The strong northeasterly winds due to the
cold air damming led to a reinforcement of the cool dry air over
Georgia during-the day Thursday. This in combination with the
evaporative cooling which occurred with the onset of
precipitation was responsible for the steady or slowly falling
temperatures through the day rather than the warming as indicated
by the FPC guidance. Therefore rather than the precipitation
changing over to rain in the central and sleet in the north as
indicated by MOS guidance, it continued as snow throughout the
day in the north leading to an underestimation of snowfall
amounts. The subjective guidance available from the Quantitative
Precipitation Branch at NMC also placed the raln/snow line well
north of Georgia.

It is interesting to note (See Figs. 8 and 9) that the surface
temperatures across North Alabama were some 8 to 12 degrees F
warmer than across North Georgia and Northwest South Carclina
where the damming was in full force along the eastern slopes of
Appalachians.
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For example, the temperature at Savannah at the onset of
precipitation around 9:30 AM was 32 degrees at Savannah with a
dew point of 17 degrees. However the MOS guidance forecast an
early morning dew point of 32 degrees. Guidance indicated a
maximum temperature for Savannah of 48 degrees but at 1 PM
Savannah was 32 degrees with a dew point of 22 degrees and
intermittent freezing rain and freezing drizzle. Likewise at
Atlanta the early morning dew point before the onset of
precipitation was 9 degrees, considerably below the forecast of
19 degrees. Thus rather than warmer temperatures which would
change the precipitation over to liquid in many areas,
evaporative cooling allowed the precipitation to remain freezing
or frozen throughout the day. Additional guidance for Columbus
and Macon in Central Georgia also showed that the shortcoming was
consistent throughout the state.

The sounding at Athens provides some insight into what happened
during the day. As can be seen in Fig. 10 the sounding taken at
127 Thursday shows the 850MB temperature was -7 C, about 7
degrees less than forecast by the models. However, this was near
the base of a strong inversion and the temperature did rise to

-1 ¢ at 810MB. Below this level the dew point depression
averaged about 9 C. The sounding at 00Z Friday shows dramatic
warming at 850 MB (a temperature increase of 11 C in 12 hours)
while the surface temperature was 5 C colder. The average dew
point depression had decreased to less than 2 C. Therefore small
scale effects due to the cold air damming that were not well
resolved by either model served to prolong the winter type
weather through the day despite the strong warm advection aloft.

WSFO Atlanta routinely analyzes the 1000-850 MB and 850-700 MB
thickness charts from the AFOS plot routine which generates the
plotted data locally. A careful analysis of these thickness
values and applying "Younkin’s Snow Index" has been very helpful
in determining the boundaries between rain, freezing rain, and
sleet/snow in previous winter storm events. Again this scheme
proved to be very helpful on the January 7th storm. ’

Figs. 12, 13, and 14 show the "upper snow" line (850-700 MB
thickness of 1555 meters), and the "lower snow" line (1000-850 MB
thickness of 1310 meters). The area north of the "lower snow"
line and south of the "upper snow" line usually defines the area
of the freezing rain/sleet mixture. As seen on Figs. 12-14, this
scheme worked out quite well and was generally accurate in
defining the precipitation types. When the "upper snow" line
lies along or to the south of the "lower snow" line, there will
usually be a change over from rain to a wet snhow with no
intervening freezing rain or sleet.
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Conclusion:

While available guidance did a good job in predicting the large
scale features of this particular winter weather event, there
were shortcomings in the details that were critical in
determining the full impact of the storm. The shortcomings
centered on the failure of the models to sufficiently account for
the strong evaporational cooling in the lowest levels of the
atmosphere which was caused by the cold air damming along the
eastern slopes of the mountains. This in turn led to an
erroneously fast warm-up by the models, and thus there was a much
slower change-over from frozen precipitation to rain than
indicated by the models. Subjective guidance from NMC generally
followed the models. Forecasters at WSFO Atlanta recognized the
potential for cold air damming early-on, and made significant
adjustments in the guidance to more accurately assess the
severity of the storm. Thus, the forecasts, watches, and
warnings were very successful in alerting the public to the
upcoming winter weather.
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FIGURE 1,

TOTAL ACCUMULATIONS OF SNOW/SLEET/FREEZING RATIN

(INCHES)
FOR JANUARY 7, 1988 STORM,

- 243 -



)
i)
m EAL S0 WT vederTaudiad
Wi CAL' 538 VOT VeRITad7 AER

. 1 N oy
LFR ANl YE]S S30nE nEIGKTS
$027Teu G2 amn 300,

ze\llA J_ "

FICURE 2. 500MB ANALYSIS AND VORTICITY PATTERN
FOR 00Z, Jan. 7th, 1988.
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FICURE 3. 500MB ANALYSIS AND VORTICITY PATTERN
FOR 007, Jun. 8th, 1988,

- 244 -



FIGURE 4. TRACK OF SURFACE LOW, HIGH, AND FRONTS FROM C0Z
JAN. 7th THROUCH 12Z JAN. 8th,
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FICURE 7
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FIGS 5, 6, and 7.

850MB ANALYSES FOR 00Z AND

12z JAN. 7th, AND 00Z JAN, Bth.
ISOTHERMS AT 3 Degs. C intervals.,



FIGS. 8 ‘nd 9. L) . L S
SURFACE ANALYSES FOR 17Z ON .78,
THE 7th and 00Z on the 8th —
DELINEATING RAIN, FREEZING

RAIN, SLEET AND SNOW AREAS. «2u,
NOTE ISOBARIC PATTERN D
SHOWING “NOSE" OF HIGHER
PRESSURES THROUGH CAROLINAS
AND GEORCIA TYPICAL WITH
COLD AIR DAMMING.
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RUN

TUE/122

WED/0@Z
WED/122
THU/@B2Z
Q58S

TUE/ 127
WED/2OZ
WED/12Z
THU /802
aBs

RUN

WED/@0Z
WED/ 122
THU/@8AZ
CBs

WED/QB2Z
WED/ 122
THU/@@Z
oEs

FORECAST VALUES VALID TriURE

LFH

3&4
Sel8
567
68

S&9
573
572
572
374

FORECAST VALUES

SeamBs H SaeMs "H

NGM

S&9
oaB
o267
aé7

573
573
572
571

SUOME H SHOME H
LFM NG
S6& 570
Sb4 568
564 564
L

I‘f’ -
572 575
571 I b
571 571
573}.-

TABLE A

ATLANTA

LOBe-500

-LFM

244
o946
945

545

S48

SAVANNAH
550
549
549
£49

TABLE B

ATLANTA

1000-5@@ K

Lyl

SEa
Soe

[ 4 ¢
Sl

| SAVANNAH

a0
L0 LR
on e
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NGM

S44
544
543

S45

S50
547
546
&o1

LR
R
R ) 1

BSAME T
LFM

20
Ao
-1
-1

+2
+1
+2
+2

-

VALID FRIDAY 0OQQZ

onoon

onooo

DAY 12037

poate T
LFM

+73
+2
+73

+7
+7
+7

+4
b g}
+Z
+2

GOn

| EN W

BS@ MB T
NGM
+1 C
+1 C
+1 C
o8 C

=

cOooon

-—

BE@mME T
NGEM

+1 C
+2 C
+1 C



TAELE C

‘FORECAST VA;UES VALID THURSDAY 12@@Z

FOFT
LFM/MOS
S627/1
6_22/1
4242/1
9&3I7/1

PRECIF
TYFE

ZR
ZR
IR
IR
IF

FRIDAY Q0302z

FOFT
LFM/MOS
10108/3
ZP14/3
34@7/3

FRECIF
TYPE

R/MXD
R/MXD
IR
IF

THURSDAY 12002

FOFT
LFM/MQs
apa7/=
@a7e7/3
@7az/3
@l1az/3

FRIDAY

FOFT
LFM/MOS
0101/3
D11/
Bivd/3

ATLANTA
RUN MIN TEMP DEW FOINT
LFM/MOS NGM/PP LFM/MOS
TUE 122 24 M 17
WED @0z 24 21 18-
WED 122 23 25 ped ]
THU @BZ (Z26) - 19
OBSERVED 28 14
FORECAST VALUES VALID
ATLANTA
RUN MAX TEMP DEW FOINT
LFM/MOS NGM/FF LFM/MOS
TUE 12Z 4 MM -
WED @@z 8 =9 27
WED 127 33 26 30
THU Qez 33 25 32
OBSERVED 25 (212) 18
22 (002)
FORECAST VALUES vALID
SAVANNAH
RUN MIN TEMP DEW POINT
LFM/MOS NGM/FPF LFM/MOS
TUE 127 25 M 23
WED @aZ = 27 18
WED 122 F1 30 X1
THUY @iz (3D - 32
OBSERVED 35 15
FORECAST VALUES vALID
SAVANNAR .
ixLIN MAX TEMP DEW ROINT
LFM/MOE  NGM/PF LFIM/MOS
TUE 127 45 1 -
WED @0z 43 34 41
WED 12Z 14 8 41
THU B@Z 43 49 43
OBSERVED T2 24
S ELBeZ)
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PRECIP
TYPE

R/MXD
R/XD
R/MXD
KR/MXD

ZR/R (MOSTLY ZIR)
Qaapez

FRECIP
TYFRE

RAXD
R/MXD
R/MXD
ZR

FRECIF FROE

LFM/MOS
4Q%
1@%
407

NGM/FP
MM

—@%
S@az

FRECIP FROB

LFM/MOS
7@%

aax

0%
12Q%

NGM/ PP
MM

&Qv
Q%
180%

PRECIP FROB

LFM/MOS
2%
1074
20%

——

NGM/PF
it
S
1@%4

FRECIP PROD

LFH/M0S
v
s5Q%
Fa%
70%

MM/
It

18%
&E%
FO%
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FIGUR"; 13

FIGS. 12, 13, and 14.
1000~-850MB Thickness Analyses
in meters, and 1555 meter 850~700MB
thickness line. (The first digic
is omitted from chart, a one).
Hatched area shows likely area
of freefing rain/sleet located
south of 1555m 850-700MB thickness
contour, and north of 1310m
1000-850MB thickness contour as
suggested in “Younkin Snow Scheme."



RELATIONSHIP OF SNOW ACCUMULATION TO SOIL TEMPERATURE
IN SOUTH CAROLINA

Milton E. Brown
National Weather Service Forecast (0ffice, Columbia, S.C.

ABSTRACT

On many occasions in the past 21 years, heat in the soil had a
significant effect on winter weather in South Carolina. A heavy snow
on roads was reduced to slush and a potential ice storm was prevented
by the warm soil. There appears to be a good correlation between soil
temperatures and the accumulation of snow or ice on the ground. An
attempt has been made to stratify soil temperatures into three
categories; (a) those which do not contribute to melting, (b) those
which do contribute to melting, and (¢) those in the intermediate range.
This is considered a potential forecast tool for South Carolina.
Caution should be taken in using it in other areas of the country
without prior testing., Variations in soils and instrumentation may
require some adjustments in the three categories.

1. Introduction

On February 26, 1982, measurable snow was expected to fall in
Columbia, but since there had just been several days of mild weather,
the forecaster felt the ground would be too warm for snow to accumulate.
Realizing there were no temperature data available for the surface of
the ground, he remembered having access to soil temperatures which are
primarily used in agricultural weather forecasts in the spring. The
s0il temperature at the 4 inch depth at 7:00 a.m. that day was found to
be 50°F which seemed to support the reasoning of the forecaster.

The local County Emergency Preparedness Director was briefed on the
situation. He was told that significant snowfall would occur around
midday and end during early afternoon. It was expected to melt on
streets and roads and not be a serious problem for the late afternoon
traffic. This turned out to be an accurate evaluation even though the
air temperature remained at 31°F while the snow fell and for at least 6
hours after it ended.
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2. Soil Temperatures

A1l references to soll temperatures from this point will be
understood to be for the standard 4 inch depth. Maximum and -minimum
soil temperatures are available year-round on a daily basis from 15
locations in South Carclina (Fig. 1). Data from 4 of these sites are
published in the monthly state climatological summaries by the National
Climatic Data Center, Asheville, North Carolina.

Soil temperatures for a 5 day period prior to snow, sleet or
freezing rain were examined. In nearly every case, the minimum soil
temperature for the day before the occurrence of the precipitation was
found to be as good or better than any other temperature or average as a
predictor (Table 1). Minimum soil temperatures were primarily chosen
because they do not fluctuate as much with sky cover as do maximum so0il
temperatures, '

Minimum soil temperature for the day prior to precipitation is
apparently a good predictor in South Carolina because winter storms
usually last a day or less. Also, once the precipitation begins, it can
take 12 to 24 hours for soil temperature to drop from one. category to
the next. Nevertheless, it would be beneficial to have soil temperature
observations at least edch six hours on the day of the event.

3. A Significant Heat Source

A weather event which occurred on Monday February 16, 1987,
demonstrated just how significant a heat source the soil can be. A
high pressure ridge was over much of the eastern seaboard east of the
Appalachian Mountains, and a statiomary front was along the Georgia-
Florida border, A shortwave at 500 millibars moved eastward across the
southeastern United States and caused a low to form at the surface off
the Georgia coast. The low traveled northeast to near Cape Hatteras,
North Carolina by 7:00 a.m., on February 17.

Rain began in Columbia at 12:40 a.m. and did not end until early
evening. Total rainfall for the calendar day was l.43 inches, The wind
was brisk averaging northeast about 15 knots most of the day.

With an air temperature of 33°F at 9:52 a.m., a glaze began forming
in trees about 50 feet and higher above the ground. Assuming the
temperature where the glaze was occurring had to be 32°F or lower, the
lapse rate would be approximately 20°F per 1000 feet for the shallow
layer near the ground. A soil temperature of 50°F at 7:00 a.m. that
morning indicated the soil was warm for that time of year and probably
responsible for the super adiabatic lapse rate.
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4, Soil Temperatures Not Associated With Melting

Snow, sleet or freezing rain occurred 26 times in Columbia from
January 1968 -~ January 1988 with minimum soil temperatures of 42°F or
below the day prior to precipitation. On 18 occasions the precipitation
was not measurable or melted as it fell. Of the remaining 8 cases, snow
or ice accumulated on the ground, and there was no apparent melting
caused by heat from the ground.

5. Soil Temperature Range Associated With Melting

There were 17 cases found with snow, sleet or freezing rain and a
minimum soill temperature of 48°F or higher the day preceeding
precipitation. On 10 occasions the precipitation was measurable. The
ground was warm enough to cause melting in all except 2 .cases which will
be discussed in the conclusions.

In one case on March 24, 1983, in northwestern South Carolina, a
nine inch snow was turned to slush on roads by warm soil. The air
temperature was 34-35°F most of the day, but there was no sunshine to
help the melting process. The minimum soil temperature was 48°F the day
before. Although the slush slowed traffic a bit, it was never a serious
problem for motorists. Five inches of snow remained .on the ground over
dormant grass at 7:00 a.m. the next day, but it had all melted by the
morning of March 26, .

6. Intermediate Range Of Soil Temperatures

The intermediate range has been tentatively defined as minimum soil
temperatures of 43°F to 47°F, but most of the temperatures in the 22
cases in the study were closer to the middle of the range. There were
10' cases with measurable snow and/or ice on the ground and 12 cases with
no accumulation,

In this category the temperature of the air became the most
important factor in determining whether snow and ice would accumulate on
the ground. Snow and sleet accumulated with an air temperature of 33°F
or less, and rain formed a glaze on the ground at temperatures below
freezing,

A good example occurred on March 25, 1971, when up to 10 inches of
snow fell in northwestern South Carolina, stranding hundreds of
motorists. The minimum soil temperature on the date prior to the
precipitation was 46°F. Once the precipitation began the air
temperature dropped into the lower 30's.
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7. 1ce Storm Just Across State Border In North Carolina

On January 3, 1988, there was a weather event which illustrates the
effect of soill temperatures on winter weather. The plot of minimum soil
temperatures for the Carolinas for January 2 (Fig. 2) would indicate
that the s0il was warm enough to melt ice which fell on the ground in
all of South Carolina except for the northwest tip. But a large part of
North Carolina was in the intermediate category and accumulation would
occur if the air temperature dropped below 32°F.

Although a glaze formed on power lines and trees in northern South
Carolina, the only ice on roads was within two to three miles of the
North Carolina border in the north-central part of the state.

In North Carolina there was an ice storm which paralyzed the
piedmont delaying or canceling commercial airline flights in and out of
major ailrports, canceling some school days and causing numerous auto
accidents, The mountain tops were above the shallow cold air and
egcaped the ice.

8. Conclusions

If the minimum soil temperature at the 4 inch depth is 42°F or
colder in South Carolina on the day prior to the occurrence of snow,
sleet or freezing rain, there is a very good chance that whatever falls
to the surface of the ground will accumulate.

Soil temperatures in the intermediate range of 43 to 47°F do not
appear to be a factor in determining whether snow or ice will
accumulate. In this range the temperature of the air is the most
important predictor. Air temperatures below freezing will cause the
precipitation to accumulate, but when the air is above 35°F, there will
usually be melting after snow or sleet reaches the ground.

The following examples show that the heat in the soil can be
overcome if the volume of precipitation is heavy and the air temperature
is cold enough. Both cases were rather unusual. The first occurred on
January 7 and 8, 1973. The minimum soil temperature was 54°F on January
6. Measurable rain began between 6:00 p.m. and 7:00 p.m. on the 7th.
The air temperature dropped to 30°F by midnight, and a glaze began
forming. Cold air advection continued through January 8, and the
temperature fell to 26°F. The freezing rain ended around 10:30 a.m. on
the 8th, and very light snow was reported until late afternoon,

Rainfall for the two days was 1.94 inches, The ice storm turned out to
be one of the worst in years resulting in $8 million worth of damage to
the forests in the midlands.
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The other case was about a month later on February 9 and 10, 1973.
The minimum soil temperature on the 8th was 53°F which is quite warm,
but a major winter storm moving northeastward well off the South
Carolina dumped a 100 year record snowfall of 15 inches (water
equivalent of 1.79 inches) on Columbia. The snow began during early
afternoon but did not begin sticking to. roads until the air temperature
dropped to 30°F around 7:00 p.m.. There were four inches of snow on the
ground at midnight, and an ddditional 11 inches fell on February 10.
The soil temperature had dropped to 48°F by midnight on February 9 and
to 45°F by 7:00 p.m. on the 10th, :
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TABLE 1. Local Climatological Data for Columbia, S.C.
for February 1982.

Date Alir Soil Precipitation

Temperature Temperature (Water Equiva-

MAX/MIN MAX/MIN lent in inches)
21 72/48 60/51 0
22 59/32 56/50 0
23 . 73/29 58/48 0
24 81/52 60/52 0
25 59/42 57/53 0
26 43/31 53/43 0.64
27 37/32 44/43 0.39
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SONME SYNOPTIC AND NESOSCALE INTERACTIONS
IN A LAKE EFFECT SNOWSTORM

Thomas A. Niziol NWS Office, Buffalo, N.Y.

Abstract

On January 04-05 1988 a very localized, heavy snowfall event
occurred to the lee of Lake Ontario, across the 'Tug Hill region

of New York State. A narrow

single band of lake effect snow

deposited a maximum of 175 cm (70 inches) of snowfall over that

area during a 2-day period.

Synoptic scale weather features

pre—conditioned the lower atmosphere for snowband development.
Mesoscale features associated with Lake Ontario interacted with
the synoptic scale weather pattern to produce the narrow band of
heavy snowfall, This paper will present a short review of some
of the more important synoptic and mesoscale characteristics
assocjated with single banded storms on Lake Ontario, and relate
these to the lake effect storm of January 04-05 1988.

1. Introduction

The term Lake Effect Snow refers to
the mesoscale snow storms that occur
as a result of cold air passing
across the warmer waters of the Great
Lakes during the late Fall and Winter
months. Hill{1971) described the
synoptic scale pattern responsible
for heavy Lake Effect Snows to the
lee of Lake Erie. 1n general, these
conditions are representative for
Lake Ontario as weil. They include:

(a). strong flow of arctic air across
the lakes after a surface low
pressure center has moved into
eastern Canada.

(b). southwestward extension of the
parent Low in the form of a trough
over the Great Lakes,

{c). trough ‘aloft over the eastern
U.s. and Canada that frequently
stagnates or broadens to the west.

2. Single banded storms on Lake
Ontario

Usually a few times each winter
season, single banded mesoscale

snowstorms occur to the lee of Lake

Ontario that produce exceptional
snowfalls. These storms exhibit
similar synoptic and mesoscale
features that can be forecast to some
extent, over a relatively short

(6-24h) timeframe.

Single band snows occur when the
winds are directed roughly down the
long axis of the lake. The bands are
truly mesoscale in nature with
lengths averaging up to 200km and
widths about 20km. In a snow study
on Lake Frie, McvVehil and Peace
(1971) further classified single band
storms into two separate categories,
overlake, and shoreline bands. They
had similar characteristics, except,
as their names imply, for their
location over the lake. Overlake
bands were aligned parallel to the
average wind direction in the lower
atmosphere, considered to be about
the 850 wmb level. Shoreline bands
however, formed with steering winds
oriented from Jjust north of the 1long
axis of the 1lake. They stated "that
the shoreline band and its
attendant surface convergence
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January 1988, (imagery courtesy of NESDIS)

Fig 1. Vigible satellite imagery depicting snowbands to the lee of the Great Lakes at 1801 UTC, 05

zone remain guasi-stationary along
the shore of the lake, despite a
"slight" crosswind component in the
winds aloft". They suggested that

the stagnation of the surface
convergence zone and snowband
offshore, was a result of a land-sea

circulation caused by a strong
contrast. This was
considered a primary factor for
snowband orientation. The similar
elliptical shape of Lake Ontario to
Lake Erie should also allow for this
type of snowband fermation.

breeze
temperature

Peace and Sykes {1966) also were
able to observe the very strong
mesoscale convergence zone associated
with a singie banded storms on Lake
Ontario. The vertical motion field
that developed under the snowband as
a result of the strong surface
convergence zone, literally created a
self-sustaining environment for the
snowband, until some synoptic scale
feature could displace it.

Synoptic scale forcing, in the form
of cyclonic vorticity advection below
500 mb, can moisten and destabilize a
column of air for some vertical
extent in the lake effect sSnow
environment (Jiusto and Paine 1971),
This promotes convective development
of lake <clouds that are otherwise
capped by a:low level arctic

inversion. Snowfall rates are
greatly increased, as a result of the
deeper convective layer, and
lightning and thunder are not
uncommon.

" A relatively flat, or broad
east-west trough across the Great

Lakes assures an extended period of
westerly winds over the long axis of
Lake Ontario. The snowband
therefore, remains relatively
stationary over one locale, for an
eXxtended period of time, and produces
extreme, localized snowfall amounts.

The abrupt rise in elevation to
the lee of Lake Ontario (about 500m -
from the lakeshore to the +top of the
Tug Hill plateau some 30 miles to the
east), further enhances snowfall
rates. Muller ({1960) noted a
substantial increase in annual
snowfall, directly attributable  to
the rise in elevation to the lee of
Lake Ontario.

All of these factors contributed
in varying degrees to the lake effect
storm of January 04-05 1988, and will
be discussed on the following pages.
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3. The Lake Effect Storm of January

04-05 1988
During the first week of January
1988, an arctic outbreak occurred

across the Great Lakes Region, and
produced very heavy mesoscale
snowstorms to the lee of the Great
Lakes. This event was spectacular to
the east of Lake Ontario, where a
very narrow band of snow deposited
nearly 175 om (70 in) of snowfall

during a 2-day peried (Fig 1).

Some important factors contributed

to the extreme snowfall amounts.
These included a combination of very
strong cold air advection over the

relatively warm lake, wind direction
at 850 mb that was nearly parallel to
the long axis of Lake Ontario, and
synoptic scale forcing that
contributed to convective enhancement
of the snowband. The highly
localized snowfall maximum was a
result of a nearly constant wind
direction over the lake, for about a
36 hour period, which confined the
snowband over one, select locationm.

TUG HILL, NEW YORK AREA LAKE-EFFECT SNOW
JANUARY 4-5, 1988 '

Baldelowiie™

Liflte Falls
-

Tere—t——————

Snawtall of 12 inches and greolfer canlovred al f2-inch intervaly

Fig 2. Snowfall totais (in.) for the January
04-05 1988 lake effect snowstorm east of Lake
Ontario. (from Storm Data publication, Owayne

Stiegler, Univ. of Chicago)

The mesoscale nature of the storm
is readily apparent from the map of
the snowfall totals east of Lake

Ontario {Fig 2). The maximum
snowfall occurred at Highmarket,
where 175 cm (69.5 in) accumulated

over a 2 day period, Only 15 miles
to the north, storm totals were 15 cm
{6 in) or less, and the same was true

about 25 miles to the south (storm
“totals dropped off a bit slower to
the south due to the southward

migration of the snowband before it

dissipated). According to Gerald
Morczk, the cooperative observer at
Highmarket, this was one of the
heaviest snows in his location that

he could remember. That was a strong
statement for a spot that averages
over 225 inches of snow annualily!

The snow to water ratio computed
for the Highmarket area was about

20:1. That is not uncommon for Lake
Effect storms that often occur in an
"arctic" airmass. Hill(1971) stated

that snow to water ratios as high as
50:1 have been reported from these
events.

4. Synoptic scale weather pattern
responsible for the Highmarket
sSnowstorm.

During the first week of January

1988, a 500 mb pattern developed over
North  America that allowed for a
significant arctic outbreak across

the Great Lakes Region (Fig 3a). A
meridional 500 mb ridge was over the

west coast of North America, and
there was a deep polar vortex over
Hudson Bay. On Jan 3rd, a Low north

of the arctic circle, began to move
due south toward the wupper Great
Lakes, and carved out a new trough
that eventually deepened into a
closed Low just south of James Bay

Canada (Figs 3b,3c). This position is
a preferred one for the single band
storms that occur to the east of

Lakes Erie and Ontario, due to the
combination of strong cyclonic
vorticity advection over a
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Fig 3. 500 mb pattern across North America at
Jan 05 1988. Solid lines are geopotential hei
degrees Celsius. (reprinted from Daily Weather

1200 UTC on a), Jan 02, b). Jan 03, c). Jan 04, d.)
ght in decameters and dashed lines are temperature in
Map series).

pre-existing deep layer of cold air.

The location of the Low center
at the 850 mb level and the surface
was similar to that at 500 mb, the
feature was nearly vertically stack-
ed. Vertical stacking of the Low
below 500 mb 1is a preferred pattern
for this type of storm. There is
littie change in wind direction with
height in the mesoscale environment
of the ellipitically shaped 1lake,
especially in the first 3000m of the
atmosphere. This aids the develop-
ment of a narrow, single band of
snow. By 1200 UTC on the 4th, the
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850 mb Low was also over James Bay,
and strong cold air advection was
occurring in its wake across the
western Great Lakes. (Fig 4a).

Snowband formation began around
2100 UTC on the 4th, soon after the
surface cold front crossed the
region. Based on interpolation of
the 850mb temperature field, this was
aiso about the time that the temper-
ature difference between the Lake
(+3C) and the &850 mb layer (~ -10C)
reached 13C. Holroyd {1972) noted
that the 13C temperature difference

3 -
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Fig 4.

850 mb pattern at 1200 UTC on a). Jan 04 1988, b). Jan 05 1988,
geopotential height in meters and dashed lines are temperature in degrees Celsius.

Solid lines are

is considered a benchmark for the
initiation of "pure" lake effect snow
formation.

Based on the 850 mb wind direction
at Buffalo for 1200 UTC on the 5th,

and some subjective interpolation on
the part of the author, the
orientation of the Lake Ontario
snowband was over the long axis of

while the 850 mb winds
were about 10 to 15 degrees north of
the long axis of the lake. Although
- there was insufficient data to verify
this observation, it seems likely
that the band was exhibiting the same

Lake Ontario,

shoreline type of characteristic that
McVehil et al. observed on Lake Erie
storms.

The snowband extended parallel
with, and just north of the south
shoreline, remaining stationary
during the entire night of the 4th.
There was little synoptic scale
cloudiness over the Great Lakes, so
the lake effect clouds were quite
easy to detect with infrared
satellite imagery from GOES
{Geostationary Operational Environ-
mental Satellite) dimagery (Fig 65).

Forecasters at Buffalo consider

satellite imagery to be the single
most important operational tool for
observation and short term
forecasting of lake effect snow to
the east of Lake Ontario. This 1is

true mainly because network radars
are located too far from this area to
detect the low level precipitation
echoes associated with Lake effect
SNOWS . The usefulness of infrared
satellite imagery i1s oOften limited
during the winter over the Great
Lakes, due to small differences in

the temperature of the low cloud

Fig 5. One-mile IR satellite imagery for 0301
UTC, January 05 1988. Note coid top enhancement
associated with convective activity at the east
ent of Lake Ontario.
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tops, and cold surface temps.
llowever, the relatively warm water of
the 1lake, provided good contrast to
the cold cloud tops, allowing for
easy detection of the snowband to the
east of the lake at that time of
night.

As with many lake effect storms of

this category, the Highmarket
snowburst was also convectively
active. There were numerous reports

of lightning and thunder over the
eastern end of the Lake on the
evening of the 4th. -lnfrared
satellite imagery indicated cloud top
enhancement at the eastern end of the
lake, and precipitation echoes were
detected by the Buffalo radar as far
east as Oswego, with maximum tops as
high as 3000 m. (Fig 6). Most often,
precipitation tops associated with
iake etfect snows are in the range of
1500 to 2000m (Hill 1971). However,
as mentioned eariier, single banded
storms that are accompanied by strong
synoptic scale forcing, wmay not be
limited by the “capping” inversion
that is present with most lake effect
snowbands. There are no upper air
stations located in close proximity
to the east end of Lake Ontario, so

the upper air data from Buffalo,
located at the eastern end of Lake

Erie, was analyzed for the existence
of an inversion. The atmospheric
sounding at Buffalo for 0000 UTC

January 05 (Fig. 7), was taken just
before the reports of lightning and
thunder at the east end of Lake
Ontario. At this time, a relatively
deep unstable layer existed from the
surface through about 650 mb, or
nearly 3.5 km above the surface. It
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rate through 650 mb. and the drying above 600 mb.

fFig 7. Atmospheric sounding at Buffaio N.Y. at
1200 UTC January 05. Note relatively steep lapse
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was also at this time that the
cooperative observer at the
Highmarket station reported snowfall

rates as high as 4 inches per hour.

The snowband remained nearly
stationary for a most of the daylight
hours on the 5th, due to very little
change in the prevailing wind during
that time. The cold core at 850 mb
crossed the lake that day (Fig 4b).
The interpolated temperature at 850
mb over the lake was about -25C,
while tlie temperature of the surface
of the lake was about +3C. In
addition to the extreme thermal
instability over the lake, strong
cyclonic curvature continued across
the 1lake, as shown on the 1200 UTC
500 mb analysis (Fig 3c).

Surface analyses across the Great
Lakes at 1800 UTC, 05 January
indicated a trough across the Great
Lakes, and wind reports hinted at the
existence of surface convergence

zones associated with snowbands on
Lake Erie, Ontario, and Huron (Fig-
8). .
o 12 Q8 = ot
Bl Lo g
o AR o

Fiqj 8. Contours of Sea level p;‘éssure for 1800
UTC January 05, 1988. Solid lines are pressure
in millibars, labeled in the tens and units digits.

Additional surface wind reports were
available during the 5th, from a
series of wind towers operated by a

consortium of power companies in New
York State (Caiazza). A mesoscale
plot of the tower winds and other
wind reports around Lake Ontario for
1800 UTC January 05, iIindicate very
clearly the strong mesoscale surface
convergence zone associated with the

lake effect snowband (Fig 9).

8TATUTE MILES

Fig 9. Streamiines show mesoscale convergence
zone associated with the snowband at 1800 UTC
January 05, 1988. Stippled area locates snowband
based on satellite imagery. Hatched area is the

precipitation echo from WSR-57 Buffalo radar.

Conditions directly under the
snowband east of Lake Ontario were
very treacherous throughout January
05. The north~scuth thoroughfares

that connect downstate New york with
the “North Country" were closed that
day, including Interstate 81, the
main artery. Highmarket reported

nearly 120 cm {4. ft) of snow for the
day. Boonville totalled almost 60 cm
(2 ft) of snow and Pulaski picked up
40 cm (16 in).

Finally, late on the evening of
the 5th, the axis of the 500 mb
trough crossed the lake, and the
snowband began to move south in
response to a change in wind
direction, However, upon close
inspection of the IR satellite

imagery from 0330 UTC Jan 06, the
snowband seemed to maintain its
west-east orientation over the lake,
while inland, the band shifted to a
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northwest-southeast orientation (Fig
10). 1t seems possible that the
intense mesoscale convergence zone
over the 1lake played an important
role maintaining the orientation of
the band over the iake, while inland
the band reacted immediately to the
synoptic scale windshift. The entire
band eventually broke up into less
intense multiple bands southeast of
the lake, on the afternoon of (6
January.

Fig 10. One-mile IR satellite imagery for 0330

UTC January 06, 1968. Note the bending of the

snowband down the Mohawk Valley of New York,

southeast of Lake Ontario, while over the lake,
. the band maintains a west-east orientation.

4. Summary of forecasts for the
Eastern Lake Ontario Counties

in Buffalo runs a
called the

The NWS office
computer program on AFOS

L.E.G. ({(Lake Effect Guidance) pro-
duct, which compiles select forecast
parameters from Jlarge scale models
(Niziol 1987). Based on the L.E.G.
run for this storm, the forecast
office issued a "Special Weather
Statement” for potential snow squall

activity off Lake Ontario about 24
hours before the event began. (It
should be pointed out that lake
effect snows are commonplace in this
part of the state, and weather
statements were in effect previous to
this event for a lake effect storm on

January 02 that produced 20 inches of
snow!)

"Snow Sgquall Warnings" were
issued for the counties east of Lake
Ontario about 12 hours before the
event began. For the Buffalo WSFQ
area of responsibility, the term
"Snow Squall Warning" is issued when
lake effect snow bands will cause
intense snowfall ({greater than 6
inches in a 12 hour period) over

limited areas. Near zero visibilities
and rough travel are to be expected
in the squalls.

Another "Special Weather
Statement" updated the warnings as
the event was beginning on the
afternoon of the 4th, calling for
another "foot or  more snow"
overnight, with areas to the east of
Lake Ontario being singled out as
being "hard hit by evening".

There were some problems with
forecasting total snowfall amount,

and when the snowband would actually
move southward. The NGM and LFM both
tried to shift the winds a bit
earlier than they actually shifted,
and it was felt that +the band might
begin to move southward earlier than

it did. In addition, standard
forecast procedure is to predict
snowband location and orientation

parailel to the 850 mb wind forecast.
Because this event took on the
configuration of a shoreline band,
the snowband set wup a bit north of
the standard forecast location. How-
ever, forecasters try not to be too
limiting on areal location, and in
this case, the public forecasts and
statements actually worked quite
well,

The forecasts did not come near
the 69.5 inch total that occurred in
Highmarket, . for a reason. Lake
effect snow forecasts are issued from
WSFO Buffalo to indicate the
potential for heavy snowfalls,
without causing undue panic to the
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public. $nowfall forecasts are
categorized in general amounts over a
discreet period. A typical forecast
may read, "6 inches or more" or "a
foot or more" snow during a 12 hour
period. . By categorizing amounts, and
leaving the  upper end of snow
accumulation open, school districts,
highway departments, public
officials, etc. can institute their
Snow emergency plans. We alert the

public to significant snowfall
without causing undue panic.
"Special Weather Statements" and

radar summaries are issued as a
"Nowcast" to update snowband location
and movement.

It must bhe pointed out that
personal communication can be very
important in these mesoscale events.
Early on the morning of the 4th, the
day the snowstorm developed, the
public forecaster at WSFO Buffalo
called the Lewis county sheriff
department, and briefed the staff
that "heavy lake effect snows could
coccur over parts of their county for
the . next couple of days, and as much
as 3 feet to 4 feet of snow is not
unlikely for some areas."

4. SUMMARY

The  Highmarket  snowburst of
January 4th and 5th 19838, produced
one of the greatest snowfall's for a
particular Lake Effect Snowstorm in
recent years. Snowfall rates in
excess of 4 inches per hour at times
were attributed to a combination of
factors, strong cold air advection
over the Lake, strong cyclonic
vorticity, and "steering winds"
directed nearly over the longest
fetch of the lake. A secondary
effect was most likely the orographic
influence of the Tug Hill plateau to
the east of the lake. Local wind
reports indicated the presence of a
strong mesoscale convergence zone
directly under the snowband, which no

vertical
snowfall

doubt  greatly increased
motion, and consequently,
rates within the band.

The extreme snowfall total for
the storm over such a localized area,
was attributable to wind direction in
the lower atmosphere that remained
nearly constant for a 36 hour period.

Synoptic pattern recognition is
the first factor the forecaster must
take into account to anticipate such
a snow event. A broad 500 mb trough
over eastern Canada, with a prolonged
source of arctic air is a necessity.
In some of the most intense lake
effect storms that have been studied
during the past few vyears by the
staff at WSFO Buffalo, a select
synoptic scale pattern seems to
dominate. Once the 500 mb trough is
in place over eastern Canada, a
strong arctic short wave moves down
the backside of the trough and digs
around the base, sometimes carving
out a new closed Low, that crosses

Just south of James Bay. The
accompanying cyclonic vorticity
advection destabilizes the lower

atmosphere, allowing for relatively
deep convection to occur over the
eastern Great Lakes. The 500 mb Low
is wusually vertically stacked through
the lower atmosphere. If the Low is
slow moving, or the trough is broad,

the "steering winds" will remain
nearly ° constant for an extended
period of time. This in turn

produces a stationary band, which can
produce extreme amounts of snow in a
very localized area.

It is a fact of a forecasters
life that the location of a lake
effect storm, and total snowfall, are
impossible to predict with total
accuracy. However, recognizing
synoptic scale characteristics that
accompany this type of storm is the
first step in identifying  their
potential. Fellowing the mesoscale
features of the snowband in the short
term (6 hours -or less), with tools
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like satellite and radar, can
significantly aid in the prediction
of future movement and intensity.
Each case study that is documented

and analyzed will no doubt add to the
local knowledge at the forecast
office, as has already been the case
for the WSF0O at Buffalo.

The author wishes to express his
appreciation to Roger Caiazza, for
his information on wind tower data.
Also thanks to Brian Murphy of the
Ontario Weather Centre and Frank
Kieltyka of WSFO Cleveland for data,

comments, and discussion on this
storm event. Special thanks to
Dwayne Stiegler from the University

of Chicago for "Storm Data" figures,
and Michael Mogil of NESDIS for
satellite imagery.
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AN OQVERVIEW OF FORECAST SCHEMES USED BY WSFO CLEVELAND, OHIO TO
FORECAST LAKE EFFECT SNOW

Frank Kieltyka
WSFO, Cleveland, Ohio

During the last decade several methods for forecasting lake effect snow
over Northeast Ohioc have been tested by forecasters at WSFO Cleveland
with limited success. These include the Rothenberg Trajectory
Envelopes, the Collier Index and the Dockus Lake Effect Scheme.

The purpose of this paper is not intended to show which scheme is
better, but to indicate some of the methods that have been used at WSFO
Cleveland over the years.

The Rothenberg Trajectory Envelopes:

The Rothenberg Trajectory Envelopes {(figure 1) developed by an employee

at Cleveland in the 60s shows probabilities of lake effect snow

reaching at least four hundreths of an inch of water equivalent in a 6

hour period for varying wind directions at Cleveland and Erie,

Pennsylvania. Rothenberg used 6 hour periods to coincide with the 6 !
hour surface trajectory forecast. Rothenberg eliminated all cases where
fronts or troughs were involved, so the envelopes were restricted to
lake efiect snows.

Results from studies done in the mid 70s indicated the envelopes were
helpful in pinpointing the direction that would give lake effect snow.

"The Collier Index:

The Collier Index (figure 2) provides a 12 hour snowfall forecast and

was developed for Buffalo in the 60's. The index was modified slightly i
for use in Cleveland. The index used the difference between the lake

temperature and the 850 mb temperature and the difference between the

lake temperature and the 700 mb temperature to provide a 12 hour

snowfall forecast. The snowfall forecast is a maximum amount and

verification statistics show the index was worthy of further

consideration.

The Dockus Lake Effect Scheme:

The Dockus Lake Effect Scheme for Lake Erie was developed by Dale
Dockus formerly of the Weather Channel and now a meteorclogist with
Federal Express in Memphis. The method was computerized by Mark Fenbers
an intern at WSO Columbus, Ohio.

The scheme considers 3 types of lake snows.

1) Lake Effect: NVA, fetch 100 miles or more and 850 mb temperatures
-10C or colder.

2) Lake Enhanced: PVA, fetch 40 miles to 99 miles and 850 MB
temperatures ~4C to -9C.
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3) Combination: PVA, fetch 100 miles or more and 850 mb temperature
-10C or colder.

The scheme is computerized for use on the IBM. and generates two
separate outputs solely based upon the NGM and LFM FOUS/trajectory
guidance. The output is in the form of 6 hour snowfall, totals through
48 hours (figures 3A and 3B). The Dockus program requires wind
direction and speed, vertical velocities, and 850 mb temperatures.

All this data can be obtained from the NGM FRHT64. The 850 mb
temperature is determined by averaging T3 and T5 and the vertical
velocities are also averaged.

For the LFM output the wind direction, wind speed and vertical
velocities are easily obtainable from the FOUS FRH64. For ease of
automation the LFM 850 mb temperatures are obtained by using the 24
hour trajectory forecast and time weighted NGM 850 MB temperatures.
While the results are deemed satisfactory, if preferred, the 850 MB
temperatures can be obtained from the graphics and input manually.

With the Dockus scheme some of the major forecast busts occur when the
flow is anticyclonic. The scheme tests for this by comparing the wind
direction at Cleveland versus Dayton and Pittsburgh depending on
whether the trajectory is from Lake Huron or Lake Erie respectively.

Fifteen tables are used to take into account the many variations of
Northeast Ohio Lake Effect (figure 4). Three tables are for enhanced
lake effect cases, four of the tables take into account combination
lake effect and eight of the tables are for pure lake effect cases.

Three maps are used to show the three distinct sources of lake-effect
snow. A Lake Erie Fetch Map (figure 5), A Lake Huron Fetch Map (figure
6) and a Map for Lake Enhanced cases (figure 7). The maps are divided
into various regions depending on topography and the boundary layer
wind direction. Maximum upslope areas are denoted by X, while the lower
elevations adjacent to the lake or elevations considered to be
downslope are identified by O.

Because of programming problems early in the 1987-88 lake effect .season
the Dockus Scheme was not verified. However, some subjective
observations of the scheme showed the LFM seemed to perform better than
the NGM, the reliability decreased significantly after 30 hours and
overforecasting was a major problem. In many cases the storm totals
were good, while the 6 hour totals were poor.

In the latter part of the 1987-88 winter season significant differences
were noted between the NGM snowfall QPF and LFM QPF, i.e., the NGM
forecasted less than a foot of snow over a 48 hour period while over 3
feet was forecast by the LFM. Actual storm totals were a foot or less.

An Example:

All 3 schemes were tested on a January 5-6, 1988 lake effect snowstorm
that dumped 6 to 18 inches of snow over Northeast Ohio from
1/5/002-1/7/002. The output from both the LFM and NGM for this storm is
contained in figures 3A and 3B. '
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Using the boundary layer wind forecast for Cleveland instead of the
trajectory forecast, the Rothenberg trajectory envelope for Cleveland
indicated a 50-66% probability of .04 or more of water equivalent in
each 6 hour period for much of the duration of the storm. Only a trace
of water equivalent was reported at Cleveland.

The Collier Index was tested using the observed data and the results
were good in regards to forecasting the highest amounts. For the 48

hour period from 1/5/00Z to 1/7/00Z 15 or more inches of snow was
forecasted by the index. :

The Dockus Scheme results were best ﬁsing the LFM data, even though it
over-forecasted the snow in most areas. The following are forecast and
observed snowfall in inches for the 48 hour period 1/5/002-1/7/00Z.

AREA LFM NGM OBSERVED
E0O 1 0 <1
EX0 2 0 - 2-6
Eol 13 5 T 2-6
EX1 22 13 12-18
EO2 13 1 6-12
EX2 25 6 12-18
EO3 13 5 10-17
Conclusion:

The Dockus scheme is a modernized version of the Rothenberg Trajectory
Envelopes and the Collier Index. The computer allows the scheme to be

complex, however, the output (lake effect snow forecasts) can only be

as' good as the input used to derive the forecasts. To this end, as our
forecast models improve so will Lake effect snowfall forecasts.
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OBT: | LFM

First time period... (@& hr fcst) Valid for period beginning 802 Jan S.
Since na initial LFi VW value is available, an assigned neutral value
af +.81 is used in its place for this period only. Use cautiously,
Table &.  Winds 30 and 27.
EDS EX@ EOL - EX1 EO2 EX2 EOCZ
1 (1] 2" 2!! 4" 2“ 4ll 2" R
fdd 0.00 inches (walter—equivalent) precip from the synoptic systein.

Second time period... (6=12 hr fest) Valid for period beginning 067 Jan 5.

Table 3. Winds 27 and 27. ] "
EQ@ EX® EQ) © o EX1 EDQZ EX2 ED3
~ -— - 1 ‘" Al ugn B un
Add. B.20 inches (water—equivalent) precip from the synoptic system,

—— - — s i s — ——

Third time periogd... (1218 hr fest) Valid for period beginning 12Z Jan 3.
Table 3. Winds 27 and 28. :
ECa EXD® EO1 EX1 ED2 EXZ EDX
— — 21! 3“ ‘2“ 4“ 2“
Add 0.00 inches (water—equivalent) precip from the synoptic systen.

Fourth time period...(18-24 hr fcst) Valid for pericd beginning 1BZ Jan 5.
Table 3. Winds 28 and 27. _ _
EOQ EX® ED1 EXL EDZ2 EX2 ED3
f— pony 2 [} 3 1] 2 i1 4" 2 o
Add B.00 inches (water—equxvalnnt) precip from the synoptic system.

Fifth Ltime periqgd...(24-38 hr fcst) Valid for period beginning @42 Jan &.
Table 3. Winds 27 and 28.
EDO EX@ EDL EX1 ED2 EX2 EO3
- 2 1] 3 [1] * 2 " 4" 2 1]
Add 8.88 inches (water-equivalent) precip from the synoptic systea.

o e i v it

Sixth time period... (3@-36 hr fest) Valid for per:od beginning ¥&6Z Jan 6.
Table 3, Winds 28 and 28.
EOB EXD EO1 EX1 EQ2 EX2 EO3
. - - 2" 3“-. 1‘! 2" 1“
Add B.20 inches (water-equivalent) pke:ip from the syhoptic system,.

Seventh time period...(36-42 hr fcst) Valid for period beginning 12Z Jan a.
Table 3. Winds 28 and 28. :
EOQ EX@ EO1 EX1 ED2 EXZ2 E03
—— P 2 1] . 3" 1 " 2“ 1 L1}
Add B.0®8 inches (water—-equivalent) precip from the synoptic system.

Eighth time period.,..{(42-48 hr fcst) Val:d for per:od begxnn;ng 182 Jan 6.
Table 13. Windg 28 and 28.
EOW EX® ECL = EX1 EOQZ2 Ex2 EO3
- — 1 n 2" — -— -
Add B.@8 inches (water—-equivalent) precip from the synoptic system.

FIGURE 3A THE DOCKUS SCHEME OUTPUT USING THE LFM.
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DDT: NEM

o -— - — - e — -—

First time period...(@-6 hr fcst) Valid for period beg:nnlng @@z Jan 5.
Table 13. Winds 28 and 2B. :
EDE EXA EO1 EX1 EG2 EX2 EO3
— 1 1] 2“ — — L .
Add m 8@ inches (water—equivalent) precip from the synoptic systen,

- — Sy e et ro

Second time period...(6—12.hr fest) Valid for perieod beginning W62 Jan S,
Table 3. Winds 28 and 20. :
EOO EX@ EO1 EX1, EQ2 EX2 ED3
- au 33|' [ a0 g
Add B.08 inches {(water—-equivalent) precip from the synoptic system.

- — o — —

Third time period...(12-18 hr fecst) valid for period beginning 122 Jan S.
Table 13. Winds 28 and 26. .
ED@ EXE ED1 EX1 EO2 EX2 EOZ
- 1|| : - 1u i
Add B.08 inches (water"equxvalent) precip from the synuptic system.

Fourth time period...(18-24 hr fcst) Valid for perind.beginning iBZ Jan 5.
Table 13. Winds 2& and 28.
ECB EX@ EOL EX1 EDZ2 EX2 EO3
- - - . 1II - 1" 1“ .
Add @.006 inches {water—equivalent) precip from the synoptic syetem.

- — — -

Fiffh time period... (2430 hr fcst) Valid for period beginning 80Z Jan é.
Table 13. Winds 28 and 28.
Eﬂa EXQ ED1 EXl = EOD2 EX2 EO3
- L on - - -

Add Q.88 inches (water-equivalent) precip from the synoptic uystem.

Sixth time period...(30-34 hr fcst) Valid for period beginning 842 Jan b.
Table 13, Winds 28 and 28, .
EOB EXe .ED1 EX1 EOQ2 EX2 EQ3

- - i o - - -

Add B.08 inches (water—equivalaﬁt) precip from the synoptic system.

Seventh time period...{36-42 hr fcst) Valid for period beginning 12Z Jaun 6.
Table 13, Winds 2B and 24.
EDQ EX@ EO1 EX1 EQ2 EXZ2 EO3
- - i 1u — 1" 111
Add a B2 inches (water—equzvalent) precip from the synoptic system.

Eighth time period...{(42-48 hr fest) Valid for periocd beginning 182 Jan 6.
Table 13. Winds 24 and 28.
ENa EX@ ED1 EX1 EOD2 EX2 . ED3
. - - 14 — i 1"

Add 0.2 inches (water-equivalent) precip from the synoptic system.

FIGURE 3B THE DOCKUS SCHEME OUTPUT USING THE NGM.
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SNOWFAIL (INCHES) FOR GBOGRAPHIC IOCATIONS (SEE FIGURE 6)

WIND
D oS HOO HO1l Hx1 HO2 HX2 HO3 HX3 HO4 HX4 HOS HO6
30’33 2u 2" 4" zll 4” 2ll 4" 3!! 4!! 3l| 3||
30’34 2" 2" 4“ 2" 4“ 2II 4" 3II ‘ll 3" 3"
31.33 2“ 2" 4“ 2" 4!! 2ll 4" 3“ 4" 3u 3"
31'34 2" 2" 4" 2ll 4" 2Il 4" 3" 4!! 3“ 3!!
30'31 2" 2" 4" zll 4" 2" 4“ 2" 4" 4“ 5"
30’32 2-1 2“ 4|| 2Il . 40! 2" 4"‘ 2" 4" 4" 5"
31'31 2" 2" . 4" 2ll 4” 2Il 4" 2" 4u 4" 5II
31'32 2" 2" 4!! ] 2Il 4“ 2" ‘ll 2ll 4" ‘II 5"
31 .35 2“ 2" 4" 2ll 4Il 3" 5" 3" 5" 3" 3'!
32.35 2|l 2" 4" 2ll 4" 3Il 5“ 3" 5" 3I| 3"
32' 32 2|l 2“ 4“ 2“ 4" 2" 4" 3'9 5" 3u 3"
32.33 2" zll 4" zu 4" 2" 4“ »3" Gll 5|| 5ll
32'34 2Il 2" . 4“ ‘ 2" 4". 3" 5“ 3“ Bll 5" 4"
32136 2" 2" 4" 3“ 5“ . 3|I 5" 3!: 5ll 3” 2"
33'33 2|l 2“ - 40! 20! 4" 3" 5ll 5“ 9u 5" 4!!
33.34 2" 2" 4“ 3" 5“ ‘ll B“ 5" 9“ 5" 3"
33'35 2|l 2" 4" 3n 5II 4“ 7!‘ _1“ 7n 400 3"
33 ’ 35 2" all 5" 3“ 50! 3" sll 3" 5" sol 2“
33'01 2l| 2" 4" 3" 5" ) 3“ 5“ 3“ 5" 3“ . 2"
34.34 2" 2" 3“ 3“ 5" 6" 9“ 6“ gﬂ 3“ 2Il
34'35 2|I 2!0 3" 40! all Bll 9" 5“ sll 3ll 2ll
34.36 2" 3“ 5" 4" 7ll 4" 7!! 3Il ﬁli 2|| 2"
34.01 3" 30! 5" 3" sll_ - 3![ 5" 3“ 5" 2" 2"
34'02 3" a" 5!0 a” 5" 3!: 5“ 3" 5" 2I| 2»
35 '35 2" 3“ 5" 6" 9Il 6" 9” 3“ 5" 2“ 2"
35.36 3n 4“ 7" 6'0 sll 4" 700 2!! _1" 2“ 2!0
35'01 3" 4!0 6“ ‘II TII 3" 5" 2" 4" 2|I 2“
35'02 3“ 3“ sn 3:[ . 5Il 3" 5" 2" 4“ 2" 2"
36.36 3" sll Bll sll 8" 3" sll 2“ 4" 2" ) 2"
36."1 4" 5" 8" 4“ 7" 2ll 40[ 2ll 4" zll 2II
36|02 4" 4ll sll 3" sll 2" 4" 2‘“ 4" 2ll 2"
36'03 3“ . all 5“ 2" 4“ 2" 4" 2" 4" 2" ‘ 2"
36.04 3.! 3" su 2“ d" 2“' 4|l 2“ _.!n 2n 2u
01.01 6“ 4" 6" 2" 4‘! 2ll 4" 2" 4" 2" 2||
01'02 5." 3ll ' 5" 2" 4" 20‘ 4“ 2Il 4" 20! 2"
01'03 3|I ) 2“ .4" 2" 4" 2” 4!0 2ll 4“ 2» 2"
01.04 all 2ll 4" 2H 4" 29! 4“ 2ll 4u . 200 2ll
02'02 4“ 2“ 4" 2" 4" 2" 4" 2“ 4“ 2" 2"

FIGUKE 4° SNOWFALL AMOUNTS (COMBINATION CASES AFTER DOCKUS) FOR VARYING
WIND DIRECTIONS AND GEOGRAPHIC AREAS.
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FIGURE & MAP USED WHEN THE FLOW IS OVER LAKE HURON. oo
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FIGURE 7 MAP USED FOR LAKE-ENHANCED CASES.

- 278 -

Wesaler

[ ] ] “
l-—“li:.—-d
Mhl:n
"1
{210") 9
z
H.-‘
(280-3""'
YNG
M‘n
rega‘.;\
Ahifnce
o f,
Movsilien, NO %
‘g t
0 ~
7,
%
Mevbonwiie &

1\

efueAjisuuag




SNOW FORECASTING: COMMENTS ON A FEW LOOSE ENDS

Edward C. Johnston
National Weather Service Forecast Office
Milwaukee, Wisconsin

INTRODUCTION

Accurate prediction of heavy snow band location continues to be one
of the greatest challenges faced by the operational forecaster. There
are numerous published guidelines used top aid in positioning these bands
in mature storm situations. But there is much to consider before
applying these "rules"...and many less mature systems to deal with that
are also capable of producing heavy snowfall. This paper concentrates
mainly on the latter type of system. It attempts to organize a few ideas
- and comment on one of tha more important positioconing guidelines that
could use same clarification. ‘

DISCUSSION

The forecaster must make a series of important determinations in
the course of a developing winter storm situation. A sample thought
process which might be followed is suggested in Figure 1 in the form of
& "decisiorn tree".

The first consideration is the type of snow producing svent one is
dealing with. Simply stated...strong upward vertical motion associated
with significant snowfalls is mainly genesrataed sither by warm air
advection (isentropic 1lift), or vorticity advection (increasing with
height)...or both.

In an ideal situation, they would appear to work together in the
manner suggested in Figure 2. Southwest flow ahead of an upper lavel
trough becomes strongest over a tight thermal baroclinic zone, due to
the additive effect of the thermal wind. This in turn intensifies the
cyclonic shear zone just to the left of the "ijet"; where one or mors
vorticity maxima may form and move up along the shear zone.

Meanwhile downstream...a strengthening lower level! jet is beginning
to "overrun" tha baroclinic zona. This strong vartical motion lmads to
precipitation being deposited just north of the thermal ribbon...which
then coincides with tha band of maximum vorticity advection along the
shear zone. This combination would produce the heaviesf snows.
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Tyoe Of Event
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Figure 1: Winter Stomm thought process "Decision Tree"
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Figure 2: Shear Vorticity and Warm Air Advection

But thaese processes often work saparataly. The warm advection
anow arsa i3 oftan wall ahaad of the vorticity lnduced band...and not
diractly downstraam. In any event, each must be evaluated individually,
then combined to come up with tha final forecaast locations...as shown in
the tabla. The remaindser of this discussion deals mainly with the right
side of the table. Experience suggests that correct adjustments hers
provide one of the most reliable indicators of eventual heaviest snow
band position.

Note that vorticity induced snows ara grouped into two cateagories
for developing storms. Straight jet/strong cyclonic shear zone vorticity
systemsare of the type described in Figure 2...whera a jet straak races
out ahead of the main upper trough. Figure 3 shows an example of this
type of systam. Warm air advection and shear vaorticity advection are
waorking together along much of the "anhancad band"” sguthern adge
(Beckman, 1987) to producz heavy snow. The vorticity cantar is moving
toward Iowa from sauthwest Kansas. Note that its path is only 1
degrze (6@ nautical miles) from the enhancad band southern edge.
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Figqure 3: Satellite Image fram 22002 3-28-87

One of the established guidelines {Boree~Younkin, 1964) for
positioning snow bands states that the heaviest snow will fall 2.5
degrees narth of the vorticity center track. we can sea in Figure 3 that

this is apparently not always true. More will be said about this
shortly.

Figure & ashows the progression of the system downstream. Vorticity
advection and warm advection were still combining to produce hesavy snow

along the enhanced band southern edge...still about 1 degree north of
the vorticity centar track.

Figure 4: 15002 3-29-88
- 282, -



An example of a developing upper level low type of snow band is
shown in Figures 5 through 1Q. .-

In figure 5...the system was still an open trough. The vorticity
center was maoving eastward along the Minnesota—-Iowa border. at ths time,
heavy snow was falling at Rochester, Minnesota (RST) under the southern
adge of the enhanced clouds, again about 1 degree left of the varticity
centar path, Rochester received over 13 inches from this storm. Based on
the previous examples, the tendency would have baen to extrapoclate the
heavy snow band downstream into southern Wisconsin.

The NGM 500 mb projaction for 127 the next day is shown in Figure
4. The vorticity center near the Wisconsin-Illinois border tontinues
tracking eastward. But the model prints out an upper low in southarn
Wisconsin. This will prove to be a key to the future evolution of this
system.

Going back to the satellite picture at B2007 {figure 7), it was
already becoming apparent that a closed cyclonic ecirculation aloft was
forming along the Minnesota-Iowa border. The "dry slot" was beginning to
wrap around the develaping low. In doing so, the dry air pushas the
enhancad band northward, further away from the track of the circulation
center. (Note that in the straight jet system, the dry slot punches
downstream - but doas not wrap around the vorticity center..due to the
lack of a closed circulation)

In figure 8, the dry slot has curled into the northwest quadrant of
the circulation. Note that the slot has pushed tha southern edg2 of the
anhancad band a full 2.Y degrees north of the circulation center. This
is now in agreement with the Gores—Younkin veorticity centar tra:k v
SNOW band ralationship mentionad sarlier.

Figure 9 shows the upper lowlcirculatian cantar continuing eastward
into Lower Michigan. Figurms 10 ahows th# resultant snow band the next
day. Note again that the band position varies from 1 degree north of the
vorticity center track in Minnescota {(shown earlier) to 2.5 degraes north
of the upper low/circulation centar track in northern Wisconsin.

It is very important that this adjustment be made if a snow system
davelops from an open trough or shear zone into an upper low. If it
remains in a shear zone configuration...as is frequently the case when a
jet streak comes out ahead of the main trough...the snow band will
likely be closer tn i degres north of the vorticity centar/shear zone

path . \
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Figure 5: 2100Z 4-26-88

Figure 6; NGM 500 mb VI 12002
4-27-88
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Figure 8: 1200Z 4-27-88 Figure 9: NGM 500 mb VT 00Z 4-28-88

Figqure 10: 1430Z 4-28-88
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CONCLUSIONS

The farecaster in an impending winter storm event is faced with the
situation of "so much to consider in so little time". He or she neads
reliable and simplified solutions toc a complex problem.

This paper attempts to make a little progress toward that goal. It
also suggests that by recognizing the upper air processes in a heavy
SNOW syStem...one will be focusing on one of the most depandablae
paraméters -~ since the lower level scenario responrds to developmants
aloft.

The examples prasented attempt to clarify an important relationship
betweaen the path of the vorticity/circulation canter of a snow svstem
and that of the rasultant heavy snow band. Making the proper adjustments
hera...as shown in the discussion presented...will hopefully lmsad to
more tonsistently reliablae results whan putting the complete package
together.
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ERICA Plans for Winter Storms Field Study

Ron Hadlock, Battelle Ocean Sciences
Carl W. Kreitzberg, Drexel University

The Experiment on Rapidly Intensifying Cyclones over the Atlantic field study will be
conducted between 1 December 1988 and 28 February 1989. The oceanic area that is
approximately bounded by the Gulf Stream and North America, from coastal Carolina to just east
of Newfoundland, will be the region for special observations obtained by recently-developed
measurement systems including high-resolution and safe Loran-C dropwindsondes, CLASS
rawinsondes, an array of drifting data buoys, and multiple airborne Doppler radars. The special
observations will be acquired within a framework of all conventional operational data available
for the eastern United States and Canada including that from the national weather services' land
sites (plus supplemental rawinsonde observations), ocean platiorms, U. S. Air Force WC-130
National Winter Storms Operational Plan reconnaissance flights, and civilian and military
weather satellites. Satellite imagery and soundings will be available in real-time and archived
through facilities of NOAA and the military.

The research program, which was initiated by and is funded by the Office of Naval Research,
has been joined by many partners in research, including a dozen universities and about two
dozen governmental organizations from the United States and Canada. Together, the participants
will obtain the special and conventional data and assure its timely availability to researchers,
including critically important data from aircraft: two NOAA/OAQ WP-3Ds, the NCAR Electra and
Sabreliner, and NRL and operational Navy P-3s. Research aircraft operations will be based at
the Naval Air Station, Brunswick, Maine, and coordinated by Carl Kreitzberg, utilizing facilities
provided by the U. S. Navy.

The field study will be directed by Ron Hadlock from NOAA's World Weather Building
(WWB), Camp Springs, Maryland. At the WWB, ERICA forecasters and storm nowcasters,
coordinated by Gregory Forbes, The Pennsylvania State University, will work closely with NOAA
National Meteorological Center and National Environmental Satellite Data and Information
Service personnel in facilities provided by those organizations. An ERICA Forecast Center at the
Atmospheric Environment Service's Maritimes Weather Centre, Bedford, Nova Scotia, will
participate in the forecasting/nowcasting decision-making processes. Additionally, special
ERICA data wilf be acquired at operational and research sites in Atlantic Canada. Communications
among all of these locations, and with aircraft in flight, are crucially important; the pre-ERICA
field test - aircraft measurements on a rapidly-intensifying storm during January 1988 -
showed that electronic mall, telephone, and telephone facsimile links for information and data
transfer are effective.

The goals of the field study are to better understand the physical processes occurring in the
atmosphere during the rapid intensification of winier storms at sea; to identify characteristics
of the storms that can be used to predict their behavior; and to determine which of the physical

processes need to be Iincorporated into numerical prediction models to better forecast the
storms.

ERICA plans have pfoceeded from several planning workshops and are documented in the
ERICA Overview (March 1887), Field implementation Plan (November 1987}, and Field
Operations Plan (July 1988 and update - November 1988)., along with storm climatological
studies and journal articles in press, e.g., the November 1988 issue of the Bulletin of the
American Meteorological Society.

- 287 -



ERICA — EXPERIMENT ON
RAPIDLY INTENSIFYING CYCLONES OVER THE ATLANTIC

Gregory S. Forbes
The Pennsylvania State University

ERICA: FIELD PROGRAM PLANS

Special data sets will be collected over the western North
Atlantic during winter 1988-89 in intense winter storms that
intensify rapidly during periods of about a day or less. In many
cases the bulk of the lawering of the central pressure in the
deepening cyclone opccurs in one or more 6&—hour periods, or
"explosive phases", in which the central pressure falls at least
16 mb/é&h. The objective of the data collection is to enable
post—field-phase determination of the processes that  drive these
explesive phases, as contrasted with processes at work during
more normal deepening rates. '

Data will be collected on about 8 storms, of which it is
intended that 4-6 will be of the rapid deepening type and 2-4
Wwill be "normal". The intensive observing period, or I0F, will
normally be about 34h and include observations before, during,
and after the ‘"explosive” phase. . Because the scientific
obiectives are all concentrated on the explosive phase of the
cyclogenesis, IOP duration and +total number of 'days of data
collection are expected to be more controlled than in BALE, in
which many different weather scenarios required data collection.
While GALE almost turned into one &O-day I0OP, data will be
ctollected in ERICA on no more than about 146 days spread over
three months, due te limited objectives, limited resources, and
limited numbers of explosive storms expected. This will allow
for more analysis and real-time learning than proved possible
during GALE. There could very well be a lull of two weeks in
duration when the long—wave pattern is adverse, especially around
the time of the January thaw.

Two NOAA P-3 aircraft, each equipped with a tail Doppler
radar, will be used to deploy ERICA dropwindsondes, collect
Doppler radar data, and perform other in situ measurements. The
NCAR Sabreliner and NCAR Electra aircraft will be made available
for high-level and low-level special missions, respectively,
gduring much of the 3-month field experiment. A Naval Research
Laboratory FP-3 will be available for deploying drifting buoys and
dropwindsondes during a portion of the field experiment. The Air
Force is very excited to participate in ERICA through the NOAA
Winter Storms Operations Plan (NWSOP), and will be using aircraft
equipped to provide wind (plus normal thermodynamic) data most,
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if not all, of the time. There will be &-hourly and 3—hourly NWS
special rawinsonde lavnches in the U.5. and Canada, 7 CLASS
sites, and a special surface mesonet on coastal Nova Scotia. The
Penn State UHF wind profiler will be deployed at DOtis Air Force
base throughout ERICA. '

The ERICA Operations Flan describes the details of the
experiment. In a nutshell, the data collection strategy is to
obtain meso—alpha-scale data (100 km or coparser resolution) at 66—
hourly intervals and finer—-scale data for 1limited intervals and
regions during the period from about 18 houwrs prior to the start
of rapid deepening until after the rapid deepening has ceased.
The meso-alpha—-scale data set will be collected by land-based
rawinsondes, NWSOF dropwind- sondes, and specially designed P-3
missions which enable two P-32 aircraft to collect data
simul taneously for about an hour at "synoptic" times. The finer—
scale data will be collected from the Sabreliner and Electra,
from the F-3 Doppler radars, and via 2~hour special observing
sessions between periods of P-3 dropwindsonde releases.

The ERICA Forecast 0Office activities will begin on 27
November 1788, in order to be prepared for data collection on 1
December. The two basic functions of the Forecast Office will be
{1) to issue medium-range (1—-4 day) outlooks and forecasts of the
likelihood of rapid cycione deepening (nominally 10 mb per &h)
over the western Atlantic in order tp activate and deactivate
data collection facilities and (2) to issue nowcasts at freguent
intervals to brief and update mission scientists participating in
the airborne data collection.

Since conventional data over the ocean are sparse in space
and time, nowcasting activities, which will require accurate
knowledge of ' the position and movement of the surface low and
upper—air forcing, will normally need to be done at a location
where the special (i.e., real—-time ERICA) data are available.
Since NMC and GSatellite Applications Lab facilities are
available in the World . Weather Building {(WWB) in Camp Springs,
MD, it was decided tp locate the ERICA Forecast Office there.

The 1987-88 experiment demonstrated that the outlook/
forecast preparation can be done quite effectively Ffrom a
diversity of sites using conventional data and guidance products
and disseminated via electronic mail. Thus, it is likely that
some of the outlooks/forecasts can be prepared from remote sites, -
requiring fewer personnel at the ERICA Forecast Office. This is
desirable, as space at WWB is limited. It will be necessary to
operate the ERICA Forecast Office using a "skeleton crew" of
forecasters at WWB on a daily basis, plus ocutlook/forecasters at
remote sites and with teams of nowcasters ready to mobilize to
WWB for periods of a few days whenever an ERICA storm is
forecast. Remote participation, and most dissemination of
forecasts and nowcasts, will be via electronic mail (OMNET).
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ERICA: MISSION ACCOMPLISHED

Since the Workshop summary was not finalized until after
ERICA data collection was concluded, the follawing preliminary
summary was added. Overall, ERICA was extremely successful.
Although the winter was not very snowy along the East Coast, and
despite much of the winter being characterized by a 500 mb ridge
- off the Southeast Coast, 4 legitimate rapidly deepening cyclones
and 3 marginal-rate deepening cyclones occurred within the ERICA
domain. The strongest of these cyclones reached a central
pressure of 938 mb south of 40N, and is believed to be one of the
deepest extratropical cyclones ever occurring that far south over
the western Atlantic. ERICA was successful not only because 4
rapidly deepening cyclones were measured, but also because maost
of the lesser storms had intriguing mesoscale structures. Unlike
some field projects in which only a portion of the data collected
iz later used extensively in research, most of the ERICA cases
segm to merit considerable study in the years to come.

A preliminary summary of the intensive observation periods
(I0Ps) and limited cbservation periods {(LOFPs) follows. '

Cases of Rapid Deepeners ( > 10 mb/&h ) — 4

T -« 10P 2 — 18mb/&h 13-14 December 1988
IOFP 4 —— 20mb/&h 3—4 January 1989

IOP 5 —— 20mb/&h  18-19 January 1989

LOF S5A —— 15mb/&h 20-21 January 1989

Cases of Marginal Rapid Deepeners ( 8 — 10 mb/&h ) — 3
- IOP 1 -~ Bmb/é&h 9—10 December 1988

I0F 3 — 9mb/&h 17-18 December 1988

IOF 8 — 92mb/6&h 24-2% February 1989
Comparison Cases (weak to normal deepening rates) —— 3

LOP &P 27 January 1989

LOF &6 8 Fehruary 1989

0P 7 12-1% February 1989

e
_—

- 290 -






