
NOAA TECHNICAL MEMORANDUM NWS ER-82 

Second National Winter Weather Workshop 

Conducted by the National Weather Service 

Edited by: 
Laurence G. Lee 
NWS Forecast Office 
Raleigh, NC 

Raleigh, North Carolina 

26-30 September 1988 

-Post prints-

Scientific Services Div~sion 
Eastern Region Headquarters 
June 1989 



PREFACE 

The Second National Winter Weather Workshop was held 26-30 September 
1988 in Raleigh, North Carolina. The National Weather Service Eastern 
Region hosted the workshop, Support was provided by National Weather 
Service Headquarters. 

This volume contains unrefereed articles from the participants who 
were able to provide a written version of their presentation. A 
complete set of abstracts is available from the chairman of the 
program committee, 

Procraa Co .. ittee 
Laurence G. Lee, Chairman, NWS Forecast Office, Raleigh-Durham, NC 
Eugene p, Auciello, NWS Forecast Office, Boston, MA 
Dr. Steven Businger, Department of Marine, Earth, and Atmospheric 

Sciences, North Carolina State University, Raleigh, NC 
Rodney F. Gonski, NWS Forecast Office, Raleigh-Durham, NC 
Robert w. Kelly, NWS Forecast Office, Columbia, SC 
Kenneth D. LaPenta, NWS Forecast Office, Albany, NY 
Robert A. Marine, NWS Forecast Office, Portland, ME 
Thoaas A. Niziol, NWS Forecast Office, Buffalo, NY 
James R. Poirier, NWS Forecast Office, New York, NY 

Local Arrapcementa Co .. ittee 
Robert E. Muller, Chairman, Area Manager/Meteorologist in Charge, NWS 

Forecast Office, Raleigh-Durham, NC 
Dr. Gerald Watson, Department of-Marine, Earth, and Atmospheric 

Scien~ea, North Carolina State University, Raleigh, NC 

For information, please contact: 

National Weather Service Forecast Office 
Raleigh-Durham International Airport 
P.O. Box 165 

\ Morrisville, NC 27560 

or 

National Weather Service Eastern ReCion 
~cientific Services Division - W/ER3 
Airport Corporate Center 
630 Johnson Avenue 
Bohemia, NY 11716 



An article entitled "SuiUiary of the Second National Winter Weather 
Workshop" (L. Lee et al.) is scheduled for publication in the June 
1989 issue (Vol 4, No. 2) of Weather and Forecasting. 

Those interested in pursuing the subject matter of Dr. Steven 
Businger's presentation, "A Review of Cyclogenesis in Cold Air", 
are referred to "Cyclogenesis in Cold Air Masses" (S. Businger and 
R. Reed) which is scheduled for publication in the June 1989 issue 
(Vol. 4, No. 2) of Weather and Forecasting. 

The topics covered in Dr. Lance Bosart's presentation, "The Physical 
Basis for East Coast Cyclogenesis: Some Operational Lessons from 
Case Studies", are discussed in more detail in the following 
references: "The Synoptic and Subsynoptic Structure of a Long-Lived 
Severe Convective System·" (M, Branick et a!.) in the June 1988 issue 
·(Vol. 116, No. 6) of Monthly Weather Review, "A Case Study of 
Unusually Intense Atmospheric Gravity Waves" (L. Bosart and A. Seimon) 
in the October 1988 issue (Vol. 116, No. 10) of Monthly Weather 
Review, and "Subsynoptic-Scale Structure in a Major Synoptic-Scale 
Cyclone" (C. O'Handley and L, Bosart) in the March 1989 issue (Vol, 
117, No. 3) of Monthly Weather Review, 

Details of Mr. H. Michael Kogil's presentation, "Training Development 
at a WSFO - Easy As A,B,C" are contained in several references. 
Information regarding the preparation of slides can be found in the 
August 1988 issue of National Weather Digest (Vol. 13, No. 3) and the 
preparation of video tape is the subject of an article scheduled to be 
published in the Kay 1989 National Weather Digest (Vol. 14, No. 2), A 
thorough treatment of conducting and documenting research in the 
operational environaent. is contained in A Guide for Operational 
Meteorological Beaearch edited by G. Grice and K. Howard (1988) and 
published jointly by the following NOAA organizations: National 
Weather Service, National Severe Storms Laboratory, Environaental 
Rese~rch Laboratories, and National Environmental Satellite, Data, and 
Information Service. 

* * * * * 
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PROGRAM 
SECOND NATIONAL WINTER WEATHER WORI<SHJP 

Raleigh, NC 

!tondav 2!! StQtll!!ber 

2:00 PM - 8:00 PM REGISTRATION - Velvet Cloak Inn. 

T1111(1ay 27 SIPtebtr 

8:00 AM 

8:10 AM 

1:50 AM 

1:50 AM. 

1:15 AM 

1:55 AM 

10:20 AM 

10:40 AM 

OPENING IIIBIMKS 
,Robert E. Muller, Araa Manaser/MIC, 

National weather service Foracast Office, Raleigh, NC. 
Susan F. Zevin, Director, 

National Weather service Eastern Region, Garden City, NY. 

ClPEJIIIII PftESEJ.-TATIOII 
TIE IIIATIOIW. WEATHER SERVICE IN TIE VENt 2000. 
Elbert W. Friday, Jr., Assistant AG.inistretor for weather 
Services, National Weather Service, Silver Spring, MD. 

. 'f&IOII 1: fAIT COAST SJ(M. 
Chai rparson, Laurance o. L•, 
National weather service Forecast Office, Ralailh, NC. 

SYIICPJ'IC STUDIEI OF IIIAJCII ..-ra~• ALCIIII TIE EM1' COUT. * 
Paul J. Kocin, 
NASA Goddard Space Flight Canter, Graenbelt, MD. 

MDIIEL DIMIIOITICS OF EM1' COUT STOMI. * 
Louis W. Uccellini, 
NASA Goddard Space Flight Canter, Gr•nbelt, MD. 

WINTER RIRECAST PMIILBIS ASSOCIATED WITH LI..r TO liiDaBl\TE .. 
EVEIITS IN THE MID-ATLANTIC STATEI. * 
Jaffray HoMn, 
General Sciences Corporation/NASA Goddard Space Flight canter, 
Greenbelt, MD. 

COFFEE IIII£AK 

!Willi z; APPLICATICJI OF MTFLLm wocr m WIMT• 
!lEATHER f!!!FGW .. 51. 
Chairperson, Rodney F. Gonski, 
National weather service Foracast Office, Rala~lh, NC. 

I.rMILITY IUIISTS All) HfAW PIIICIItiTATICII ,_ EXTMTIIIPICAL 
CVCUIIE SYIT-. * 
Roderick A. Scofield, Satellite Applications Laboratory, 
National Envi~ .. ntal Sltellita, Data, and 
Infol'lllltion service, Washintton, D.C. 

* ·Denotes article in Post-Print Volume 
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11:05 AM 

11:30 AM 

11:55 AM 

12:20 PM 

1 :•s PM 

1: .. 1 PM 

2:25 PM 

2:50 PM 

3:15 PM 

3:30 PM 

5:30 PM 

SATELLITE VIEW OF CONVECTIVE TYPE CLOUDS AND HEAVY SlOW. * 
Samuel K. Backman, Satellite Field Services Station, 
National Severe Stonfts Forecast Center, Kansas City, MO. 

A METHOD TO DETEIIIINE THE WIDTH OF SNOW 1M06 ASIOCIATED 
WITH-WINTER STORMS BY USING INFRARED SATELLITE ~TA. * 
Allan L. Morrison, 
National Weather Service Forecast Office, Chicago, IL. 

WHICH SATELLITE PRECIPITATION ESTIMATION TECHNIQUE TO USE? 
A LOOK AT THE CHRISTMAS EVE 1H7 HEAVY RAIN EVEifT Ill TIE 
MIISIISIPPI VALLEY. 
Sheldon J. Kusselson, Synoptic Analysis lranc:h, Nati'onal 
EnvironMtntal satellite, Data, and Infon~ation Service, 
Washington, D.C. 

LUNCHEON- POOLSIDE -Guest Speaker: Dr. Walter J. Saucier 

Chairperson, EUIInt P. Auciello, 
National Wtathtr service Forecast Office, loston, M. 

JEIOICALE WIIfTER RIRECASTIIICI .. IIICI DMIE. 
La~~rence Dunn, 
National Wtathtr service Forecast Office, Denver, co. 

WIIfTIR fAIT CCMIT LIIHTIIIICI MTA IIG IIIWE\P 01' Ll.illml 
ITIUICD Ill ITOII.. * 
Carl C. E11ald, Center Wtathtr Service IJnit, 
Washington AIITCC, LNSburg, VA. 

@ IIEI OWl CCII'UT-, ..,._AIII AMLVSII, ,_ tiMII'_.._.._. 
DJ' I »TICS Ill TIE ..0. 
MichNl P. Foster, National Wtathlr Service Southern -.ion, 
Scientific services Division, Fort WOrth, TX. 

,.,..J!I'Y I 
A nEll TO TWELVE .... HEAVY IIMCIPITATICII F\lhi:MT J.X 
Rllt EXTMTIU'ICAL CYClCIE mT-. 
Roderick A. Scofield, Satellite Applications Ltboratory, 
National Envirot•antal Setellite, Data, and 
Infon~ation Service, Washintton, D.C. 

EMI OF LAICIMTOIIY 

@ Substitute Presentation 
QUASI-GEOSTROPHIC DIAGNOSTICS FOR THE CHRISTMAS WEEKEND 
STORM OF 1987 
Stan Barnes, NOAA/ERL/Weather Research Program, Boulder, CO. 
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Wednesdav 28 seotember 

8:00 AM 

8:35 AM 

8:-40 AM 

8:-40 AM 

9:05 AM 

9:30 AM 

8:-40 AM 

8:-40 AM 

9:05 AM 

9:30 AM 

9:55 AM 

QP£NING PRESOOATION 
EXPLOSIVE CYCLOOEMESIS OVER THE NORTH ATLANTIC - RECENT 
NMC MODEL SKILL AND HOW TO TELL THE BIG BlASTS FROM THE 
LITTLE POPS. * 
Frederick Sanders, Marblehead, MA. 

ADJOURM TO COIICURRENT SESSIONS. 

SESSION o4A: PRECIPITATION TYPE FORECASTING. 
Chairperson, James Poirier, 
.National Weather Service Forecast Office, New York, NY. 

THE ROLE OF MELTING IN DETERMINING PRECIPITATION TYPE IN 
EASTERN NEW YORK IQUNG THE STORM OF OCTOBER -4TH, 1987. * 
Kenneth D. LaPenta, 
National Weather Service Forecast Office, Albany, NY. 

A PROCEDURE FOR FORECASTING PRECIPITATION TYPE USING 1111 LOlli 
LEVEL TEMPERATURES AND LFM MOB FROZEN PRECIPITATION FORECASTS. * 
Joaeph A. Ronco, Jr., 
National Weather Service Forecast Office, Portland, ME. 

WSFO ROO'S LOCAl OUIIWICE FOR PREDICTING PRECIPITATION TYPE. * 
Ke1111it K. Keeter, 
National Weather Service Forecast Office, Raleigh, NC. 

§QSION 41: 'E"WfM,E ITIIJCTU!!£ OF WIITEI STOll •• 
Chairperson, Robart A. Marine, 
National Weather Service Forecast Offica, Portland, ME. 

MESOSCALE STRUCTURE IN WINTER STORMS. PART 1: 
AN ANALYSIS OF THE CtiUSTMo\&-WEEKENO STORM OF 1N7. 
Stan Barnes, Brad Colman, and Ken Howard, 
NOM/ERL/Weather Research Proer•, Boul~Mr, co . 

. MESOSCALE STRUCTURE IN WINTER STORMS. PART 2: 
CXIIPOBITE STRUCTURE OF COLOIWIO F!Off-IWIIE SIIDIIITOM&. 
Edward Tollerud, Cooperative Inatitute for Reaearch in 
EnvironMental Sciences, Univeraity of Colorado, Boulder, Co. and 
Kanneth Howard, NOAA/ERL/Weather Researoh Program, 
Boulder, CO. 

MESOSCALE STRUCTURE IN WINTER STORMS. PART 3: 
THE DIAGIIOBIS MD PROOII08IS OF MESOSCALE STRUCTURE IN 
SYNOPTIC-SCALE CYCLONES. 
Brad Colman, 
NOAA/ERL/Weather Research Program, Boulder, CO. 

COFFEE BREAK 
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WednesdaY 28 September 

10:20 AM 

10:20 AM 

10:45 AM 

10:20 AM 

10:20 AM 

10:45 AM 

11:10 AM 

11:15 AM 

11:15 AM 

11:40 AM 

12:05 PM 

1:20 PM 

3:20 PM 

SESSION SA: PBECIPITATIQN TYpe FQRECA$TIIQ. Ceont1DUidl 
Chairperson, James Poirier, 
National Weather Service Forecast Office, New York, NY. 

WINTER PRECIPITATION TYPE. * 
Richard P. McNulty, 
National Weather Service Forecast Office, Topeka, KS. 

THE SPECIFICATION OF PRECIPITATION TYPE IN WINTER STORMS. 
Michael L. Schichtel, . 
NWS/National Meteorological Center, Washington, D.C. 

SESSION 58: WINTER STQRMS ALOI!Q THE EAST SLOPES OF 
THE COlORADO ROCKIES. 
Chairperson, Robert A. Marine, 
National Weather Service Forecast Office, Portland, ME. 

SYNOPTIC PATTERNS ASSOCIATED WITH HEAVY SlllW ALCIIG THE 
FlllNT RANGE OF COLORADO. 
Jim Wie11nueller, 
National Weather Service Forecast Office, Denver, co. and 
Kenneth W. Howard, NOAA/ERL/Weather Research Progr .. , 
Boulder, CO. 

CLIMATOLOGY OF WINTER PRECIPITATION AT DElVER AND 
COLORADO SPRINGS. 
Jennifer Luppens and Kenneth w. Howard, 
HOAA/ERL/Weathar Research Progr .. , Boulder, co. 

END OF SESSIONS SA and 58 

SESSION !!: WINTER WEAT!ER f2REGft§U!II FIQ! DIFFfiiM 
PERSPECTIVES. 
Chairperson, Steven Businger, Dept. of Marine, Earth, and 
AtMoapheric Sciencea, North Carolina State Univeraity, 
Raleigh, NC. 

SNOW FORECASTING USIIII PHYSICAL PM/LI£1 El8 All) MTTEIII IIEOOIIIIITIO!!.* 
Denis Bachand, Quebec Weather Centre, 
At110apheric Envi rOIWint Service, Saint-Laurent, Quebec. 

THE OPERATIONAL DiLEMMA OF IIJGE IULRICAL .IIDDEL DIFF&acEI. * 
Frank Brody, HWS/Mtteorological Operations Division, 
National Meteorological Center, Waah1ngton, D.C. 

LilliCH BREAK 

LU'J!!TORY II 
EYEBALLIIII Q-VECTOitS CAN BE WY AND Rll. * 
Frederick Sanders, Marblehead, MA. 

BREAK 

vi 



Wednesday 28 .. .9eptember 
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5:30 PM 

7:45 PM 

LAIIORA TORY I II 
USE OF SATELLITE IMAGERY TO DETERMINE HEAVY SHOW AREAS. 
Samuel K. Beckman, Satellite Field Services station, 
National Severe Storms Forecast Center, Kansas City, MO. 

END OF LABO!!A TORY 

QRQUP DISCUSSION 
TOPIC: NMC MODELS AND REGIONAL WINTER WEATHER PREDICTION. 
Ralph A. Petersen, 
NOAA/NWS/NMC/Development Division, Washington, D.C. 

Thursday 29 September 

8:00 AM 

8:35 AM 

8:40 AM 

8:40 AM 
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9:30 AM 

8:40 AM 

8:40 AM 

OPENING PftESENTATION 
A REVIEW OF CYCLOGENESIS IN COLD AIR. 
Steven Businger, Dept. of Marine, Earth, and Atmospheric Sciences, 
North Carolina State University, Raleigh, NC. 

ADJOURN TO CONCURRENT SESSIONS 

SES$ION 7A: WINTER FORECA§T PROIL9!8 IN THE IO!ft"H. 
Chairperson, Rodney F. Gonski, 
National Weather Service Forecast Office, Raleigh, NC. 
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Edward B. MortiMer, National Weather Service Forecast Office, 
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Frank Hakosky and John G. Hoffner, 
National Weather Service Forecast Office, BirMingham, AL. 

WINTER STORM EVENT OF JANUARY 15, 1988, OVER COASTAL 
SOUTH CAROLINA. * 
Robert w. Kelly and Mary J. Parker, 
National weather service Forecast Office, Columbia, SC. 

SESSION 78: WINTER FORECAST PRQBLEIIi AI.QI!G THE EAST CQMT. 
Chairperson, Kenneth D. LaPenta, 
National Weather Service Forecast Office, Albany, NY. 
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Eugene P. Auciello, 
National Weather Service Forecast Office, Boston, MA. 
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Frank Kieltyka, 
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Thomas Niziol, 
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Synoptic Studies pf Major East Coast 
Snowstorms 

Paul J. Kocin and Louis W. Uccellini1 

1 Laboratory for Atmospheres NASA/Goddard Space Flight Center Greenbelt, MD 20771 

1. Introduction 
The combined effects of heavy snow, high winds and cold temperatures associ­

ated with major snowstorms along the East Coast of the United States have had 
a ·debilitating effect on some of the nation's most populated metropolitan areas. 
Heavy snowfall associated with storms known as 'N or'easters' may maroon millions 
of people at home, work or in transit, disrupt vital services and endanger the lives 
of those who venture outdoors. 

The ability of weather forecasters to recognize and account for the many ele­
ments that influence the development and evolution of these storms is crucial for 
the accurate prediction of heavy snowfall along the East Coast. Before the advent 
of numerical weather prediction, attempts to forecast such storms yielded !nixed 
results, at best. The increasing use and sophistication of numerical weather predic­
tion models has improved the forecasts, especially with regard to the timing and 
location of cyclogenesis, precipitation amounts and location of the rain-snow line. 
However, even a relatively good numerical model forecast may contain small errors 
that can have a profound impact on the accuracy of weathe~ forecasts that are 
disselninated to the general population. The inconsistent quality of the forecasts of 
these storms suggests that certain physical features and dynalnical processes, whose 
influences vary widely· from case to case, are better understood or more accurately 
simulated than others. 

In view of an obvious need for an improved understanding of these storm sys­
tems, this paper will provide a brief summary of the horizontal and vertical struc­
tures and evolution of 20 major storms, derived from conventional weather analysis, 
during the period 1955 through 1985. These 20 cases were selected because they had 
the greatest impact on the largest number of people within a domain that spans the 
coastal region from Virginia to southern Maine, including the metropolitan areas 
of New York City, Philadelphia, Boston, Baltimore and Washington, D.C. A more 
complete description and collection of analyses of individual cases can be found in 
Kocin and Uccellini (1989), from which this article is derived; 
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2. Descriptions of 20 major snowstorms 

In this section, patterns of snowfall, sea-level pressure, surface wind, tempera­
ture and other parameters are examined for the 20 cases to identify meteorological 
patterns that characterize major East Coast snow events, to determine what case­
to-case variability might make generalizations difficult to apply, and to describe the 
dynamical and physical processes associated with these patterns. 

The distribution of heavy snowfall for each of the 20 cases is shown in Fig. 1. 
Snowfall accumulations in excess of 25 em occurred in bands averaging 200 to 500 
km in width, covered distances of 500 km or more and were generally oriented from 
southwest to northeast. Snowfalls of 50 em or greater were observed in every storm, 
with amounts exceeding 75 em in eight of the cases. 

All 20 cases were characterized by the development and propagation of well- de­
fined cyclonic circulations. Miller (1946) examined 200 cyclones of varying intensity 
over a 10-year period ending in 1939 and categorized East Coast storm development 
into 2 types, 'A' and 'B'. Type 'A' storms resemble the classical polar front wave 
cyclone studied by the Norwegian school (Bjerknes, 1919; Bjerknes and Solberg, 
1922). The surface low develops along a frontal boundary separating an outbreak 
of cold continental air from warmer maritime air. Type 'B' storms represent a 
more complex sea-level cyclonic development that is unique to the East Coast of 
the United States. The 'B' systems feature the development of a secondary area 
of low pressure along the East Coast to the southeast of an occluding primary sur­
face low-pressure center located over the Ohio Valley. The secondary low forms 
along the primary cyclone's warm front, which separates a shallow wedge of cold 
air between the Appalachian Mountains and the Atlantic Ocean from warmer air 
over the ocean. While some doubt exists concerning a physical basis for the Miller 
classifications, his study cites secondary sea-level development as one of the most 
intriguing aspects of East Coast cyclogenesis. Secondary cyclogenesis is an impor­
tant concern to East Coast snow forecasters because the onset of cyclogenesis and 
the cyclone's subsequent path are key factors in the forecast of when and where the 
heaviest snow will occur. 

The paths of the surface low-pressure centers associated with the 20 cases are 
shown in Fig. 2. Ten of the 20 cases exhibited the 'B' scenario described by Miller. 
The primary low centers followed diverse paths from the western Gulf of Mexico, 
the southern Plains states, and the upper Midwest, with a locus of paths oriented 
from the southern Plains states to the upper Tennessee and Ohio Valleys. As the 
primary cyclone approached the Appalachians, a secondary center developed over 
the northeastern Gulf of Mexico, Georgia, the Carolinas, or the offshore water. The 
primary low dissipated as the secondary low formed. 

The distinctive separation of paths that characterizes the cases exhibiting sec­
ondary cyclogenesis is not observed the remaining 10 cases (Fig. 2). All but one 
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of these systems developed in or propagated across the Gulf Coast region, passed 
south of the Appalachians, and then northeastward along the East Coast. These 
systems, as well as the secondary cyclones described in the last paragraph, followed 
similar paths from eastern North Carolina northeastward to the waters offshore 
of the Middle Atlantic states and southern New England, pru;;sing within approx­
imately 100 to 300 km of the coast. Heaviest snowfall wa5 usually found 100 to 
300 km to the left of, and roughly parallel to, the paths of the surface low pressure 
centers. Although a secondary low center was not observed in these 10 cases, 7 
of 10 exhibited a center jump as the surface low appeared to suddenly redevelop 
further northeast along the coast. The center jumps occurred along the same path 
as that of the primary low, in contrast to the separate tracks that marked secondary 
cyclogenesis. 

In total, 17 of the 20 cases clearly show a redevelopment and/ or sudden acceler­
ation of the surface low along the coast. These characteristics are indicative of the 
influences of the underlying topography. The Appalachians appear to mark a tran­
sition between the areas where primary storm systems weaken and where secondary 
storms develop and intensify farther east. Secondary cyclogenesis and center jumps 
also seem to be confined the vicinity of the Carolinas coasts, suggesting that the 
coastline itself plays an important role. 

Deepening rates were also examined as a measure of intensity of the cyclones 
associated with the snowstorms. In Fig. 3, central sea-level pressures are plotted at 
3-h intervals for a 60-h period that includes the initiation, development, and decay 
of each storm. The minimum sea-level pressures attained by the 20-case sample 
ranges from 960 to 1000 mb. Deepening, defined as a decrease of central pressure 
at a rate of at least -1 mb (3h)-I, occurred generally over a 24- to 48-h period, 
with an average period of 36 hours. The total amount of deepening ranged from 11 
to 52 mb, with an average of 33 mb. Most of the cases exhibited a clearly defined 
and continuous period of intensification, but a few exhibited multiple periods of 
deepening, separated by significant intervals of little or no change in pressure. 

Rapid deepening,· defined as a deepening rate exceeding -3 mb (3h )-1
, occurred 

in every case except one, and for periods of 6 to 27 hours. In the 10 cases marked 
by secondary redevelopment, rapid deepening of the primary low-pressure center 
was observed in only 4 cases and lasted no longer than 6 hours. All secondary 
cyclones, except one, underwent a 12- 24-h period of rapid development. The 
primary low fill~<;l within the expanding circulation of the secondary low within 6 
to 27 hours foll&ring the onset of secondary cyclogenesis. Among the 10 storms 
that either exhiblted a center jump or no redevelopment, rapid deepening occurred 
in all cases and for periods of 6 to 27 hours. While heavy snowfall was frequently 
observed during periods of rapid surface intensification, 2 cases yielded widespread 
snowfall without surface cyclonic deepening. So, while rapid sea-level development 
is a common characteristic of many of these storms, it is not a prerequisite for 
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widespread heavy snowfall. It remains, however, a topic that is the focus of much 
recent scientific research (ie., Sanders and Gyakum, 1980; Sanders, 1986; Rogers 
and Bosart, 1986; Uccellini et a!., 1987; Abbey et a!., 1987). 

While cyclogenesis is an integral component of the 20 major snowfalls, sur­
face anticyclone8 often provide and maintain cold temperatures for the heavy snow 
events. To identify consistent patterns in anticyclone location that characterized 
the sample, high pressure centers were plotted (Fig. 4) for a 36-h period prior to 
and during cyclogenesis along the East Coast. Anticyclone centers followed paths 
from central Canada, either (1) eastward across Ontario and Quebec, toward the 
Maritime provinces or New England, or (2) southward toward the northern and 
central Plains states. These two scenarios are depicted schematically in Fig. 5. 
The sea-level configurations shown in Fig. 5 produce a north-northeasterly flow of 
air along the coast that drives cold air southward toward the developing cyclone. 
The orientation of the anticyclone relative to the cyclone results in a low-level air­
flow that passes primarily over land, or for only a very limited distance over the 
ocean before reaching the coast. As a result, the cold air mass is not substantially 
modified by sensible and latent heating from the nearby ocean. Maximum sea-level 
pressures within these anticyclones exceeded '1030 mb, and on occasion, surpassed 
1050mb. 

Cold air damming and coastal frontogenesis are two processes associated with 
the cold air outbreaks that can be crucial components of the heavy snow events. 
When a cold surface high passes to the north of the coastal plain, cold air is chan­
neled southward along the eastern slopes of the Appalachians and is maintained 
by a combination of effects described in Stauffer and Warner, 1988, Forbes et a!., 
1987, and Bell and Bosart, 1988. Dammed cold air suppresses low-level warm ad­
vection over the coastal plain, and maintains the thermal gradients and warm air 
advection pattern along the coastline or offshore. As a result, when a primary 
cyclone and its upper-level forcing approach the Appalachians from the west, the 
low-level warm air advection pattern shifts to the east of the cold air wedge. This 
process facilitates the formation of a secondary cyclone along the East Coast as 
the primary system weakens in the Ohio Valley. As cold air remains trapped over 
land, air over the ocean is modified by sensible and latent heat fluxes within the 
ocean-influenced planetary boundary layer. The deformation and convergence of 
these airstreams result in a zone of enhanced low-level baroclinicity termed 'coastal 
frontogenesis' (Bosart et a!., 1972). Coastal frontogenesis provides a site where 
low-level convergence, baroclinicity, warm air advections and surface vorticity are 
maximized (Bosart, 1975), important considerations in the evolution of East Coast 
snowstorms. 
3. Descriptions of upper-level features 

An examination of the 500 mb surface shows that three patterns of geopotential 
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heights define the upper-level troughs ·associated with the sea-level cyclones (Fig. 
6). These patterns include (1) the transformation of an 'open-wave' trough into a 
closed circulation or vortex during cyclogenesis (12 cases), (2) the existence of a 
closed circulation at 500mb prior to and during cyclogenesis (4 cases), and (3) 500 
mb troughs that did not evolve into closed circulations (4 cases). Increases of am­
plitude and decreases of half-wavelength between the trough and downstream ridge 
characterized nearly all cases and are indicative of the enhanced vorticity gradients, 
vorticity advections and upper-level divergence associated with these storms. The 
development of diffluence downwind of the trough and a change in the orientation 
of the trough axis to a negative (northwest-southeast) tilt also characterized the 
majority of cases. 

Distinct 500 mb vorticity maxima were plotted for each case (Fig. 7). The 
maxima followed a variety of paths, but were initially directed from northwest to 
southeast in 14 of the 20 cases, indicative of deepening or 'digging' troughs in 
which the amplitude measured between the trough and upstream ridge axes was 
iiicreasing with tiine. Following the initial digging of the troughs in the central 
United States, the paths of the vorticity maxima typically curved to the east or 
northeast as they approached the Atlantic coast. With few exceptions, the centers 
of maximum cyclonic vorticity moved off the coast between North Ca.rolina and New 
Jersey to positions just south of the southern New England coast. The merger of 
multiple vorticity centers was clearly observed in 9 cases and indicates a 'phasing' 
of separate short-wave troughs or jet-stream systems. The interaction of these 
systems enhances the upper-level vorticity advection and associated divergence as 
the merging of separate vorticity maxima into one cohesive maximum porduces a 
well-organized pattern of vorticity advection above the developing surface cyclone. 

Heavy snow seldom occurs when the vorticity maximum curves to the northeast 
before reaching the East Coast. In cases where the vorticity maximum propagates 
northeastward into the Ohio Valley, the primary surface cyclone usually maintains 
a well-defined circulation west of the Appalachians, advecting lower-tropospheric 
warm air over the coastal plain. While secondary cyclogenesis may still occur and 
cold air darinning may persist over the coastal plain, the warm advection aloft often 
produces precipitation in the form of rain, freezing rain, or ice pellets, rather than 
heavy snow. 

The 500 ·mb surface was also examined to id,entify characteristic geopotential 
height patterns associated with the sea-level anticyclones over the Great Lakes and 
southeastern Canada. The sea-level high-pressure systems were found upwind of 
upper-level troughs propagating across eastern Canada in all 20 c~J.ses. The troughs 
crossed eastern Ontario, Quebec and the Maritime provinces to the offshore waters 
of the Atlantic Ocean before and during the onset of heavy snowfall in the coastal 
Northeast. In 19 of the 20 cases, the sea-level anticyclone was located beneath a 
region of confluent geopotential heights. Confluence was found upwind of the 500 
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mb trough over eastern Canada, which typically contained a distinct geopotential 
height minimum or closed circulation. The confluence was also associated with 
the presence of polar jet streaks across the Northeast. The repeated appearance 
of upper-level confluence and its connection with the sea-level anticyclones suggest 
that the development and maintenance of a confluence zone over the northeastern 
United States or southeastern Canada helps to establish and maintain the lower~ 
tropospheric cold temperatures necessary for snowfall along the coast. 

An orientation of upper-level jet streaks and their associated vertical ageostrophic 
circulations, as identified by Uccellini and Kocin (1987), links many of the preced­
ing surface and upper-level features to the development of heavy snowfall (Fig. 8). 
As an upper-level trough approaches the East Coast, a surface low pressure system 
develops within the diffluent exit region of a jet streak downwind of the trough axis. 
A separate upper-level jet streak is embedded in the confluence over New England. 
A cold surface anticyclone is usually found beneath the entrance region 9f this jet 
streak. Indirect and direct transverse ageostrophic circulations are located in the 
southern and northern jet streaks, respectively. The rising branches of the two jet 
streaks merge and contribute to a widespread region of ascent, clouds and precipi­
tation between the jet streak exit and entrance regions. The advection of Canadian 
air southward in the lower branch of the direct circulation over the northeastern 
United States maintains the lower-tropospheric temperatures needed for snowfall 
and is enhanced by cold air damming. The northward advection of warm, moist 
air in the lower branch of the indirect circulation rises above the cold air north of 
the surface low. A low-level jet streak typically develops in this branch beneath the 
diffluent exit region of the upper-level jet. 
4. Summary 

The description of surface and upper-level characteristics of 20 major East Coast 
snowstorms is a greatly condensed version of a Meteorological Monograph to be 
published shortly by the American Meteorological Society. Analyses of the sur­
face and upper-level fields of pressure, geopotential height, wind, and temperature, 
plus other selected elements, provide a framework for understanding some of the 
dynamical and thermodynamical processes that contribute to heavy snowfall along 
the East Coast. 

A visual summary of the factors that contribute to heavy snowfall along the 
East Coast is provided in Fig. 9. The following brief descriptions of the relevant 
processes show how each influences the development of these storms. Although 
the processes are treated separately to identify their individual contributions, the 
non-linear interactions of these processes are crucial for the development of heavy 
snowfall. 

Each of the storms was associated with a well-defined upper-level trough and 
cyclonic vorticity advections. An increase in amplitude and decrease in wavelength, 
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the appearance of diffluence downwind of an increasing negatively-tilted trough 
axis, were all characteristic of the 20 cases and pointed to processes that increase 
upper-level divergence during surface cyclogenesis. Upper-level jet streaks were an 
important component of these storms and a particular configuration of jet streaks, 
one approaching the East Coast and the other located over the northeastern United 
States or southeastern Canada, were seen as instrumental in establishing conditions 
suitable for heavy snowfall (Uccellini and Kocin, 1987). 

Anticyclones that pass across southeastern Canada or surface high-pressure 
ridges that extend eastward from anticyclones over the American or Canadian plains 
provide the cold low-level air that enables precipitation to the reach the ground in 
the form of snow. The position of the anticyclone relative to the evolving storm 
system is a key factor in driving cold air toward the coastal region, with minimal 
modification due to its primarily over-land trajectory. 

Lower-tropospheric thermal advections are also important components of these 
storms as they affect deepening rates, vertical motions and energy conversions. 
The increase of the thermal advections during cyclogenesis is attributable, in part, 
to the effects of topography on the boundary layer temperature structure. The 
Appalachian Mountains, the coastline and the varying temperature field within 
the Atlantic Ocean, in association with the Gulf Stream, contribute to the lower­
tropospheric thermal modifications. Cold air damming contributes to the southward 
advection of cold air and the enhancement of thermal gradients along the coast. 
Coastal frontogenesis focuses low-level convergence, baroclinicity, warm advection 
and surface vorticity, providing a channel for the developing cyclone. The fluxes of 
sensible and latent heat warm and moisten the ocean-influenced planetary boundary 
layer, contributing to the coastal baroclinicity and the moisture flux necessary for 
heavy precipitation. 

The interactions of these effects are accounted for by the 'self-development' 
concept defined by Sutcliffe and Forsdyke (1950) and described by Palmen and 
Newton (1969). A companion paper by Uccellini et al. (1989) discusses these 
interactions and will not be addressed here. 

This paper is intended to show that conventional weather analyses present recog­
nizable patterns that precede and accompany the development of heavy snowstorms 
along the East Coast. These patterns provide a first step in the generation of con­
ceptual models that can be used by forecasters to predict future heavy snow events 
in a region greatly affected by their occurrence. A limitation of this study is that 
only 20 cases were examined,' which points to the need for additional research that 
involves detailed case studies, numerical modeling efforts, and the development of a 
larger group of cases covering a wider variety of storms, both back in time and for­
ward in time as new cases occur. Through a combination of research efforts ranging 
from climatological reviews to model-based case studies, together with improved 
observations of these systems, especially over the ocean, our understanding of these 
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storms will be enriched and our ability to forecast them with acceptable consistency 
may be realized. 
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STORM SNOWFALL FOR TWENTY CASES 
( 2: 25 CM) 

llllllllllllllilfli .. 
25-50 50-75 >75 

Fig. 1. Storm snowfall in excess of 25 em for 20 snowstorms between 1955 and 
1985 (light shading, 25 to 50 em; linear shading, 50-75 em; heavy shading, greater 
than 75 em). 
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Fig. 2. Paths of low-pressure centers at sea level for 20 cases. Paths are grouped 
according to (a,b) cases exhibiting "secondary" redevelopment and (c,d) cases ex­
hibiting no redevelopment or only "primary" redevelopment ("center jumps"). Sym­
bols along path represent 12-h positions. 
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Fig. 3. Time series of central pre~sures of the sea-level cyclones over the 60-
h study period. The 20 cases are grouped as in Fig. 2. In the top two panels, 
the pressures of the primary low are represented by the thin dotted lines and the 
secondary low by the solid lines. 
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Fig. 4. Paths of anticyclones at sea level. 
A1 

------- ------·-
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SCENARIO 8 

Fig. 5. Schematic of representative streamlines (dotted arrows) and sea-level 
isobars (solid) for anticyclone-cyclone couplets during major snowstorms along the 
Northeast coast. Top and bottom panels reflect 12-h sequences. (Al, A2) shows 
a well-defined anticyclone over Ontario and Quebec and (Bl,B2) shows a high­
pressure cell over the Plains states ridging eastward to the northeastern United 
States. 

i 12 -



•orEN WAVE ... 

Fig. 6. Representative examples of trough evolution at 500mb for major North­
east snowstorms. Solid lines are geopotential height contours at 500 mb. Dotted 
lines indicate trough and ridge axes. Positions of sea-level cyclone and surface fronts. 
are also shown. 

Fig. 7. Paths of absolute vorticity maxima at 500mb. The 20 cases are grouped 
as in Fig. 2. 
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Fig. 8. Schematic of dual jet-related circulation patterl!s during East Coast 
snowstorms. Circulations are represented by pinwheels, jet streaks are imbedded 
within confluent and diffluent regions and solid lines are sea-level isobars. 

Fig. 9. Schematic of factors that contribute to heavy snowfall along the East 
Coast of the United States. 
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MODEL DIAGNOSTICS OF EAST COAST STORMS! 

Louis W. Uccellini, Keith F. Brill2, Paul J: Kocin, and JeffreyS. Whiiaker3 

Laboratory for Atmospheres 
NASA/Goddard Space Flight Center 

Greenbelt, MD 20771 

1. Introduction 
The recent interest in cyclogenesis is generally based on studying cyclones which un­

dergo a period of rapid development. These storms are often marked by severe winds and 

heavy precipitation and are, in many instances, not predicted well by numerical models. 

In their study of "explosive" cyclogenesis in the Northern Hemisphere, Sanders and 

Gyakum (1980) found that the rapidly-deepening storms occur primarily over the ocean, 

above or just to the north of the warm ocean currents in the North Atlantic and North 

Pacific Oceans. Roebber (1984) presents a statistical analysis of the 24-hour deepening rate 

of a one-year sample of cyclones occurring in the Northern Hemisphere. Roebber's analysis 

confirms that rapid cyclogenesis occurs primarily near the warm ocean currents. However, 

he emphasizes that the period of extreme rapid deepening occurs for only a fraction of 

the time encompassing the cyclogenetic event, a result which is consistent with Kocin 

and Uccellini's (1988) review of 20 major snowstorms along the East Coast of the United 

States. The observations that many of these cyclones exhibit a short period of extreme 

rapid deepening lends support to the terminology of "explosive development" or "rapid 

development" used by Sanders and Gyakum (1980), among many others, in describing 

these storms. 

2. Observations 

It is well known that the presence of upper-level trough/ridge systems and/or jet 

streak provides an area of divergence in the middle-to-upper troposphere (as estimated by 

cyclonic vorticity advection) over the developing storm center, as emphasized by Bjerknes 

(1951), Palmen (1969), Petterssen (1956), Sutcliffe (1950), and many others. As discussed 

by Bjerknes (1951), "transverse" or cross-stream ageostrophic components in the entrance 

and exit regions of jet streaks also play a role in the development of surface cyclones and 

anticyclones. The existence of a trough/rid!Se system and imbedded jet streak usually 

precedes the surface cyclogenesis. However, there are examples in which the upper-level 

curvature in the geopotential height fields is not a dominant feature, and the divergence 

I Workshop repon derived from the 1988 NCAR Synoptic Study Symposium; lecture notes 
written by Yea-Ching Tung provided counesy of Dr. Frederick Carr. 

2oeneral Sciences Corporation, Laurel, MD 20707. 
3Depanment of Meteorology, The Florida State University, Tallahassee, FL 32306. 
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aloft appears to be related primarily to the presence of a well-defined jet streak (U ccellini, 

1984, 1986; Uccellini and Kocin, 1987; Wash et aL, 1988). 

Uccellini and Kocin (1987) show that a particular configuration of two separate jet 
streaks can give rise to two interactive, transverse-ageostrophic circulations and contribute 

to conditions suitable for heavy snowfall along the East Coast: (1) a direct circulation 
located within the confluent entrance region of a jet streak over the northeastern United 

States or southeastern Canada; and (2) an indirect circulation in the diffluent exit region 

of a jet streak associated with a trough in the southeastern United States. 

For example, at 1200 UTC 11 February 1983, a strong snowstorm was in progress 
across Virginia, West Virginia, and Maryland. The 300 mb analysis (Fig. 1) shows that 

there is an upper-level trough and an upper-level jet streak located near the base of the 

trough. Confluence geopotential heights over the northeastern United States mark the 
entrance region of a separate 60 m s-1 polar jet streak. The surface low is located beneath 

the diffluent exit region of the upper-level jet streak o~er the southeastern United States 

(Fig. 2). A wedge of high pressure associated with very cold air is located beneath the 

confluence in the entrance region of the upper-level jet streak located just south of Nova 

Scotia. The widespread area of heavy snow is located between the two jet streaks. 
The interaction of transverse circulations in the exit and entrance regions of the two jet 

streaks is illustrated by a cross section constructed from Lake Ontario to the North Carolina 

coast (Fig. 3). A direct transverse circulation is diagnosed in the entrance region of the 

polar jet streak across the northeastern United States (marked with a "D" in Fig. 3). The 
ageostrophic wind components at upper levels are directed toward the cyclonic-shear side 

of the jet, while the low-level return ageostrophic flow is directed toward the anticyclone­

shear side of the jet. Subsidence is diagnosed in the coldest air immediately above the 

surface anticyclone. Ascent is diagnosed in the relatively warmer air where the isentropes 
are sloped downward toward higher pressure. The ageostrophic components in the lower 

troposphere appear to contribute to the advection of cold air from New York toward 

Virginia. 
The cross section also displays an indirect transverse circulation (marked with. an "I" 

in Fig. 3) in the exit region of the jet streak over the southeastern United States. In 

the upper troposphere, the tangential ageostrophic wind components are directed to the 

anticyclonic shear side of the jet. Ascent and ·subsidence are located in relatively colder 
and warmer air, respectively. The lower branch of the indirect circulation acts to transport 

moisture from the Atlantic Coast toward the region of heavy snow. 

The two circulations interact to produce a broad, sloped region of ascent that is 

conducive to heavy precipitation. The lower branches of the circulations appear to enhance 

moisture transports and provide for the interaction of very cold and very warm air, creating 

a favorable environment for the development of heavy snowfall. 
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In the previous case, direct and indirect circulations were diagnosed in the entrance 
and exit regions of upper-level jet streaks embedded within confluent and diffluent flow 

regimes, respectively. As discussed by Shapiro and Kenney (1981) for a jet streak marked 
by significant cyclonic curvature and by Uccellini et al. (1984) for an anticyclonic flow 

regime preceding the Presidents' Day storm, this simple relationship did not always exist 
in curved flow regimes. 

Although the upper-level trough/ridge system and/or jet streaks contribute to the 

development of extratropical storms, other characteristics are also common to rapidly 

developing extratropical storms. These characteristics include: 
(1) An asymmetric distribution of clouds and precipitation surrounding the storm, with 

the deepest clouds and most extensive area of significant precipitation located pole­
ward of the cyclone center and a clear "tongue" extending toward the center from 

the western and equatorward sides. The clear tongue represents the area in which 
stratospheric air marked by high values of pote~tial vorticity descends toward the 

storm center. As first postulated by Kleinschmidt (Eliassen and Kleinschmidt, 1957) 

and recently reviewed by Hoskins et al. (1985), the stratospheric extrusion represents 

a "producing mass" for cyclogenesis. 
(2) Low-level baroclinic zones that often serve as the site along which rapid cyclogene­

sis commences along the east coasts of major continents and near the narrow, warm 
ocean currents in the North Atlantic and Pacific Oceans, where intense low-level tem­

perature gradients can become established (e.g., Bosart, 1981; Gyakum, 1983a; Reed 
and Albright, 1986). 

(3) Boundary-layer fluxes of heat and moisture which act to fuel the developing cyclone 

and to destabilize the lower troposphere in advance of the storm (e.g., Bosart, 1981, 

Uccellini et al., 1987). This factor also tends to favor rapid cyclogenesis over or near 
oceans. 

(4) Col).vective elements are imbedded within the precipitation regime on the poleward 

side of the cyclone and also along the frontal boundaries associated with these storms. 
Hypotheses have been presented that the convection plays an active role in con­

tributing to and even initiating rapid cyclogenesis (e.g., Tracton, 1973; Bosart, 1981; 

Gyakum, 1983b). However, the evidence supporting these hypotheses is still incon­

clusive. 
(5) In some areas, orographic features play an important role in cyclogenesis. For example, 

case studies and numerical experiments demonstrate that the Alps exert a significant 

modifying influence on large-scale flow patterns and jet-streak circulation patterns 
that contribute to rapid cyclogenesis in the Ligurian Sea just to the west of Italy 

(e.g., Buzzi and Tibaldi, 1978; Mattocks and Bleck, 1986). It also appears that the 
Appalachian Mountains play a significant role in influencing the low-level thermal 

fields (through "damming" of the cold air toward the south) which, along with coastal 
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frontogenesis, provides a low-level baroclinic zone in the Carolinas, contributing to 

coastal cyclogenesis (see, e.g., Bosart, 1981; Stauffer and Warner, 1987). 

It appears from an increasing number of model-based sensitivity studies and diagnostic 
analyses of storms along the East Coast of the United States that the rapid development 

phase of extratropical cyclones is dependent not on the individual contribution of these 
physical processes, but on a synergistic interaction among them (Uccellini et al., 1987). 

Furthermore, it appears that the interactions are required for only a short period of time 

over a relatively small domain to produce these major cyclone events. 

3. Numerical Modeling Studies 

Since all of the physical processes seem to feed back upon each other, affecting the 

horizontal and vertical circulation patterns throughout the entire troposphere and lower 

stratosphere, numerical modeling has become a critical part of the effort to resolve the 
interaction of various physical processes that contribute to cyclogenesis. 

Uccellini et al. (1987) used a series of model simulations for the February 1979 Presi­

dents' Day cyclone and showed that a synergistic interaction among jet-streak circulation 

patterns, boundary layer fluxes, latent heat release and circulation associated with coastal 

frontogenesis has contributed to (1) rapid development of a low-level jet streak (LLJ), (2) 
an increase in the low-level mass divergence, and (3) an initial development of a secondary 

cyclone along the coast. 

This model experiment consists of four simulations which are ADB (adiabatic, with 

surface friction), BLYR NO LHT, LHT NO BLYR, and FULL PHYS. In FULL PHYS 
simulation, where all physical parameterizations are included, the maximum 850 mb winds 

and minimum sea-level pressure (SLP) are significantly closer to those observed than in 

the other simulations (Table 1). 

The most accurate simulation of the secondary surface cyclogenesis along the coast is 

accomplished by FULL PHYS simulation. The maintenance of a distinct pressure ridge 

east of the Appalachian Mountains, the development 'of an inverted trough along the 

southeast coast and associated coastal frontogenesis, and the weakening of the Ohio Valley 

trough between 06 Z/18 and 18 Z/18 (Figs. 4a-c) agree favorably with analyses provided 
by Bosart (1981) and Uccellini et al. (1984 ). By 00 Z/19, the coastal system continues 

to deepen off the South Carolina coast (Fig. 4d), with the 1017mb central pressure being 

identical to that of Bosart's (1981) analysis. 

A vertical cross section constructed from central Michigan to a position off the Florida 

coast shows that the transverse circulation is detectable over the Appalachian Mountain 

region, with a 6 ubs-1 ascending branch located beneath the axis of the subtropical jet 

(STJ) by 06 Z/18 (Fig. 5a), and greater than 12 pb s-1 by 12 Z/18 (Fig. 5b). These 
vertical cross sections also reveal the distinct frontogenesis along the coastline (reflected 

by the tightening of the gradient of potential temperature immediately along the coasts 
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in the plane of the cross section). Associated with the coastal frontogenesis is a shallow 

direct circulation (indicated by a "D" in Fig. 5b ), which is marked by a separate ascent 
maximum .in the warmer air to the east of the coastal front and descent in the colder air 

to the west. The FULL PHYS simulation produces a significant LLJ which develops in 

the region where the lower branch of the indirect circulation (associated with the STJ) 
and the upper branch of the direct circulation (associated with coastal frontogenesis and 
damming) merge near the 850 mb level. 

To isolate the processes that contribute to the development of the LLJ a trajectory 
is shown for a parcel that passes through the low-level wind maximum in FULL PHYS 
and then compared to a parcel trajectory for ADB (Fig. 6). The trajectory from FULL 

PHYS confirms that the acceleration of parcels into the developing LLJ is related to {1) the 

westward movement of the parcel toward the developing coastal trough where the pressure 

gradient force is changing with time, and {2) the vertical displacement of the pacel through 
• 

the baroclinic region associated with the coastal front. In effect, the rapid development 
of the LLJ within three hours represents a three-dimensional adjustment process in which 
parcels respond not only to horizontal displacement, but also to their vertical displacement 

within a baroclinic environment. 
To determine the effect of the LLJ in the initial decrease of sea-level pressure, the 

mass flux divergence is computed through 21 Z/18 for the areas which coincide with both 

the region of maximum SLP falls (as measured by three-hour tendencies) and the entrance 

region of the LLJ as simulated in FULL PHYS. The mass divergenc~ profiles (Fig. 7) 

indicate the increase in the lower-level mass divergence {800 mb-900 mb) coincides with 
the rapid development of southeasterly winds in the entrance region of the LLJ. A shallow 

layer of mass convergence below the 900 mb level is consistent with the developing inverted 

trough along the coast. These persistent regions of mass divergence in the upper and lower 
troposphere are accompanied by decreasing SLP that marks the initial phase of secondary 

cyclogenesis along the coast. 

Whitaker et al. {1988) also used a regional-scale numerical simulation to show that 

( 1) the convergence of air streams originating in the stratosphere (to the west) and the 

ocean-influenced PBL (to the east) play a significant role in the rapid development phase 

of the Presidents' Day cyclone; {2) the divergence of the air streams above the 700 mb 

level contributed to the mass divergence and decrease in SL~.i and {3) tl~e development 
of the vortex involves baroclinic/dynamic and diabatic processes that interact throughout 

the entire depth of the troposphere. 

4. Issues and Summary 

While the problem of defining necessary conditions that are applicable to all rapidly 
developing cyclones remains an unresolved issue, the "self-development" concept defined by 

Sutcliffe and Forsdyke (1950), and discussed by Palmen and Newton {1969), does provide 
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a basis for describing the interactions of dynamical and physical processes that contribute 

to rapid cyclogenesis. The self-development concept has been applied to cyclones along 
the East Coast of the United States (Kocin and Uccellini, 1988), as depicted schematically 

in Fig. 8. The approach of an upper-level trough and jet streak moving towards the 

East Coast and the initial development of a surface cyclone act to focus and enhance the 
effects of warm-air advection, sensible heat flux, and moisture fluxes in the PBL, and 

latent heat release above 850 mb north and east of the surface low to warm the lower to 

middle troposphere near the axis of the upper-level ridge (Fig. Sa). The increased warming 
associated with these processes affects the divergence aloft in the following manner. The 

increased warming acts to slow the eastward progression of the upper-level ridge and to 

increase the ridge amplitude as the trough moves eastward. It amplifies (partly in response 

to an amplification in the cold air advection pattern to the west of the surface low-pressure 

center) and attains a negative tilt. The decrease in the wavelength between trough and 
• ridge axes, an increase in the diffluence corresponding to the spread of geopotential height 

lines downstream of the trough axis, and the increase in the maximum wind speeds of 
the upper-level jet streaks all combine to enhance the divergence in the middle to upper 

troposphere above the surface low. The increased upper-level divergence (represented by 

an enhancement of the cyclonic vorticity advection in Fig. Sb) acts to deepen the cyclone 

even further. 

As the surface low deepens, the lower-tropospheric wind field surrounding the storm 

increases in strength, especially to the north and east of the low, where the contribution of 
isallobaric effects and vertical motions to the acceleration of air parcels is large (Whitaker 

et al., 1988) and frictional effects are minimal. Often, a low-level jet (LLJ) develops to 

the north and/or east of the storm center, increasing both the moisture transports toward 

the region of heavy precipitation and the warm-air advection pattern (Fig. Sb ). Thus, 
the development of the LLJ enhances the warm-air advection beneath the ridge, further 

contributing to the self-development process that continues until the cyclone occludes and 

the heating is effectively cut off. 
Self-development depends on (1) the existence of the upper-level features that concen­

trate the divergence aloft which is conducive to maximum ascent ahead of the developing 

surface low, and'(2) warming (poleward and east of the surface low) due to diabatic pro­

cesses and an enhanced thermal advection pattern associated with a low-level baroclinic 
zone and strong winds. Given _the interaction among the various processes, it is not pos­

sible to designate one as more important than another in describing rapid cyclogenesis. 

Furthermore, it is difficult to separate the relative importance of upper and lower tro­

pospheric forcing mechanisms since processes near the top . of the troposphere, bottom 

of the stratosphere, and within the planetary boundary layer interact to influence the 

trough/ridge system, imbedded jet streaks, and associated vertical circulation patterns 

that extend throughout the .entire troposphere, Thus, future &tudies on rapid cycloge-
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nesis need to focus on describing the nonlinear interactions between the dynamical and 
physical processes described above. These studies will require enhanced observations com­
bined with well-designed model experiments and improved numerical models to not only 
increase our understanding of rapid cyclogenesis, but also to enhance our ability to predict 
the occurrence of these storms with acceptable reliability. 

Table 1 
Maximum 850 mb winds and minimum SLP from numerical·simulations 

of the Presidents' Day cyclone 

Maximum 
850mb Winds Minimum SLP 

Experiment 06Z/18 12Z/18 OOZ/18 06Z/18 12Z/18 18Z/18 OOZ/19 

ADB 5 18 1032 1032 1032 1035 1036 
BLYRNO LHT 5 24 1032 103() 1027 1027 1024 
LHT NO BLYR 6 21 1032 1030 1032 1036 1036 
FULLPHYS 6 31 1032 1028 1024 1022 1017 
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Fig. 1 The 300 mb geopotential height analysis {solid; 888 = 8880 m), isotachs 
(dot-dashed; 40 = 40 m s-1 

), and selected isopleths of absolute vorticity 
(dotted; 18 = 18x10-5 s-1) with vorticity maximum indicated by "X" at 
1200 UTC 11 February 1983. Each flag denotes 25 m s-1 , each full barb 
denotes 5 m s-1 , each half-barb denotes 2.5 m s-1 , and shading represents · 
wind speed intervals to depict jet streaks. Thick dashed line represents axis 
of cross section shown in Fig. 3. (From Uccellini and Kocin, 1987.) 
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Fig. 2 Surface frontal and isobaric (solid, rob) analysis at 1200 UTC 11 February 
1983. Shading represents precipitation. (From Uccellini and Kocin, 1987.) 
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Fig. 3 Vector representation of vertical motions and ageostrophic wind components 
tangential to -the plane of the cross section shown in Fig. 1 at 1200 UTC 
11 February 1983, including isentropes (K) at 4K increments. The horizontal 
vector components are scaled at the bottom of the figure (m s-1). Shading 
represents ascent in excess of -5 pb s-1 , positions of upper-level jet streaks 
are indicated by J. D and I denote centers of direct and indirect circulations, 
respectively. (From Uccellini and Kocin, 1987.) 
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Fig. 4 Sea-level pressure (solid, mb) and isotherm analyses (dashed, oc) for lowest 
model level (near 1000 mb) for the full physics simulation (FULL PHYS). 
Alternating intervals of shading indicates six-hourly precipitation amounts 
greater than 0.02, 0.5, 1.0, and 2.0 em. Thick dashed line represents inverted 
sea-level pressure trough. (From Uccellini et al., 1987.) 
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Fig. 5 Vertical cross sections dereived from full physics simulation (FULL PHYS). 
Light and vertical shading indicate regions where ascent is greater than -4 
and -Spb s-1 , respectively. Din (b) refers to the direct circulation associated 
with coastal frontogenesis. (From Uccellini et al., 1987.) 

- 27 -



H. 
u ••. -.---r-"1 

... 20 10 

Fig. 6 Low-level trajectory from the (a) full physics simulation (FUL PHYS) and 
(b) adiabatic simulation (ADB). Two-hourly positions, total wind speed (m 
s-1 

), and pressure (mb) indicated. Vector representation for total wind (U), 
geostrophic wind (U9 ), and ageostrophic wind (U49 ) presented at two-hour 
intervals from 0600 through 1400 UTC. Vectors defined and lengths scaled 
(m s-1 ) in bottom right corner. (From Uccellini et al., 1987.) 
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Fig. 7 Verticalprofi.lesofarea-averagedmassfluxdivergence (10 = 10 x 10-3mbs-1
) 

computed for 0600 (thin dashed), 0900 (thick dashed), and 1200 UTC (solid) 
in the left column and 1500 (solid), 1800 (thick dashed), and 2100 UTC (thin 
dashed) in the right column. Profiles from full physics simulation (FULL 
PHYS). (From Uccellini et al., 1987.) 

10 



T. "t" I IRI Iii ,., 
ti: ,, • 

T . . 
1
• 

1 
+ 12 hours 

,.. I IRI Iii 

ti: ,, • 

Fig. 8 Schematic of the "self-development" concept that relates how the temper-­
ature advections, sensible heat fluxes and moisture fluxes in the PBL, and 
latent heat release associated with cyclogenesis enhance the amplitude of 
upper-level waves and decrease the wavelength between trough and ridge 
axes, which contributes to an increase in upper-level divergence (as inferred 
by the enhanced cyclonic vorticity advectio_n pattern in (b)) that further 
enhances cyclogenesis. (From Kocin and Uccellini, 1988.) 
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1. Introduction 

The occurrence of several major snowstorms along the East Coast of the United 
States during the past decade has generated considerable interest in the published 
lit~ature. Examples include a review of 18 major snowstorms in the eastern United 
States by Kocin and Uccellini (1985a,b), analyses of the Presidents' Day snowstorm 
of 18-19 February 1979 by Bosart (1981), and Uccellini et al. (1984, 1985) and those 
of the 11-12 February 1983 megapolitan snowstorm by Bosart and Sanders (1986). 
These storms are an obvious cause for concern to weather forecasters because of · 

. their potential impact to metropolitan areas. However, their relatively rare occur­
rence should not distract forecasters and researchers alike from understanding and 
predicting the weather associated with weaker systems which occur more frequently. 
Indeed, as noted by Maddox and Doswell (1982) for severe weather events in the 
central United States, the forecasting problems associated with the weaker systems 
can actually be more troublesome than those related with the super storm, since 
the dynamic and thermodynamic factors that contpbute to the weather associated 
with such systems may be more difficult to analyze, diagnose, and predict. 

In this paper, a short review of two case studies of light to moderate snow 
events which affected the Middle-Atlantic states during 14 and 22 February 1986 

· are presented. These cases were selected because significantly different snowfall 
and precipitation patterns were generated by two systems with similar upper- tro­
pospheric and surface features. Furthermore, the numerical forecast guidance and 
local forecasters displeyed minimal skill in forecasting the amount of snow associ­
ated with these systems. Synoptic analyses of the 14 February and 22 February 
1986 cases are found in section 2. Isentropic analyses are presented in section 3 

1This work is derived from an article which. appears in Weather and Forecasting by Homan and 
Uccellini (1987). 
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that relate the lower-tropospheric thermal, wind, and moisture fields to the dif­
ferent snowfall patterns and rates for each case. The results of these studies are 
summarized in Section 4. 

2. Synoptic Descriptions 

a. Case 1: 14 February 1986 

The surface weather conditions for the East Coast at 1200 GMT 14 February 
1986 were dominated by a cold high-pressure center positioned off the North Car­
olina coast, accompanied by sub-freezing temperatures as far south as central Geor­
gia (Fig. 1a). A 1008mb low-pressure center near the Arkansas-Oklahoma border 
was located along the southern end of a cold front extending southwest from the 
Great Lakes region. At this time, moderate snow and freezing rain were occurring 
over Kentucky and Tennessee, where 2.5 to 7.5 em (1 to 3 in) of snow had already 
accumulated by 1200 GMT 14 February. By 1800 GMT, the area of low pressure 
initially in Arkansas consolidated into one center in southern Tennessee and did not 
deepen (Fig. 1b). Light snow was commencing in the western regions of Maryland 
and Virginia, but moderate to heavy snow was confined to eastern Kentucky, Ten­
nessee, and southwestern Virginia. During the next 6 hrs the' low pressure system 
weakened slightly while moving slowly eastward and by 0600 GMT 15 February was 
located over southeastern North Carolina. Most of the Middle-Atlantic area was 
experiencing light snow, southerly winds, and temperatures below freezing, but the 
heaviest snow continued to fall south and southwest of Washington, DC, north of 
a warm front located across the North Carolina- South Carolina border. 

At upper levels, the 300- and 500-mb analyses at 1200 GMT 14 February showed 
a trough extending southward from Iowa to eastern Texas (Figs. 2a and 2b ). Cy­
clonic horizontal wind shear near the base of the trough axis contributed to a 
vorticity maximum of 16 X w-58-1 over Oklahoma at the 500-mb level (Fig. 2b), 
with significant positive vorticity advection (PYA) from Arkansas to Kentucky (not 
shown). At 850 mb, strong warm-air advection was occuring over the Tennessee 
Valley. By 0000 GMT 15 February, the 500-mb trough and associated 16 x w-58-1 

vorticity maximum moved into the Ohio Valley (Fig. 2e). However, at 850mb, the 
widespread warm-air advection initially over the Tennessee Valley and southeastern 
states was now mainly confined to the Carolinas and southern Virginia, with little 

. or no indicatio~ of a thermal ridge over the southeastern United States. Further­
more, the warm-air advection over Washington, DC, was weak to nonexistent at 
this time. 

An analysis of precipitation and snow totals over the Mid-Atlantic States for 
this case is shown in Fig. 3. Although a moderate snowfall of 3-5 inches was 
predicted for the Washington, DC area, most snowfall amounts were in the ligkt 
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Fig. 2. Upper-level analyses at 300, 500, and 850 mb for 

Fig. 1. Three-hourly sea-level pressure (mb} and sur­
face frontal analyses between 1200 GMT 14 
February and 0600 GMT 15 February. Shading 
depicts area of precipitation. . 

1200 GMT 14 February (a, b, c) and 0000 GMT 15 February (d, e, f). 



range of 1-3 inches across Maryland and northern Virginia. Precipitation amounts 
decreased substantially east of the Appalachian Mountains, however, a local maxi­
mum of snowfall (3 to 6 in) and precipitation did extend across the southern half of 
Virginia north of a surface warm front and in an area of significant 850-mb warm-air 
advection that remained south of Washington, DC. It appears, therefore, that 1) 
the weakening surface system (which was perhaps related to·an. unfavorable thermal 
field east of the mountains), 2) the confinement of the 850-mb warm-air advection 
pattern to the south of the Washington, DC, region, and 3) the location of the 
surface warm' front in the Carolinas were contributing factors to the precipitation 
distribution for this case . 

• 05 

.12 .09 

PRECIPITATION (In) 
14-15 FEBRUARY 1986 

Fig. 3. Snowfall di~tribution (in) aero~~ the Virginia-Maryland area (top) 
and total precipitation amoun~ (in} from 1200 GMT 14 February throngh 
1£00 GMT 15 February. 
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b. Case 2: 22 February 1986 

During the afternoon and early evening of 22 February, the Washington, DC, 
area was 8Urpri8ed by a moderate snowfall event. At 1200 GMT 22 February, a weak 
surface low (with a central pressure of 1012mb) was located in northern Georgia 
and a surface high-pressure ridge penetrated southward along the East Coast of the 
United States (Fig. 4a). By 1800 GMT, the surface low moved eastward to South 
Carolina (Fig. 4b ), with an inverted trough extending north toward Ohio and an 
expanding area of precipitation located from eastern Tennessee to western Virginia. 
In the following 6 hrs, the surface low moved to the southern South Carolina coast, 
with an inverted trough extending northward to a low over northeastern Ohio. An 
area of moderate to heavy precipitation rapidly expanded just east of the trough axis 
and now covered most of Virginia and Maryland (Fig. 4c ). Moderate snow and sleet 
were observed over the immediate Washington, DC region as temperatures dropped 
to near freezing shortly after the onset of precipitation. Over central Virginia the 
precipitation was primarily rain. 

The 300- and 500-mb analyses at 1200 GMT 22 February are similar to the 14-15 
February case in that a weak to moderate trough stretched north- south across the 
middle of the United States and was approaching the East Coast (Figs 5a and 5b). 
At 500 mb, several separate vorticity maxima can be identified along the trough 
axis, from Minnesota to Texas (Fig. 5b ), contributing to a broader area of positive 
vorticity advection downstream of the trough axis than in the 14 February case. At 
850mb, two distinct troughs can be isolated at 1200 GMT 22 February (Fig. 5c). 
One trough was located over Minnesota. The second trough was positioned over 
Kentucky and was characterized by a distinct closed circulation. An easterly com­
ponent in the wind field over Ohio and West Virginia provides supporting evidence 
for the second system located just downwind of the 500-mb vorticity. maximum 
located over northern Missouri. By 0000 GMT 23 February, the 300- and 500-mb 
trough moved eastward to a position extending southeastward from the upper Mid­
west to the Ohio Valley and then southwestward to the Gulf Coast by 0000 GMT 
23 February (Figs. 5d and 5e). At 850 mb, the two troughs originally over Min­
nesota and Kentucky appear to have combined into one trough with an axis tilted 
from the northwest to southeast (negative tilt) across Michigan to Virginia (Fig. 
5f). As a result, an easterly component to the wind field can be identified across 
Maryland and Delaware, a marked contrast to 14 February, where southwesterly 
winds were prevalent across the entire Middle-Atlantic region. A localized warm-air 
advection pattern developed over Maryland and northern Virginia as the 850-mb 
winds shifted to the south-southeast along a pronounced temperature gradient that 
was increasing in magnitude across Virginia and North Carolina. 

Local forecasters for the Washington, DC area predicted that light snow would 
begin during the evening hours of 22 February with little, if any, accumulation. Yet, 
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snow began falling by midafternoon and accumulations ranged from 7.5 to 12.5 em 
(3 to 5 in), with the heaviest accumulations in the northern suburbs (Fig. 6). 
Precipitation amounts greater than ~ in extended into southern Pennsylvania with 
maximum amounts located over Delaware, Ma.ry'larid and central Virginia {Fig. 6). 
Amounts ·decreased rapidly over southern Virginia.· 

In the following section, a more detailed examination of the low-level thermal 
and dynamic processes is presented for each case to highlight the significant dif­
ferences which might discriminate as to why one case produced light snowfall {and 
precipitation) in the Washington, DC, area and heavier snowfall {and precipitation) 
further south, while the second case produced a heavier precipitation area that ex­
tended from central Virginia into southern Pennsylvania. 

3 •. An examination of the low-level thermal, wind, and moisture fields 
for each case 

Isentropic analyses are now presented to highlight the different characteristics of 
the lower-tropospheric therm;U fields for each case. These analyses, which include 
a computation for the vertical motion on isentropic surfaces, are used to diagnose 
the probable region of maximilin ascent that can then be related to the different 
precipitation distributions for each case. 

a. Vertical motion diagnostics in isentropic coordinates 

There are several reasons for presenting diagnostics in the isentropic framework 
in additio.n to the isobaric coordinate system. As a first approximation, isentropic 
surfaces can be thought of as material surfaces which can slope through a significant 
portion of the atmosphere. Thus, one surface can usually be selected to map out 
the interaction between the lower and middle troposphere in a baroclinic environ­
ment.· The sloped nature of the isentropic surface also provides for more continuous 
moisture analyses than either isobaric or Cartesian coordinate surfaces (Uccellini, 
1976; Boyle, 1981 ). Analyses of wind ('V ) and pressure (p) on an isentropic surface 
can yield a direct, quantitative estimate of the vertical velocity (w) simply from the 
expansion of the total derivative(~) where: 

- 41!. - !!I! + v... '<'7 + o· !!I! w - dt- ot . . vop lJ/J 

1 2 3 

The local pressure change [term (1 )] over a 12-h peliod can be estimated at 
specific locations using successive upper-air maps, although the 12-h temporal res- . 
olution of the operational data network may severely restrict a proper estimation 
of this term. The contribution to vertical motion due to the horizontal advection 
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of pressure (term (2)) is determined from a single map. Air flowing from high pres­
sure on an isentropic surface (relatively warm air) toward lower pressure (relatively 
colder air) contributes to ascent (-w) and will be termed "upslope" flow in there­
mainder of the paper. The contribution to vertical motion derived from term (2) is 
similar to the contribution related to the temperature advection computed in iso­
baric or Cartesian coordinates. The diabatic heating term (term (3)) is important 
in regions of clouds and precipitation. Latent heat release (iJ > 0) contributes to 
ascent through individual isentropic surfaces, while evaporative and radiative cool­
ing (iJ < 0) contribute to descent. The third term is difficult to measure given the 
uncertainty in computing the magnitude of iJ. The evaluation of term (3) is fur­
ther complicated by the fact that the local presslire tendency term will always act 
against the diabatic term. For example, the release of latent heat ( +iJ) contributes 
not only to ascent ( -w) through term (3), but also to a local increase in temperature. 
This local temperature increase forces isentropic surfaces to higher pressure, which 
contributes to descent ( +w ) through term (1 ). The offsetting nature between the 
local pressure tendency and diabatic terms has led Saucier (1955) and Uccellini 
(1976) to note that the pressure advection term provides a good approximation to 
w, especially when wind speeds are large and streamlines are at a significant an­
gle to the isobars on an isentropic surface. Thus, the "horizontal" flow along an 
isentropic surface can be viewed as implicitly including an adiabatic component of 
the vertical motion which is easy to compute at any given time. In the following 
sections, isentropic analyses (derived using the Petersen (1986) objective analysis 
scheme on a 2 X 2 latitude-longitude grid) and vertical motion diagnostics are ap­
plied to the 12-h operational database. 

b. 14 February 1986 

The contribution to vertical motion from terms 1,2 and 3 on the 284-K isentropic 
surface are shown in Fig. 7 for 1200 GMT 14 and 0000 GMT 15 February 1986. 
At 1200 GMT, the ascent associated with the advective term is maximized at 6.3 
p.s-1 over eastern Arkansas (Fig. 7a) and is consistent with the warm-air advection 
inferred at 850 mb across Tennessee, Kentucky, and Arkansas (Fig. 2c). The 
contribution to vertical motion related to the local pressure tendencies between 1200 
GMT 14 February and 0000 GMT 15 February (term (1) in equation (1)), although 
much weaker, also contributes to ascent over much of Arkansas and Kentucky (Fig. 
7 c). Superimposed radar echoes from 1135 GMT reveal the bulk ofthe precipitation 
falling in the area of upslope flow, where mixing ratio values exceed 2 g kg-1 (not 
shown). 

By 0000 GMT the pressure gradient on the 284-K isentropic surface increases 
dramatically from Georgia to southern Virgiilla. The ascent related to term (2) 
is greater than 6 p.s-1 over Georgia and South Carolina (Fig. 7b ). In addition, 
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mixing ratio values on the 284-K surface have increased to greater than 4 g kg-1 

over this region in response to the increasing moisture advections from the Atlantic 
Ocean and Gulf of Mexico (not shown). However, this upslope flow weakens con­
siderably over northern Virginia and Maryland to values· less than 2 J.LS-

1
, where 

westerly winds are directed parallel to the isobars. The rising motion in this area is 
diminished further by the descent related to the local pressure tendency term [term 
(1)] in equation 1 (Fig 7c). Thus, the evaluation of the vertical motion from the 
pressure and wind analyses on the 284-K isentropic surface reveals that the region 
of maximum ascent in the lower to middle troposphere remained to the south of 
Washington, DC. The precipitation distribution (Fig. 3) is consistent with the ver­
tical motion calculations as the majority of the precipitation is confined to the area 
south and southwest of Washington, DC. 

c. 22 February 1986 

For the second case, the 288-K isentropic surface extends from about 975 mb 
in the southeastern United States to 650mb over the Great Lakes. At 1200 GMT 
22 February, the contribution to the vertical motion related to term (2) shows the 
existence of two distinct ascent maxima, one over northern Kentucky approaching 
1.4 J.LS- 1 and a much stronger maximum over Wisconsin (Fig. Sa). A small area of 
precipitation is located within the region of weak upslope flow in eastern Kentucky 
and western Virginia at 1200 GMT (see Fig. 4a). Although a large pressure gradient 
exists across the Carolina region, the wind flow is weak and is found to be either 
parallel to the isobars or directed from low to high pressure, which contributes to 
descent in that area (Fig. 8a). 

By 0000 GMT 23 February , the strongest pressure gradient on the 288-K isen­
tropic surface is now located from northern Georgia to southern Virginia, with 
south-to-southeasterly flow directed toward lower pressure across most of Virginia, 
Maryland, and Pennsylvania. This shift in the pressure gradient and the southerly 
flow regime results in the development of a localized upslope flow pattern in eastern 
Maryland and Virginia, where values of ascent associated with term (2) are greater 
than 2 J.LS- 1 (Fig. Sb ). This area of maximum ascent is located 300 km to the north­
east of the maximum ascent diagnosed at 0000 GMT 15 February. In addition, the 
moisture-laiden air originally confined to the Southeast has moved northward, coin­
ciding with the expanding radar echoes at 0000 GMT across Maryland and Virginia 
(not shown). Unlike the 14 February case, the contribution to the vertical motion 
from the local pressure tendency term adds .to the ascent pattern over northern 
Virginia and Maryland. All these features are consistent with the development of 
the moderate snow over the Washington, DC, region which occurred prior to 0000 
GMT 23 February. 
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Fig. 7. (left 3 panel$) a) Diagno&i& of vertical motion field on ~84 -K i&entropic &v.rface 
related to advection term {term (l) J for 1l00 GMT 14 February (da&hed lines depict 
"-'cent, &olid line& depict de&cent; l's-1). b) Same a& (a), bv.tfor 0000 GMT 15 Februar!f. 

· c) pre&.sv.re tendency term {term (1)/ over ll-h period. 

Fig. 8 (right 3 panel&) &ame as Fig. 7 ezcept on l88-K &v.rface for ll-l3 February. 

- 40 -



d. Discussion 

The 14 February and 22 February 1986 cases represent situations in which the 
evolution of upper-level features and the surface pressure field appear to evolve in 
a similar manner over a 12-h period. Yet, the lower-tropospheric thermal fields, 
advection patterns, distribution of ascending motion, and associated precipitation 
distribution are different. These differences are illustrated in the schematic in Fig. 
9. In the 14 February 1986 case, as the PYA/divergence field moved over the Wash­
ington, DC, region, the low-level response was marked by an upslope flow regime 
(850-mb warm-air advection pattern) which was maximized over North Carolina 
and southern Virginia. Not only were the largest thermal gradients located well to 
the south of Washington, DC (from Georgia to North Carolina), the deflection of 
the southerly airstream toward the east (parallel to the isobars) on the 284-K isen­
tropic sW:face over northern Virginia also limited the upslope flow. The confinement 
of this upslope flow and low-level convergence to the area south of Washington, DC, 
effectively cut off the northern extension of the precipitation field by 0000 GMT 
15 February. Thus, the maximum ascent and associated precipitation region were 
confined primarily to the area south of Washington, DC (Fig. 9a). 

In the 22 February 1986 case, the upper-level PYA/divergence field moved over 
the Washington, DC, region as in the previous example. However, in this case, 
the maximum slope in the isentropic surfaces in the lower troposphere was located 
farther north (North Carolina and southern Virginia (Fig. 9b)], with the upslope 
flow extending into Pennsylvania above the colder boundary layer air mass that had. 
been advected south by the north- northeasterly surface winds early on 22 February. 
The northward displacement of the upslope flow and low-level convergence in this 
case compared to the 14 February case appears to account for the moderate to 
heavy precipitation affecting the Washington, DC, area and extending into southern 
Pennsylvania. 

The emphasis in this paper on the evolution of low-level thermal and wind 
fields and associated advection patterns is similar to the recent studies of convective 
environments in the middle United States by Maddox and Doswell (1982), and Gaza 
and Bosart (1985). These diagnostic studies have attempted to focus the attention 
on low-level forcing for vertical motion related to warm-air advection patterns as 
a separate entity, especially when the upper-level forcing related to PVA is weak 
or apparently nonexistent (at least not strong nor extensive enough to be resolved 
by the operational radiosonde network). Likewise, in the winter storm situations 
described in this paper, the low-level thermal field appears to be a critical factor in 
the evolution of the precipitation fields associated with each storm. Nevertheless, 
the viewpoint depicted in Fig. 9 is based on a concept that the warm-air advection 
pattern represents a manifestation of the sloped response to upper- and middle­
tropospheric divergence in a statically stable, baroclinic environment. Therefore, 
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the warm-air advection should not necessarily be viewed as a separate physical 
process in the forcing of vertical motion. 

A unique aspect of these case studies is the use of isentropic analysis routines 
that provided for straightforward computations of vertical motion fields. These 
isentropicaliy based vertical motion computations depicted the different ascent pat­
terns that 1) could be directly related to the difference in the low-level thelJilal 
distribution and wind fields and 2) could account for the areal distribution of sig­
nificant precipitation for each case. ·The application of an isentropic approach for 
diagnosing the sloped nature of the low-level flow field (and the associated ascent 
patterns) that characterizes baroclinic regimes provides yet another example of 
the advantages of isentropic coordinates for diagnosing factors which contribute to 
significant weather events. These results, combined with the expanding use of isen­
tropic analysis routines in other research institutes, serve as a reminder to Oliver 
and Oliver's (1951) comments following the cessation of the routine transmission of 
isentropic charts in the late 1940s: 

Experienced forecasters and analysu, however, who had become familiar with the 
isentropic chart generally felt, and still feel, that a long step backward8 was taken 
when isentropic analysi8 was abandoned. With the present trends towards the con­
centration of analysis in large centers, with the increased accuracy of radiosondes, 
and with the advent of improved communicationfacilities, the time seems ripe for 
reinauguration of the isentropic chart. (p. 7£6 ). 

Given plans for the upgrade of the transmission of data and charts by the Na­
,..t_ional Weather Service (NWS), the time still "seems ripe for the reinauguration" 
of isentropic-based datasets. 
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Instability Bursts and Heavy Precipitation from 
Extratropical cyclone Systems (ECSs) 
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I • INTRODUCTION 

Today one of the greatest challenges of an operational 
meteorologist is understanding the evolution and characteristics 
of precipitation within the Extratropical cyclone System (ECS). 
It is known that heavy precipitation in ECSs is convective. 
Convective bands or areas are a dominant feature of the ECS heavy 
precipitation areas. Heavy precipitation areas associated with 
ECSs develop and end suddenly and usually occur over small areas. 
Instability Bursts are one of the primary mechanisms.for producing 
heavy precipitation. Instability Bursts are defined as a maximum 
destabilization of the atmosphere. Instability Bursts are best 
detected by using a combination of satellite imagery with 
instability analyses derived from surface and upper air data and 
model data. In the satellite imagery, Instability Bursts are 
identified as subsynoptic scale wave patterns or convective cloud 
areas or bands embedded within the ECSs. Often these features 
grow rapidly and the cloud top temperatures become progressively 
colder in the infrared (IR) imagery; these features appear to 
"burst" their way into existence. In the surface and upper air 
data, Instability Bursts are associated with: (1) the maximum 
advection of unstable air or ( 2) an upper level dis,turbance or 
jet streak passing over an unstable air mass. Instability Bursts 
can be expected in areas: (1) of 850 mb positive advection of 
equivalent potential temperature (eel (see Figures 1a, b); (2) of 
maximum advection of high K index va ues (K=10-20 for heavy snow; 
K=20-30 for heavy rain and K>30 for deep convection) (see Figure 
2) and (3) where significant vertical motion occurs over a moist 
and rather unstable air mass (K > o, 850 mb e~ advection can vary 
from slightly < 0 to slightly > 0 andjor Cond~tional Symmetric 
Instability (CSI)* is present (see Figure 2). An Instability 
Burst by itself is not sufficient to produce heavy precipitation. 
For heavy precipitation to occur, there must be present (or 
forecast): the parameters for an Instability Burst, a slow moving 
or regenerative ECS (except in rapidly deepening systems) and 
moisture (1000-500 mb precipitable water > 0.5 inches and 1000-500 
mb relative humidity> 60%). 

*csi is discussed more thoroughly in section IV. 
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II. AN EXAMPLE OF INSTABILITY BURSTS AND HEAVY PRECIPITATION 

On December 14, 15, 16, 1987 heavy snow associated with 
Instability Bursts and ECSs occurred from Oklahoma northeastward 
to Michigan. Thunder was reported at many locations. In fact 
the ECS cloud system (M) that "burst" into existence around 
December 14, 1301 GMT (see Figure 3) looked like a Mesoscale 
Convective System (MCS). Figure 3 shows the evolution of the 
cyclone from three features: a MCS at (M), an upper level system 
at (U) and a squall line at (S) to a mature comma head (C) and 
comma tail (T) by December 15, 1200 GMT. The surface low deepened 
27 mb in 18 hours. 850 mb 9e advection fields are shown in 
Figures 4a, 5a, 6 and 7a. The advection field in Figure 6 
(December 15, 0600 GMT) is an interpolated field between Figure 5a 
(December 15, oooo GMT) and Figure 7a (December 15, 1200 GMT). 
Twelve hour heavy snowfall analyses (4 or more inches) are 
illustrated in Figure 4b, 5b and 7b. It is interesting that the 
maximum advection of 9e at 850 mb is a very conservative feature 
that can be tracked from northern Arkansas to southern Michigan. 
Also, the 9e advection analysis is oriented in a similar pattern 
as the heavy snow analyses. Heavy snow fell 1-3" latitude north 
of the 9e maximum. Heavy rain occurred along and just north of 
the axis of maximum 9e advection. The December 15, 0600 GMT was 
produced because the 9e advection field between December 15, oooo 
GMT and 1200 moved quite rapidly. During this same time the 
surface low moved and deepened rapidly. 

III •. RELATIONSHIP OF INSTABILITY BURSTS TO ECS EVOLUTION 
AND CYCLOGENESUS 

The connection of Instability Bursts to the evolution (Scofield 
and Spayd, 1984) and deepening of ECSs is not obvious. 
Instability Bursts appear to be present in most cyclogenetic 
events but of course other favorable atmospheric conditions must 
also be present.' Other favorable atmospheric conditions are 
summarized in a check list developed by Auciello (1988) for 
predicting meteorological bombs in the western North Atlantic 
Ocean. In this check list, the intensity, speed and coastal 
crossing of the 500 mb vorticity maxima and the existence of a 
jet streak of 120 knots or greater at 250 or 300 mb just south of 
the 500 mb vorticity maximum are of primary importance. 

A conceptual model of East Coast eyclogenesis is shown in Figure 
8. Rapid deepening occurs where "everything comes together" and 
the satellite imagery shows an evolution from the formation of a 
dry slot on the rear edge of a cloud band to the development of a 
distinct hooked shaped cloud pattern. 

IV. SUMMARY AND CONCLUSIONS 

Instability Bursts are one of the primary mechanisms for 
producing heavy precipitation. Instability Bursts are best 
detected by using a combination of satellite imagery with 
instability analyses derived from surface and upper air data and 
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model data. There are situations when the 9e and K Index 
advection fields do not detect Instability Bursts. In such 
situations, Instability Bursts may take the form of CSI. CSI is 
one cause of the convective bands or areas associated with heavy 
precipitation in ECSs. As described by Bennetts and Hoskins 
(1979) and others, CSI is a result of: inertial instability (a 
horizontal instability: restoring forces are centrifugal), 
convective instability (a vertical instability: restoring forces 
are gravitational) and an atmosphere at or near saturation. An 
approximate criteria for CSI is an atmosphere that is near 
saturation and possesses a large horizontal temperature gradient 
and a small Richardson Number. 

Sometimes Instability Bursts are quite subtle in the visible, IR 
and 6.7 um water vapor imagery. As a result other satellite 
channels and satellite sounding derived parameters will be 
investigated for their utility in the detection of Instability 
Bursts. 

ECS evolution, satellite signatures of heavy precipitation, 
mechanisms (e.g. Instability Bursts), movement and available 
moisture form the basis of a short range forecasting technique of 
heavy precipitation from ECSs. This ECS technique will be 
similar to the one produced for MCSs (Jiang Shi and Scofield, 
1987). 

In closing, Instability Bursts are not only responsible for 
producing heavy ECS precipitation but also appear to occur on all 
meteorological scales ranging from the high-topped cumulonimbus 
systems embedded within the Intertropical Convergence Zone (ITCZ) 
(influences global circulation) down to smallest rapidly expanding 
flash flood producing MCS. Instability Bursts appear to be a 
connecting link between MCSs and ECSs. As a result, it is 
probably not a coincidence that many of the heavy snow producing 
ECSs (as seen in the satellite imagery) look like MCSs. 
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Figure la. 850mb 9e advection ("/Day), January 8, 1988, 0000 
GMT; usually the.heaviest snow occurs along and 
north of the axis of maximum 9e and especially in 
the tightest gradients of 9e· 

Figure lb. 12 hour heavy snowfall (inches) ending at January 
8, 1988, 0000 GMT. 
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Figur(e 3. Enhanced IR imagery (CC curve); dots locate 
of surface low and the numbers are in units 
millibars. 
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Figure 4a. 850mb 9e advection ('/Day), December 14, 1987, 
1200 GMT. 
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Figure 4b. 12 hour heavy snowfall (inches) ending at 
December 15, 1987, oooo GMT • 
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Figure 5b. 12 hour heavy snowfall (inches) ending at December 
15, 1987, 1200 GMT. 
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Figure 6. Interpolated 850mb 9e advection ("/Day), 
December 15, 1987, 0600 GMT). 
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Figure 7a. 850mb Se advection ( 0 /Day), December 15, 1987, 
1200 GMT. 

~ ... ; ;)1~ 
Figure 7b. 12 hour heavy snowfall (inches) ending at 

December 16, 1987, 0000 GMT. 
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- LOW STATIC STABILITY 

Figure 8. 

c:C:'::::'" ..... \ 

SATELLITE SIGNATURES OF CYCLOGENESIS 

• A COMMA HEAD PATTERN UNDERGOING EVOLUTION 
(POSSIBLY FROM A LEAF OR SUB-SYNOPTIC SCALE SYSTEM) 

• RAPID CLOUD TOP COOL! NG 

• RAPID INCREASE IN CONVECTION 
(SOMETIMES JUST A PERSISTENCE IN CONVECTION) 

•LOW LEVEL POSITIVE VORTICITY, CONVERGENCE AND 
STABILITY DECREASE FROM SATELLITE WINDS AND SOUNDINGS 

A conceptual model of East coast cyclo~enesis and 
accompanying satellite signatures; 9e ~s the 
equivalent potential temperature. 
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SATELLITE VIEW OF CONVECTIVE TYPE CLOUDS AND HEAVY SNOW 

Samuel K. Beckman 
National Severe Storms Forecast Center 

Kansas City, MO 64106 

This paper documents an explosive cyclogenetic event with 
thunder and moderate/heavy intensity snowfall from Missouri to 
Michigan. The animated IR GOES satelJ ite imagery showed convective 
type clouds forming in the warm/moist and very unstable air mass 
in the warm sector of the system and moving northward beneath the 
colder air aloft. The cooling tops of these warm sector clouds 
suggested vertical growth and was substantiated by the occurrence 
of ice pellets (IP and IPW) and thunder. As the convective clouds 
continued northward, the precipitation became mixed with, and 
eventually changed completely over, to snow. The abrupt increase 
in snowfall intensity, with rates frequently one to two inches(20-
50mm) per hour, associated with convective type clouds are termed 
"snowbursts". 

This paper also examines changes in precipitation type and the 
causes of two separate thunder areas. One area was in the long 
fetch of south flow along the warm sector moist tongue. The other 
was near a Pacific front and leading edge of cold air aloft. The 
system evolution is also briefly compared to the initial and 
forecast 12 hour NGM (Nested Grid Model) surface, 500mb 
height/vorticity and lifted indices. 

Since the most dramatic system deepening and the main 
"snowburst" (thunder/snow) event occurred between 0000 and 1200 
UTC on 15 December 1987, this will be the time interval of major 
study in this paper. 

Early in the morning on the 14th, the first session of thunder 
and snow developed ahead of a minor shortwave trough which 
accelerated quickly east northeast across east Oklahoma and 
southwest Missouri into east central Missouri. As often the case, 
the initial trough helped to pull the low level moisture northward. 
Snowfall rates were briefly around two (50mm) inches per hour with 
the initial snowburst but the swift movement kept total accumula­
tions in the two to five (50-125mm) inch range. 

The main upper trough moved eastward across the Southern 
Rockies during the day with a more widespread band of moderate 
intensity snow spreading east northeast across the panhandle and 
northwest Texas into central Oklahoma and south Kansas during the 
afternoon. 
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By 0000 UTC (Fig. la), the upper trough extended from a low 
(539dm) in extreme west Kansas south across northwest Texas where 
a 28 unit vorticity center was located. The surface low (1003mb) 
was over Arkansas (Fig. 2c) and the favorable 534/540dm 1000-SOOmb 
snow thickness lines .. (Fig. 2al extended from central Oklahoma 
northeast across north Missouri and southeast Iowa to lower 
Michigan. The 850mb OC isotherm curved from east Oklahoma across 
southwest Missouri into south Indiana. The corresponding GOES IR 
satellite image (Fig. 3a) showed a band of light grey or second 
level enhancement (-42C to -52C) cloud top temperatures (A) from 
east Kansas into Iowa. Surface observations indicated occasional 
moderate intensity snow was falling in the south part of these 
colder cloud tops near the 534/540dm 1000-SOOmb thickness from east 
central Oklahoma across southeast Kansas into northwest Missouri. 
Snowfall rates were occasionally one (25mm) inch per hour. The 
cloud band trailing south across east Oklahoma into north Texas (B) 
was tracked by satellite the previous 24 hours across the Southern 
Rockies and Plains and identified with the leading edge of colder 
air aloft associated with a Pacific front. 

Another significant feature in the satellite imagery was a band 
of thundershowers in the low level moist tongue across central 
Arkansas and south Missouri (C in Fig. 3a). This convection was 
supported by notable geostrophic warm advection centers at the 850 
and 700mb levels (Fig. 4a) and near the zero lifted index isopleth 
(Fig. Sal. This convective band, with the coldest IR satellite 
tops, was associated with occasional moderate intensity rain. The 
band continued to shift eastward during the night into Illinois and 
west Kentucky. The importance of this band will be discussed 
later. 

At this time, the more noteworthy convective clouds were the 
smaller and slightly warmer topped cells over southwest Missouri 
(Din Fig. 3a). These cells were near the leading edge of colder 
air aloft (Note the zero line in 700/500mb panels in Fig. 4a) and 
were producing ice pellets (IP/IPW) or small hail. The convective 
clouds moved northward across west and central Missouri during the 
next six hours. Observing stations reported highly variable 
snowfall intensities and rates which confirmed the convective 
nature of the precipitation. The possible relationship between 
convective type clouds and heavy snow has been discussed by Beckman 
(1986). 

A representative sequence of observations for Columbia, 
Missouri is shown in Table 1. Note the report of thunder with 
moderate intensity snow in the 0720 UTC special observation 
followed by an increase to heavy intensity snow and a snowfall rate 
of 1 inch (25mm) per hour. The snowfall rate increased to 2 inches 
(50mm) per hour during the ensuing hour while thunder was occurr­
ing. There was no additional accumulation after this time. 
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Table 1. Observations at Columbia, Moon 15 Dec. 1987. 

Time (UTC) Cig/Vsb(mi)/Wx/Wind Dir-Spd(kt)/Remarks 

0351 RS W2X 3/4 S-F 3618G25 PRESFR 
0425 SP M116l 7 s- 0120G27 PRESFR PCPN VRY LGT 
0453 RS Mll$ 3 S-IP- 0126 PRESFR 
0550 RS M10$ 2 S-IP- 3518 90410 
0647 RS W1X 1/2 SBS 3625G29 IPE46 
0720 SP WOX 1/4 TSBS 2923 TB19 OCNL LTGIC 
0748 SA WOX 1/8 TS+BS 3021G26 PRESRR SNOINCR '1/1/11 
0850 RS WOX 0 S+BS 2925G36 TE45 SNOINCR 2/3/13 
0948 SA WOX 1/4 SBS 3028G39 PKWND 3043/34 
1051 SA WOX 1/4 S-BS 3021G32 PRESRR PKWND 3036/15 
1131 SP -XM12$ 3/4 S-BS 3026G37 

Satellite images during this time are shown in Figure 3b,c 
(Columbia, MO is at E). At 0630 UTC, the cloud band tapering south 
into south Missouri had about passed Columbia. The pressure was 
falling rapidly (PRESFR) ahead of the band and rising rapidly 
(PRESRR) behind it (Table 1). The surface winds became more 
westerly and increased in speed. These changes suggested a surface 
reflection of a convergence zone (likely Pacific front) aloft near 
the leading edge of deeper cold air. Surface observations 
signified that the thunder and heaviest snow occurred in tne low 
topped, unenhanced part of the cyclogenetic system after the cloud 
band passed. This occurrence of low-topped convective clouds and 
moderate intensity snow beneath the cold core upper low is very 
similar to the severe weather events described by Goetsch (1988). 

The cloud band continued northeast into western Illinois by 
0800 (UTC). Quincy, Il (I in Fig. 3c) reported thunder, moderate 
intensity snow showers, a wind shift from northeast to west and 
rising pressure after the cloud band passed, similar to the earlier 
observation at Columbia. The cloud band was not very well defined 
over Illinois, but, re-emerged over west Indiana at 1100 UTC (N in 
Fig. 3e) and continued to develop northeast across north In­
diana/south Lake Michigan (Pin Fig. 3f). 

Another important aspect of this storm was the significance of 
the long band of precipitation in the warm sector low level moist 
tongue which originally extended from south Missouri into Arkansas. 
This band shifted east into Illinois, west Kentucky and Tennessee 
during the next six hours (Fig. 3b). The importance of the warm 
sector convection and heavy snow has been debated by Beckman (1988) 
and Elkins,(1988). 
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At 0630 UTC (Fig. 3b), a north-south band of cold topped 
convection in satellite imagery (H) was reported by radar and in 
surface observations as thunder with moderate intensity rain 
showers. The Chicago (G) and Rockford (F) Illinois areas, on the 
northern part of this convective line, were reporting moderate 
intensity snow. These cities were between the 534/540dm 1000-500mb 
thickness (Fig. 2). Some of the observation sites around Chicago 
were hearing thunder and observing snowfall rates of 2 inches 
(50mm) per hour. The higher clouds associated with the deeper 
convection and thunder turned westward across north Illinois and 
south Wisconsin during the next several hours (Fig. 3c-f). 
Snowfall rates of 2 inches (50mm) per hour continued in the Chicago 
area (G and J) between 0600 and 0900 UTC. Obviously, the deeper 
convection moving northward in the low level moist tongue was a 
factor in the large snowfall rates. 

Between 1000 and 1200 UTC (Fig. 3d-f), thunder began at Moline 
(K and M) and quickly changed to IP and heavy intensity snow with 
rates of 2 inches (50mml per hour between 1100 and 1200 UTC. Once 
again, this was on the south side of the colder cloud tops in the 
frontal cloud band. Thunder was not reported at Dubuque, Iowa (R) 
nor were there any 2 inch (50mm) per hour snowfall rates. However, 
a snowfall rate of 1 inch (25mm) per hour did occur for 5 consecu­
tive hours between 1000 and 1500 UTC. 

The original band of convective clouds associated with the 
deeper moisture in the warm sector expanded north and east into 
Lower Michigan and Wisconsin. Thunder was heard as far north at 
northern Lower Michigan. During the remainder of the morning, many 
observation sites over east Wisconsin and northwest Lower Michigan 
reported moderate and heavy intensity snow with snowfall rates of 
1-2 inches (25-50mm) per hour. 

The cloud band associated with the cold pool and Pacific front 
aloft consolidated with the low-level moist tongue cloud band near 
the Wisconsin/Illinois border. The main effect was to prolong the 
significant snow across this area during the time of peak cycle­
genesis. 

The initial 1200 UTC NGM 500 analysis (Fig. lc) indicated a 
deeper (by 80dm) and farther east low than the previous 12hr prog 
(Fig. lb). The surface low central pressure had dropped 21mb in 
12 hours, a definite "bomb"! Corresponding 850/700/500mb gee­
strophic temperature advection analyses (Fig. 4b) showed dramatic 
12 hour changes (Fig. 4al during this period of rapid cyclogenesis. 
Also note the position of the zero isoline at 700/500mb which 
represented the leading edge of cold air aloft and the convective 
cloud band in satellite imagery (P in Fig. 3f). 
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The initial NGM Lifted Index '(Fig~ 5c) verified the rapid des­
tabilization predicted by the 12 hr prog (Fig. 5bl over the Ohio 
Valley. Note that the known thunder occurred in the zone of +12 
to +20 values across north Illinois, southeast Wisconsin and Lower 
Michigan. 

In summary, two separate features were identified in the IR 
satellite imagery related to convective clouds and moderate/heavy 
intensity snow. One was identified with a Pacific front near the 
leading edge of the deep cold air aloft. The moderate intensity 
snow began with the thunder, became heavy and continued for 1-2 
hours after the thunder ended. Snowfall rates increased to 2 
inches (50mm) per hour during the "snowburst". The other sig­
nificant feature was the convection in the fetch of deep moisture 
in the warm sector. Thunder was reported throughout the moisture 
band with moderate and heavy intensity rain becoming snow as the 
moisture flowed northward into the colder environment. Snowfall 
rates were also around 2 inches (50mm) per hour in the area of 
convective clouds. Gees trophic warm advection was pronounced 
through a deep layer (Fig. 4b). 

The strong deepening during the time of maximum cyclogenesis 
was reasonably handled by the 12 hr NGM. Rapid d·estabilization in 
the 12 hr NGM lifted indices also verified well. 
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Figure 3. GOES IR satellite 
15 Dec. 1987. a) 0030 UTC. 
d) 1000 UTC. e) 1100 UTC. 

imagery with Mb enhancement 
b) 0630 UTC. c) 0800 UTC. 

f) 1200 UTC. 
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Figure 4. Temperature advection by the geostrophic wind at 850, 
700 and 500mb levels for 15 Dec. at a) 0000 UTC.. b)1200 UTC. 

Figure 5. NGM Lifted Indices for 15 Dec. a) Initial at 
b) 12hr prog valid 1200 UTC. c) Initial at 1200 UTC. 
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•.. A METHOD TO DETERMINE THE WIDTH OF A SNOW BAND ASSOCIATED WITH 
WINTER STORMS BY USING INFRARED SATELLITE DATA •.• 

By Allan .L. Morrison 1 

I I\ITRODUCT I ON ...• 

Significant snowfalls in the upper midwest normally fall in 
relatively narrow bands ranging from 50-200 nm in width. 
Snow typically falls along the north and west edge of an 
organized area of precipitationu This area of precipitation is 
normally associated with an upper level short wave. Prior to the 
introduction of Satellite data in the field, the method most 
commonly used to predict the spatial relationship between the 
snow band and various parameters such as the surface low, 8h mb 
low etc was a statistically derived techni.que using previous 
storms. The basic weakness of using a statistical method is that 
one must also look at the variability of the data. The greater 
the variability, the less useful is the average of the data in 
applying it to a future indiVidual storm. Because of this 
variable nature of snow bands, using this averaging technique is 
of limited value. What is needed is an accurate method to 
pinpoint the exact location of the snowband within each 
individual storm and extrapolating this snow band into the 
futur·e. 

DISCUSS I 01\1 

Short waves, especially the stronger ones when cl ciltds ar-e more 
lik~ly to be in evidence, can be identified using satellite data; 
The cloud signature most commonly associated with short waves on 
satellite data is the ''comma cloud'' that evolves most often when 
the short waves phases with a baroclinic zone. At this time, 
surfac~ cyclogenesis oft~n occurs but is not necessary for the 
comma cloud to take shape. See figure A, which relates the 
location of snow within the comma cloud and the statistically 
derived distances from the paths of various weather parameters. 

Since comma clouds have several distinct features, it seems 
reasonable to assume that the precipitation assoc~ated with the 
comma cloud would normally occur in only a portion of it. After 
ex ami ni nq several snowstorms it 1r1as deter·mi ned that there was a 
definite relationship between the sno1r1 band. and the enhanced 
portion :of the comma cl cud. In all cases e:·:ami ned sno1r1 fell in a 
band related to the lower half of the comma head. This can be 
seen by examining the infrared CMB curve) satellite pictures of 
snowstorm of March 29-30 1987 (see Case I>. Note on each 
satellite picture, the comma head was bisected to the point where 
it intersected the path of the dry intrusion. The lower half of 
the comma head was overlayed on a visual satellite picture, 
following the snowstorm, that depicted the snow band. By 
repeatinq this procedure on successive satellite pictures, a 
composite of overlays onto the visual picture indicated an ~l~ost 
perfect fit between the snow band and the lower half of the co~ma 

j 

1 
National Weather Service Forecast Office - Chicago, IL. 
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head. 

More importantly, it was found that you could accurately pinpoint 
tht? location <Jf significant snowfall on a real time basis. 
By employing the technique of ovet-laying the enhanced po<~tion of 
the comma cloud. !ignoring the discontinuous fragmented portions) 
on a weather depiction chart the precipitation area is well 
defined. The precipitation was found to coincide with an area of 
the comma cloud determined by bisecting the comma cloud from head 
to tail. See figure B. The precipitation wa~ confined to the 
lower half of the comma head and the upwind half of the comma 
tail. The snow was almost exlusively confined to the lower half 
of the comma head to the left of the dry intrusion path. See Case 
II (January 9-19 19871 and Case III (January 19-20 19871. 

THE METHO!) 

See figure C. Note that the southern edge of the enhanced portion 
of the comma cloud determines the southern edge of the snow band 
and the northwest edge of the bisected comma edge corresponds to 
the northern edge. The path of the vorticity maximum should be 
parallel to this snow band and approximately 1 degree of latitude 
to the right of the southern edge of the snow band. If using this 
method as a forecast tool .•• use the path of the vert max •.• either 
by extrapolation or the forecasted position of the vert max ••• to 
extend the snow band into the future. Another good method is to 
extrapolate the path of the dry slot. However a note of 
caut.ion ••. only use this m,ethod if the dry slot is not rotating 
such as in a shearing aut short waveu Otherwise, ·such as in an 
occluding type system, the dry slot rotates arouna the comma 
cloud. Therefore the path of the vor~ max is more reliable. In 
the case of an occluding low, the enhanced portion of the comma 
head be~omes more arced shaped as the dry slot rotates around the 
circulation center, much like a spiral band. This reduces the 
amount of enhanced preci~itation. After this occurs, the enhanced 
band is irl the form of a narrow arc" See figure D~ In this case 
the snow band may be as wide but snowfall amounts should be 
reduced. Often the southern portion of the arc disappears so that 
the snow band narrows, effectively pushing the snow further north 
from the vort track. 

CONCLUSION 

This method can be used to determine with pinpoint accuracy where 
significant snow has fallen up the the present time. This method 
is unique in that all other observed weathar information 
available to tt1e forecaster are either point sources (weather 
observation sites), or of limited coverage such as with radar. 
Obviously one cannot do a good job of forecasting where it will 
snow if he cannot ascertain where snow has be~n occurring up to 
the present time. ~1ow tan you make adjustments to tt1e computer 
t-1odels ~--Jithout knowing whcrt is go:inq on 11 11DW 11

• 

This method can be used to accurately estimate tt1e beginning and 
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ending time~ of significant snowfall at any location. Also an 
estimate of total sno~f~ll at that site can be made using an 
average •nowfall rate of 1 inch per hour which is reasonable with 
most: sriowstor·ms. 

A~ with any method, ther~ are times at which significant snow 
may 
fall outside of this calculated snow band. The most likely 
exception would be the upper portion of the comma tail if the air 
mass was initially cold enough to produce snow. This is the area 
just to the right of the dry slot path. If the precipitation in 
this portion of the comma cloud begins as snow ••• predicting how 
much will fall is difficult as it often changes to rain. 
Fortunately, due to the nature of the comma cloud tail in this 
area being oriented along a narrow band perpendicular to the 
approaching dry slot, the duration of precipitation is short. 
This severely limits potential snowfall. However with the case of 
convective type precipitation, a quick "shot of h,;1avy snowfall" 
could result in several inches of snow. 
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SHEARING OUT TYF·E SHORT WAVE WHERE THE Dr(Y SLOT NOVES STEADILY 
EASHJARD LAYING OUT .A SNOW BAND NEARLY CONSTANT IN ~JIDTH AND 
ALONG A STRAIGHT U NE. 

FIGURE C· 
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Mil X 

-----· 
\ 

SHORT WAVE IS SHARPENING UP 1\ND OFTEN CLOSES OFF. THIS IS A 
TYPICAL OCCLUDING PROCESS AND THE DRY SLOT ROTATES AROUND THE 
UPPER SYSTEN. THIS RESULTS IN A GRADUAL SHIFT OF THE SNOl~ BAND TO 
THE LEFT OF THE VORT NAX PATH. TI·US CAUSES THE SNOW BAND TO 
DECREASE GRADUALLY IN WIDTH. 
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WINTER EAST COAST LIGHTNING DATA AND 
SURVEY OF LIGHTNING STRIKES IN STORMS 

By Carl c. Ewald, Washington ARTCC CWSU 

llACKGROUND 

The 19 inch color CRT lightning detection monitor was installed by the State 
University of New York at Albany at the Leesburg CWSU in July 1983. Generally 
every 50 minutes a map is plotted on the Prism 80 color printer including 
the lightning strikes for the previous 10 minutes in order to maintain 
continuity. 

The monitor shows the major J routes in green, the adjacent enroute ATC Centers 
boundaries in red, the important location points in blue, and the cloud-to-
ground (CG) lightning strike location as a+ or·r--/in one of six changing colors. 
The + signs indicate where a positive change is lowered to the ground, while a 
~shows where a negative charge descends to the ground. Cloud-to-cloud lightn­
lng discharges are electronically eliminated from the display. Generally, negative 
strikes are associated with stronger thunderstorms while weak or embedded thunder­
storms lower positive changes to the ground. Thunderstorms over the Washington 
ARTCC airspace and the Mid-Atlantic coastal waters have an operational impact so 
lightning plots having strikes only in the ocean were sometimes discarded. 

WINTER LIGHTNING CLIMATOLOGY 

The lightning printouts were reviewed for December 1986 through February 1987 and 
December 1987 through February 1988. A count of the number of positive versus 
negative strikes by state and over the ocean was obtained as well as the number of 
hours/plots that a strike occurred in each state and over the ocean. The Washington 
Center area (ZDC CTLA) was also divided into three sections: Mountains, Coastal and 
Central. The results, in tabular form show four conclusions: 

1. Stronger thunderstorms with negative CG lightning strikes are most 
prevalent over the ocean, south of Norfolk and over North Carolina. 

2. Weaker thunderstorms with positive CG lightning strikes occur frequently 
over the ocean and North Carolina and occasionally over Virginia and West Virginia. 

3. The least number of CG lightning strikes occur in January which is the 
only month with more positive than negative strikes. 

4. Thunderstorms over the mountains are weak (mostly positive strikes) and 
are most prevalent during January. 

These numbers represent a "rough" count because of the 10 minute data overlap and the 
under-estimation of the number of lightning strikes over the ocean since some ocean 
strike plots where di.scarded. 

THREE EAST COAST STORMS 

Besides viewing the distribution of strikes by state/ocean a survey of strikes during 
three East Coast Storms were conducted. The strikes help to locate the front/trough 
and often the associated low. They also can show movement and intensity changes of the 
low. This data is a most effective aid as thunderstorms form over the warmer Gulf 
Stream waters. 
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CASE STUDY #1: FEBRUARY 23, 1987 

At 06 UTC only a few strikes were associated with a low near HAT. Within 
an hour strikes developed to the east-southeast of HAT showing the location 
of the associated warm front. Around 08 UTC as the low approached the 
Virginia Capes, strikes appeared along the Maryland eastern shore due to 
the east-southeasterly onshore flow north of the low. 

The number of strikes greatly increased in the warm air sector after 08 UTC 
as the low and frontal system approached the warmer waters of the Gulf 
Stream. For the same reason after 09 UTC as the low moved eastward away 
from the Virginia Capes the number of strikes north and east of the low 
center increased. 

As the low moved away from the SUNYA lightning detection network coverage 
the number of strikes greatly diminished. The strikes formed a linear pattern 
northwest of the low associated with a shortwave trough on the 12 UTC 500 mb 
analysis from ART across ACY to the low center. 

CASE STUDY #2: DECEMBER 24-25, 1986 

This case study represented a heavy rain event over North Carolina and 
eastern Virginia. A low near RWI along with a warm moist air mass having 
dewpoints in the low 60's, triggered negative CG lightning strikes over 
central North Carolina between 1900 and 2030 UTC. 

A few strikes lingered over southeastern Virginia between 21 and 24 UTC but 
not much happened until 02 UTC. 

At 02 UTC the low cente~indicated by two positive strike~was about 
50 miles northwest of SBY and a cold front south of the low was delineated 
by a band of almost 40 negative strikes. As the eastward moving cold front 
slowly approached the warmer waters of the Gulf Stream, the number of 
mostly negative strikes tripled. 

At 04 UTC several strikes near the mouth of Delaware Bay placed the low near 
Cape Henlopen, Delaware. Between 0400 and 0600 UTC the number of strikes 
greatly increased over New Jersey indicating a period of intensification of 
the low as it moved northward to ACY at 0630 UTC. 

After 0630 UTC, the 15 mostly negative strikes over central New Jersey 
diminished to 3 positive strikes over northern New Jersey indicating the 
low was no longer intensifying as it moved northward to CYN VOR (about 
15 miles east northeast of McGuire AFB/WR!). 

CASE STUDY #3: JANUARY 22, 1987 

A developing low was forming over the Virginia capes and most of the 
strikes were just northeast of the low center over the ocean with 
several also over northern Chesepeake Bay. The area of strikes 
northeast of the low center moved fairly rapidly northeastward 
indicating that the center was moving northeastward through 22 UTC 
·before turning northward. 

After 22 UTC a band of negative strikes increased south of the low over 
the warmer Gulf Stream waters delineating a trough or cold front associated 
with the low pressure system/storm. 
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SKILL IN PREDICTION OF EXPLOSIVE CYCLOGENESIS 
OVER THE WESTERN NORTH ATLANTIC OCEAN, 1987-1988: 

A FORECAST CHECKLIST AND NMC DYNAMICAL MODELS 

Frederick Sanders 
9 Flint Street 

Marblehead MA 01945 

and 

Eugene P. Auc:iello 
NOAA, NWS Forecast Office 

Boston MA 02128 

Analyses and predictions of e>tplosive c:yc:logenesis over the 
western North Atlantic: Ocean during the 1987-1988 c:ool season 
were compared. The analyses were the manual and automated series 
produced at the National Meteorological Center <NMC). The fore­
casts were those produced by the Nested Grid Model <NGM> and the 
"aviation run" of the global spectral model (AVN) at NMC, and 
also by a simple checklist employed the NWS Forecast Office, 
Boston. 

Skill of the forecasts has evidently improved si nc:e the 
preceding year. Probability of detection of the event in a speci­
fied 24-h period, wi.th the manual analyses Ltsed as verification, 
approached was 72/. for the NGM in the range from 0-24 h with a 
false alarm rate of 17/.. In the range 36-60 h the values for the 
AVN forecasts were 42/. and 30%. When the automated analyses were 
used for veri f i c:ati on, forecast performance was somewhat· better. 

Skill o·f the checklist forecasts was comparable to that of 
the AVN forecasts but not as good as that of the NGM predictions, 
in the small sample available for c:Qmparison. 

Deepening in the NGM forecasts over the range 12-24 h was 2 
mb less than in the manual analyses, with a correlation of 0.55. 
The skill was limited mainly by errors in timing, with the model 
failing to represent well the initial analyzed deepening but 
c:atc:hing up later. The automated analyses displayed a similar 
failure, with a correlation of 0.49 between analyses. More cer­
tain analyses and better boundary-layer modeling are needed • 
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Table 1 

For the 1986-1987 and 1987-1988 seasons, events CE>, hits 

CH>, and false alarms CFA>; probability of detection CPOD>, 

false-alarm rate <FAR>, and Critical Success Index CCSI>. 

12-h 24-h 36-h 48-h 

E H FA E H FA E H FA E H F?i 

POD FAR CSI POD FAR CSI POD FAR CSI POD FAR CSI 

1987-1988 NGM Western Atlantic ~s NH 

40 29 6 42 26 3 41 15 4 

. 72 . 17 . 63 . 62 . 10 . 58 . 37 . 21 . 33 

1986-1987 NGM C-grid ~ NH 

36 18 11· 35 17 7 35 9 5 

. 51 . 38 . 39 • 49 . 29 . 40 .26 .36 .22 

1987-1988 AVN Western Atlantic ~ NH 

44 25 2 45 18 4 33 14 6 

• 57 • 07 • 54 . 40 • 18 • 37 . 42 . 30 . 36 

1986-1987 AVN Atlantic and North America ~ NH 

44 22 7 43 15 7 36 7 7 

"50 . 24 "43 .35 .32 .30 .19 .50 .16 

1987-1988 NGM Western Atlantic ~ FH 

34 28 '8 36 25 3 33 17 .::. 

• 82 • 22 • 67 .69 .11 .64 .52 .. 15 .47 

1987-1988 AVN Western Atlantic ~ FH 

38 25 2 37 19 3 26 15 6 

.66 .07 .62 .51 .14 .48 • 58 . 29 . 47 
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Fig.l. Positions of cyclones at the center of 24-h periods when 
e>:plcsive deepening was analyzed in the NH series or was predict­
ed by one or beth of the NMC models. Positions for overlapping 
periods for the sama cyclone are connected by solid line. 
Parentheses indicate that explosive deepening occurred in a fore­
cast but net·~ the analysis. · 
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Fig.2. <a> Scatter diagram of 12-h deepening in NH analyses Y.§. in ·· 
12-24 h segments of NGM forecasts. (b) Mean central pressure Y.§. 

time, relative to the central pressc1re at the start of explosive 
c:yc:logenesis, for the FH and NH analyses. The number of pairs for 
each 12-h increment is shown in <bl. The number decreases with-ro ~time owing to the smaller number of cyclones that maintain explo­
sive deepening rates over longer times. Note that the forecast 
segments are taken from different forecast runs • 
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PATTERNS OF THICKNESS ANOMALY FOR EXPLOSIVE CYCLOGENESIS 
OVER THE WEST-CENTRAL NORTH ATLANTIC OCEAN 

Frederick Sanders 
Marblehead, Massachusetts 01945 

Christopher A. Davis 
Center for Meteorology and Physical Oceanography 

Massachusetts Institute of Technology 
Cambridge, MassachLISetts 022139 

Hemispheric anomaly patterns of 1000-500 mb thickness were 
obtained for 67 cases of explosive cyclogenesis over the western 
North Atlantic Ocean in December-Februai"Y during 1962-1977, be­
ginning between latitudes 30-40°N and between longitudes 70-80°W. 

Composite patterns ·far the 26 strongest cases of cyclogene­
sis differed markedly from those for the 22 weakest. After a 
filtering to remove the shortest waves, those for the strongest 
developments showed a prominent negative anomaly area of large 
scale, centered over western Canada 5 days before the event, 
moving southeastward to the western Atlantic days after cyclogen­
esis. No such pervasive anomaly pattern was seen for the weakest 
cases. 

The most intense cyclogenesis occurred when the air over the 
region of development was slightly colder than the 15-year aver­
age, while the least intense occurred in slightly anomalous 
warmth. 

0 0 In the zonal average from 25 W to 125 W, the strongest 
cases occurred with warmth in polar latitudes, coldness in middle 
latitudes and anomalously strong westerly thermal wind in the 
cyclogenetic area. The weakest cases occurred with cold polar 
latitudes, warmth in upper middle latitudes, and slightly cold 
anomalies bL1t no e>:cessi ve thermal wind in the 1 ati tudes of 
cyclogenesis. 

It is implied that bnth baroclinic forcing 
moistLire flux from the sea surface were enhanced in 
cases, bLit n·ei ther effect was obviously dominant. 
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Fig.l. Composite patterns of 
departure of thic:kness of the 
layer 1000-500 mb from the 
long-term mean, for the 
strong c:ases of explosive 
c:yc:logenesis. Isopleths are 
at intervals of 2 dam, those 
for negative values being 
dashed. a) Day -4, b> Day -2, 
c:> Day 0, d) Day +2, e) Day 
+4. The regions of cyclogene­
sis and the mean positions of 
the cyclones in the sample 
are indic:ated in c:). Heavy 
signed values show values and 
positions of selec:ted loc:al 
maxima and minima of 24-h 
c:hange of Ltnf i 1 tered compos­
ite thickness, in dam, asso­
c:iated with the implied mo­
bile synoptic: systems denoted 
by letters. 
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'ig.2. Time series of the 
:onal mean of the filtered 
:hickness anomalies, aver­
lgeg from longitude .25-
>25 W. Isopleths are at 
.ntervals of 4 m, negative 
talues being dashed. a) For 
:he strong cases, b) for 
:he weak cases. 
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THE ROLE OF MELTINS IN DETERMININS PRECIPITATION TYPE IN EASTERN NEW 
YORK DURINS THE STORM OF OCTOBER 4TH 1987 

Kenneth D. LaPenta 

National Weather Service Forecast Office 
Albany, NY 12211 

ABSTRACT 

On 4 October 1987, an unprecedented ear·ly sea&on storm dumped large 
amounts of snow on Eastern New Vorl~. The storm was not wall forecast. 
The numerical guidance was poor, underestimating the storm's intensity, 
totally underforacasting the quantity of precipitation that fell, and 
predicting rain not snow~ 

The local change in temperatura is dependent on horizontal thermal 
advection, changes due to vartical motions, and temperature·changes clue 
to non·-adi at:Jati c: processes. One non-adiabatic process is cooling dL1e 
to melting. Since the latent heat of fusion is nearly an order of 
magnitude less than the latent heat of evaporation, it is often over·· 
looked in precipitation type forecasting. The Albany upper air sound­
ings showed significant cooling between 0000 UTC and 1200 UTC 4 Oct­
ober 1987. During that time about an inch of rain fell before precipi­
tation changed to snow. Calculations show cooling due to melting was 
a critical factor in turning the rain to snow, accounting for nearly 
two thirds of the observed temperature change in the lower troposphere. 

1. Introduction 

On 4 October 1987, an unprecedented ear.ly season snowstorm dumped 
large amounts of snow on Eastern New York, causing many deaths, injuries 
and enormous property damage. Heavy wet snow piled up on trees that 
had not yet lost their ·Foliage. Numerous traes ar1d 1 imbs collapsed 
under tha weight of the snow taking power lines with them. In New York, 
over 200,000 homes lost power, some for over a week. Two New Yorkers 
were killed by falling trees. Twelve· other deaths were attributed 
directly or indirectly to the storm in the state. Over 300 people were 
inju1•ed ,and proper·ty losses were stall;ering. Parts of western New 
Enuland were hit just as hard. 

Albany had just over 6 inches of 5nc~· with one to two feet in 'the 
nearby hills to east, and in tha Catskills <Fig. 1>. In the ~revious 
hundred ye01rs, Albany's greatest October snowfall was 2 inc:hes in 19:52. 

The snowstorm was not forecast. The numerical guidance was poor in 
many respec:ts. The models underestimated the intensity of the system, 
and totally underforecast the quantity of precipitation that fell. They 
were also too warm, predicting rain and not snow. Foreca5ters adjusted 
the guidance in the right direction, but didn't go far enough. The date 
on the calendar made it hard for anyone to believe there could be a big 
snowstorm. 

Post analysis helped explain the storm's development and progress. 
One often over·looked physical process, c:oolin; due to melting, played 
an important role in determining the type of precipitation that fell. 
This paper will examine the role melting played in the storm. 
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2. Background 

Forecasting precipitation type is one of the'most difficult tasks a 
meteorologist faces. Small ch~nges in the st~te of the lo~er tropos­
phere can have a major impact on the character of a storm. Routine 
radiosondes sense the atmosphere t~ice a day, and on a rather broad 
scale. A correct precipitation type forecast is dependent en assessing 
changes in the lo~er atmosphere bet~een sounding times. 

The equation for determining 
time is derived from the first la~ 
the following form of the equation 

the loc&l ch&nge in temperature 
of thermodynamics.· Penn ( 19~7) 
for local temperature change:· 

0 T 

3t 

~here: 

T is 
t is 
v is 
~ is 

~ 
is 

y is 

Cr is 

Cl is 

temper&ture 
time 
horizontal 

w <Y- y 
d 

~ind velocity 
vertic~l ~ind velocity 
the dry adi&b&tic l&pse rate 

the actual lapse rate 

the specific: he&t &t constant 

he&t 

+ 
1 

c 
p 

dCl 

dt 

pressure 

(1) 

with 
used 

If the airm&ss is saturated and condensation oc:c:urs, the latent heat 
released must be accounted for, &nd equ~tion (1) is modified. Ac:c:ordinQ 
to Haltiner and Martin (19~7>, the dry adiabatic: lapse rate is replaced 
by the saturated adiabatic lapse rate and the third term in the equation 
is replaced by: · 

dG! 2 2 -1 
(c: + m L /R T ) (2) 

dt p v 

where• 

m is the mixing r&tio 

L is the latent heat 

f\is the g~s c:onst&nt for ~ater v~por 

The first term in the equation represents temperature 
horizontal therm41 advection. The second term is the 
vertical motions and the final term change due to 
processes. 
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Horizontal advection is usuo:;lly the most important factor in det.er­
mi ni ng 1 oc:al temperatur·e change, though Ltnder c:ertai n C:i rc:umstanc:es the 
other two terms can become significant. Wher1 precipitation occurs w.ith 
warm advection, there is large scale upward vertical motion. Under 
these conditions the vertical motion term is opposite in sign to the 
horizontal o\dvec:tior1 term and ac:c:or·ding to Austin (1949) and Fleagle 
(1947), about half the magnitude. 

Non-adiabatic: effects can play a critical role in determining pre­
cipitation type, Evaporative cooling is the most important. When pre­
cipitation falls through unsaturated air between the cloud and the 
ground, evaporation occurs, It tal(es near 1 y 60111 calories of heat from 
the atmosphere to evapor·ate 1 gram of water, The amount of cooling is 
even greater if sublimation is involved, The drier the SLtbcl OLtd air, 
the greater the cooling, A rapid five, or even 1111 degree, drop in sur­
face temperature is not Ltncommon <Penn, 1957). When the subcloud air 
reaches saturation, cooling stops. 

Non-adiabatic c:oo,ling can also occur when snow melts, though the 
latent heat of fusion is nearly an order of magnitude less than the 
latent heat of evaporation. About 8111 calories of heat are needed to 
turn a gram o·f snow to liqLtid. <Some additional cooling occLtrs in 
ra1s1ng the temperature of the snowflakes to freezing,) For melting to 
be important, there would have to be significant precipitation, and at 
the same time little or no warm advection to counteract it, Unlike 
evaporative cooling, cooling due to melting is not dependent on the 
degree of saturation. McGuire and Penn <1953) did find a case (13 April 
1953, in Boston> where melting was a key factor in determining precipi­
tation type, though few such cases have been documented. 

3. Synoptic situation 

On 3111 September and 1 October 1987, a vigorous short wave dug south­
east across western Canada. By 121110 UTC 1 October, the associated sur­
face low pressure (992 mbl reached extreme western Ontario. It then 
slowed considerably and was over northern Lake Huron at 121210 UTC 2 
October, maintaining its intensity. The cold front trailing the low 
moved through the mid Mississippi valley, and behind it ar1 unseasonably 
cool airmass moved into the Plains states and Midwest. The upper level 
trough also slowed, and sharpened as it moved into the Great Lakes. 

During the next 24 hours the primary surface low <1012 mbl filled 
and moved northeast. It was north of Gluebec City at 121210 UTC 3 October· 
<FiQ. 2), Cold air behind it had spread as far east as the Hudson River 
Valley. Very warm, moist air <suriace dawpoints +10 to +15 deg Cl lay 
over New England, ahead of the cold air, The upper trough continued to 
shar·pen with a strong vorticity maximum swinging through its base. By 
1200 UTC 3 October it was in Kentucky. In response to it, a secondat·y 
surface low (1011 mb) had formed well east oi the coast near latih1de 36 
north, longitude 71.5 west. 

The secondary low moved nearly due north during the day, deepening 
rather slowly. By 01210121 UTC 4 October <Fig. 3) it was east of Cape May, 
New Jersey (1007 mbl, The cold fror1t had moved to eastern New England. 
Over New York surface temperatLtres were generally between +5 and +8 deg 
C. From Cape Cod to Maine suriace temperatures and dewpoints remained 
between +10 and +15 deg C. Pressures were rising slightly irom Chesa­
peake Bay north into eastern New York. 
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At 5121121 mb <Fig. 4) an upper low had cl<Jsed oH along the Virginia­
West Virginia border and a very strong vorticity maximum moved to south­
east Virginia. The greatest height falls (140 m> were over the Delmarva 
peninsula. The 850 mb analysis for 12100121 UTC 4 October <Fig. 5) showed <l 
low east of New Jersey with a large temperah<r·e gradie11.t across the 
northeast. Chatham was +12 deg c, ·Albany 0 deg C with Buf-falo at 
-6 deg C. 85121 mb dewpoints of +8 to +12 deg C over Eastern New England 
and Neva Sc:oti a indicated ccpi OL\S moi stLlre was present. 

After 01211210 UTC 4 October, ener·gy from the intense vor·tic:ity rna:dmum 
really began to feed the coastal low and it deepened at better than a 
millibar per hOLlr. The surface low (11211210 mb) continued nearly due north 
and was at about 4121 Nand 71 W at 0600 UTC 4 October <Fig.6). Pressures 
were falling most rapidly over southeast New England, bLlt had also begLln 
to fall west .and northwest of the storm center. Primarily rain was 
falling, although there was some snow in the Catskills and at Mont­
pelier, Vermont. 

By 1219121121 UTC 4 October, the low had moved to the southeast Massachu­
setts coast and deepened 5 ·more millibars. Rain had mixed with, or 
changed to snow in many p01r·ts of northeast Pennsylvania and easterr1 New 
Yor.k. 

At 120121 UTC 4 October, the center of the closed low at 5121121 mb was 
near the. junction of New York, New Jersey and Pennsylvania <FiQ. 7>. It 
tracked northeast, almost directly over Albany and was in western Maine 
at 121121121121 UTC 5 October. · At 850 mb (Fig. 8) , the thermal gradi. ent had 
tightened further. Portland's temperature had risen to +11 deg C with 
+14 deg C readings ever Nova Scotia. To the west, Albany had fallen to 
-4.5 dag C with Buffalo .at -7 deg C. The system was growing more vert­
ical and the 850 mb low was near Boston. Large quantities of moisture 
(950 mb dewpcint +10 deg C at Portla11dl were feeding west over the cold 
air. 

At 12121121 UTC 4 
(Fig. 9). It had 
was close to its 
England with snow 

October the surface the lew was just west of Boston 
deepened to 992 millibars (15mb in 12 hours>, and 

maximum intensity. It was raining through most of New 
in eastern New York. Some places had thunderstorms. 

The surface low <992 mb> moved 
1~00 UTC 4 October and to just east 
<Fig. 1121). At that ·time precipitation 

to southeast New Hampshire at 
o~ Portland, Maine, at 19121121 UTC 
in eastern New Vorfr. tapered off. 

4. The role of melting in turning the rain to snow 

Equation (1) stated the local rate of c:hanQe in temperature is a 
function of horizontal advection, chan9e due to vertical motions and 
change due to ,non-adiabatic: processes. It is almost i.mpossible to 
quan.titatively evaluate each term over· the course of the storm since 
vertical soundings were taken only every 12 hours. Still, by calculat­
ing the pctenti al c:coli ng due to preci pi tati on melting, and qL\ali tati ve­
ly examining the vertical motion and advection terms, we can evaluate 
the role of meltin9 cooling in determining the precipitation type. It 
is assumed that cooling due to other non-adiabatic: processes suc:h as 
radiation and conduction was small. 

Wex 1 er et. al. 0954> calculated the rate of cocll i ng due to melting. 
The cooling rate is inversely proportional to the thickness of the layer 
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cooled, and directly ·proportional to the precipitation rate. They 
showed one inch of pr·ec:ipit11.tion <wa.tar equivalent) melted in ;a l11.yar 
200 mb thic:k woctld produce a. 2.5 deg c. drop in temperature over the 
layer. 

Figure 11 shows the Albany sounding for 0000 UTC 4 October. Sinc:e 
the "'tmosphere wa~ nearly satLtrated, evaporative c:ool ing was not a 
factor. The freezing level ·was at 5200 feet and the surface temperature 
was +6 deg C. All rain fell from 0000 UTC to 0649 UTC when sleet 
stat-ted to mix in. At: 0706 UTC the first snowflaf(es began tt1 fall, but 
Llnti l 1000 UTC the precipitation was predominantly rain. Between 0000 
UTC and 1000 UTC total melted precipitation was 1.00 inches. F'igure 12 
gives hoctrly temperature, precipitation 11.nd snowfall for Albany, 

Figure 13 shows the 0000 UTC 4 October Albany sounding modified for 
cooling due to meltin11. It was assLtmed the cooling was equ.t.lly distri-· 
buted within the liJwest 200 mb of the atmosphere. Based on our assump­
tions, melting cooling alone would have brought the freezing level down 
from :5200 feet ASL to about 2500 feet ASL. Penn <19:57) stated that on 
the average, snow must fall through 1200 feet of above freezing air to 
melt. That would bring snow down to 1300 foot ASL, low enough for snow 
in the hills around the Hudson Valley. In reality, as the freezing 
level fell, cooling was probably concentrated closer to the surface. 
This would mean melting cooling alone would have brought snow level down 
even closer to sea level. 

Figure 13 also shows the observed 1200 UTC 4 October sounding for 
Albany. Sinc:e 0000 UTC 4 October there had been significant cooling 
below about 780 mb. Based on our calculations, ;almost two thirds of the 
cooling was due to melting. Above 780 mb, temperatures had actually 
risen, indicating overrunning warm air from the east was helping to gen­
erate the precipitation. 

Low level c:old advection was responsible for muc:h of the remaining 
cooling between 0000 UTC and 1200 UTC, The 850 mb analysis for 0000 UTC 
4 October <Fig, 5) 1 showed a fairly steep temperature gradient with iso­
therms oriented northnortheast to southsouthwest. At Albany, a north 
wind of 20 knots indicated some c:old advection, althoctgh the c:ross iso­
therm component of the wind was small, Much stronger cold advection was 
evident at Atlantic: City and PittsbLtrg. The surface map· for the same 
time <Fi~. 3) also indicated some cold advection. 

By 1200 UTC 4 October, the 850 mb analysis <Fig. 8) showed the wind 
flow at Albany had become northnortheast in response to the rapidly 
deepening low over eastern New England. There was an extremely tight 
thermal gradient between Albany and the coast. Again, the cross iso­
therm component was small, but there was at least some warm advection at 
this time, indicating c:old advection had ended some time between 0000 
UTC and 1200 UTC 4 October. 

Figure 14 gives a time cross-section of surface observations in 
eastern New York. If cold advection was the prime factor in ccoling tha 
lower atmosphere, we would have seen a change to snow upstream of 
Albany first, The low level flow was north to northwest. Still, snow 
began mixing in with the rain at Albany before it did at Glens Falls. 
In fac:t some snow began falling at Poughkeepsie hours before any snow 
fell at Glens Falls. Twenty-four hour <1200 UTC 3 October to 1200 UTC 
4 October) precipitation at Glens Falls was 0,36 while 1.30 fell at 
Albany. 
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The amount of temperature change due to vertical motions, is diffi­
cult to assess. At 0000 UTC 4 October, the lapse rate ir1 the lower 
atmosphere was nearly moist adiabatic, indicating this term was small. 
At 1200 UTC 4 October the lapse rate between the surface a11d 800 mb had 
decreased as slightly greater cooling had occurred near·the ground than 
bewteen 900 and 800 mb, There was a marked inversion between 800 and 
7:50 mb, The sounding had warmed above 780 mb. No data was available 
above about 680 mb. 

The 500 mb lew passed almost over Albany abo~rt 1500 UTC 4 October. 
The combinat.ion of war·m advection between 830 mb and 700 mb, and strong 
cooling above 600 mb, reduced atmospheric:: stability enough to produce 
thunderstorms after about 1100 UTC, The thunderstorms certainly helped 
generate localized strong vertical motion fields as indicated by pr·ec::ip­
itation rates of .3 to .4 inches per hour. Thus, after 1200 UTC cool­
ing due to vertical motions was important in keeping the precipitation 
9now. 

Elevation played a key role in the snowfall distribution fer the 
storm. The terrain rises steadily east and west of the Hudson Valley. 
In Albany 6.5 inches of snow fell, but with an astounding water equiva­
lent of ever an inch and a half! After 0000 UTC 4 October the water 
equivalent of all precipitation was better than 3 inches. So it is net 
at all surprising that nearby communities such as Averill Par·k <eleva·­
tion about 900 feet> and East Jewitt <elevation about 2000 feet) had 1 
to 2 feet of snow. 

5. Conclusions 

Analysis of the 4 October 1987 snowstorm indicated melting played an 
important role in cooling the lower troposphere and causing rain to 
change to snow. Calculations showed melting accounted for almost two 
thirds of the cooling at Albany, between the surface and 800 mb, ·from 
0000 UTC to 1200 UTC, 

Numerical models did a poor job of assessing the situation. As 
stated, they underestimated the deepening of the storm system, and the 
precipitation forec;asts were horrible. The NSM 1200 LJTC 3 OL~tober r~1n 
forecast no precipitation at: Albany. Better than 3 inches fell. The 
0000 UTC 4 October run did not do much better. It predicted 0.03 after 
1200 UTC, and over an inch and a half fell. The LFM did about as poorly 
fcrecastinQ 0.14 at. 1200 UTC 3 October. The 0000 UTC 4 October LFM 
called ·for 0. 06 inches with MOB i ndi cati no only a 20 percent ch.rwc::e of 
precipitation after 1200 UTC 4 October. 

Suidance favored rain rather than sr1ow, dthcur;~h t:ho choirat wlls m1t 
clear cut. On some model runs, forecast thickness and boundary tempera­
tures were mar~;~inal. MOS indicated snow probabilities as high as 28 
percent on the 1200 UTC 3 October run, and 20 percent on the 0000z 4 
October run. Since significant, unforecast rain <and hence melting 
cooling) occurred between 0000 UTC and 1200 UTC 4 October, iorecasters 
could have assumed a much higher probability of snow. 

Documented cases where melting cooling played an important role in 
determining precipitation type are rare. Thus it is difficult to create 
a set of guidelines defining when it is important. Still, cmder the 
right circumstances it can be critical. Forecasters should be alert to 
meltin~;~ cooling when the followin~;~ conditions are present: 
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1) rain at the surfacs with a relatively cold lower 
trcpoEphere (freezing levels 1000-6000 feet). 

2) precipitation rate <melted) exceeding 0.1 inch/hour 
<Penn, 1957) or li~;~hter rates for an extended period. 

3> weak or no warm advection 

Surface temperatures should be watched care·Fully. A slew drop in temp­
eratur·e with the above conditions, indicates melting coolin~;~ may be 
si gni fi c:ant. 

It is highly doubtfL1l anyone r.:ould have forecast the 4 October 1987 
snowstorm with significant lead time. However, recognizing si~;~nificant 
melting cooling was taking place could have led to an earlier recogni­
tion of the hazard pr·esent and more timely updates. 
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HOLIHLY TEMPERATURES AND PRECIPITATION FOR ALBANY 
···---·-····-~------ ... ---------------·------------------------

!October 4, 1987) 
• 

Ti m•-~ Temperature Prec:ipitoatton Snowfall 
hourly -total (cummul ati vel 

-· ....... ·- n------------ ':""--------------- ---------------
* (H);: 43 .o. 12 0.56 

(1 1 z 43 0.06 0.62 

02:.:: 43 0.()3 ·o.65 

(J~:;:o: 42. 0.02 0.67 
• . 

04z 40 .. . 0.05 0.72 

O~z 39 0.04 0.76 

06;.~ 38 0. 1 () 0.86 

O .. l;-: 35 (). 11 :o.97 

OB~: 3~5 0.17 1.14 

09.,· 34 (>~ 16 1. 30 

lOz ~54 0.26 1. 56 

11" ~3. o. 11 1.67 

12z .,.-~ .. ~ . ._ .. o. 19 1.86 1.0 

13::- ~:;3 0.37 2.23 2.0 

!4·Z 33 1).33 2.!58 3.0 

15z· :s3 o·. 34 2 •. 92 4.0 

16Z 33 0.25 3. 17 

17z. 33 0.36 3.:53 

1!3:-: :~t) 0.05 .3.38 6.5 

19;: 38 T 3.58 

* 1 to d. udes 0. 44, that had fall en si nee 05z on October 3, 1987 

Figure 12.· ;Hourly T~•per•turt 1nd prttlpltltlcn for Alb1ny, NV, 
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Figure 13. 

-18 " +18 +28 

··Vlll!lll ESTIMATED COOLIIII: 
DUE TO III!LnNC 

Albany soundings for 0000 UTC and 1200 UTC 4 October 
1987. Hatched area indicates cooling due to melting. 
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35~ 

3~. 
39( 41 ( 

7 •. 
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2 •. 
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I 
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3~ 3a(_ 38\ 37 ( 3/ 

2•~ 10z 2.•* :5 •• 
·33 29 38 29 3:5 
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Figura 14. Tim• cross-saction of surfaca obsarvations across 
Eastern Naw York, 0500 UTC-1300 UTC 4 Octobar 1987. 
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A Procedure for Forecasting Precipitation Type Using NGM Low 
Level Temperatures and LFM MOS Frozen Precipitation Forecasts 1 

ABSTRACT 
Nested Grid Model <NGM> forecasts are available primarily in 

graphics form and secondarily in alphanumeric form as a FOUS message for 
selected locations. No Model Output Statistics <MOS) are available from 
the NGM and won't be in the near future. A procedure is presented for 
using NGM low level temperature forecasts to determine precipitation 
type. Also, a technique is presented for combining the results of the 
procedure with MOS Probability of Frozen <PDF> precipitation values from 
the Limited Fine-mesh Model <LFM> to determine precipitation type. 

INTRODUCTION 
The NGM has been producing operational 0-48 hour numerical 

forecasts for the North American continent twice daily since late March 
1985. Evaluations, objective and subjective, demonstrated that the 
Regional Analysis and Forecast System <RAFS> taken from the NGM 
contained both an improved objective analysis and an improved model. A 
full complement of RAFS prognostic charts were made available to 
forecasters in November 1985. The NGM FOUS message had become available 
in Oc·tober 1985, 

Since it will take a few years to develop MOS guidance from the 
NGX, some method of using the NGX FOUS message to make objective 
forecasts was needed in order to have better use of that model now. 
Also, any techniques or procedures developed will give .a measure of 
goodness of the model and allow a means to measure changes that may be 
made to the model. 

Precipitation type is dependent on the temperature of the 
atmosphere, especially in the lower levels. Since the NGM FOUS message 
gives a temperature forecast at three of those lower levels, it was 
decided to use these forecast temperatures to develop a method to 
forecast precipitation type out to 48 hours. 

PROCEDURE 
The relative frequency of precipitation type <frozen, liquid, 

mixed) was determined for cases of similar temperature values at each of 
the lower levels contained in the NGM FOUS message for October 1985 
through March 1986. All six hourly output <0-48 hours) of the NGX were 
combined for .this study. The results are shown in Tables 1, 2, and 3. 
For this study frozen precipitation was defined as snow, sleet, or a 
mixture of the two. Liquid precipitation was defined as rain or 
freezing rain. ·Mixed precipitation was defined as any combination of 
frozen and liquid precipitation occurring at the same time. 

Since there was a great range of temperature values, especially for 
the lowest layer <T1>, a combination of temperatures at all three levels 
was deemed the best approach to determining precipitation type. 

To get the data from three variables <T1, T3, T5) into a two 
dimensional table all T5 equals zero data was analyzed for similar 
values of T1 and over ranges of T3. The ranges of T3 were determined by 

1 
Joseph A. Ronco, Jr., National Weather Service Forecast Office, Portland, ME. 
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selecting ranges that had a high frequency of liquid ,precipitation at 
one extreme to a high frequency of frozen precipitation at the other 
extreme as determined from Table 2. 

The resultant data <Table 4.) was grouped into four categories: one 
high in frequency of liquid precipitation, one close to a 50 percent 
frequency of liquid precipitation, one close to a 50 percent frequency 
of frozen precipitation, and one high in frequency of frozen 
precipitation. These groups were defined as: 

CATEGORY ONE Tl>Ol 

CATEGORY TWO Tl=Ol 
Ol>T1>95 & T3>01 

CATEGORY THREE Ol>T1>97 & T3<02 
98>T1>95 & 02>T3>97 
96)T1>89 & T3>97 

CATEGORY FOUR 98>T1>89 & T3<98 
T1<90 

With the threshold values found for Tl and T3 the four categories 
were used to determine the frequencies of frozen, liquid, and mixed 
precipitation for similar values of T5. 

Combined data for four stations located in New Hampshire and Kaine 
were used to preserve geographic homogeniety and at the same time yield 
sufficient cases from which to arrive at conclusions. The four stations 
chosen were Concord, New Hampshire; and Portland, Bangor, and Caribou, 
Kaine. 

The BGK forecast temperatures for the OOZ forecast cycle were 
combined with the 12Z forecast cycle. This combining could mask out any 
diurnal effects that may exist, but a preliminary evaluation of the data 
indicates that diurnal variations are small. 

RESULTS 
The results are shown in Table 5. Some subjectivity was necessary 

in developing the table especially where little or no data were 
available. Bote that the frequency of liquid <rain> precipitation is 
highest at the top of each category and lowest at the bottom. Also, the 
frequency of liquid <rain> precipitation is highest in category one and 
the lowest in category four. The opposite is true of frozen <snow) 
precipitation. 

How well did the KOS preferred Probability of Precipitation Type 
<POPT> forecast perform in comparison to the BGX FOUS temperature method 
of forecasting precipitation type? The use of the BGX FOUS massage, 
lower level temperatures in forecasting precipitation type was superior 
to the XOS POPT preferred category forecasts. The precipitation type 
forecasts from the BGX FOUS message were converted to categorical 
forecasts and verified <Table 6). A frequency greater than or equal to 
50 percent for frozen precipitation was considered a categorical 
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forecast of frozen precipitation. A frequency less than 50 percent was 
considered a categorical forecast of liquid precipitation. Regardless 
of the score used, the NGM FOUS temperature method for typing 
precipitation was superior to MOS POPT preferred category forecasts. 

ADDITIONAL PROCEDURE 
Since this study found that NGM FOUS lower-level temperatures could 

be used to forecast precipitation type, an additional study using MOS 
POPT category and NGM FOUS precipitation type <Table 5.) was planned for 
the winter of 1986-87. However, a detailed comparison of preferred POPT 
category and PDF showed that PDF was a more accurate predictor of 
precipitation type. So PGf was substituted for preferred POPT. 

Observed precipitation type was stratified by PDF ranges <<6, 6-15, 
16-25, 26-35, 36-45, 46-55, 56-65, 66-75, 76-85, 86-95, and >95) for the 
winters of 1985-86 and 1986-87. The results are shown in Table 7. The 
same definitions for liquid, frozen, and mixed precipitation were 
applied as used earlier in this study. 

Since the NGM precipitation type frequencies in Table 5. were 
already in four categories by increments of T1 and T3 for all values of 
T5, it was decided to examine the ranges of PDF in each of the four. 
categories for the winters of 1985-86 and 1986-87 <October through 
Xarch). 

The same four locations were used and the OOZ and 12Z forecast 
cycles combined. Again, a preliminary check of the data indicated any 
diurnal variations to be small. 

ADDITIONAL RESULTS 
The results are shown in Table 8. Some subjectivity was used in 

developing the table, especially where little data were available. 

How well did the NGM precipitation type forecasts perform in 
comparison to the combined NGM/POF method of forecasting precipitation 
type? The combined NGM/POF forecasts were superior to the NGM type 
forecasts. The precipitation type forecasts from each were converted to 
categorical forecasts and verified. All definite forecasts . 
<probabilities greater than 98 percent for either rain or snow) were 
deleted from the verification process. These accounted for 889 cases, 
which were almost 25 percent of the total 3663 cases used in developing 
the tables used to forecast the precipitation type. The verification 
results are shown in Table 9. The same definitions were used for 
categorical forecasts of frozen and liquid precipitation types as were 
used earlier in this study. Regardless of the score used, the combined 
NGIVPOF method of typing precipitation was superior to the NGM FOUS 
temperature method by itself. 

CONCLUSIONS AND COMMENTS 
This study has developed a technique for improving precipitation 

type forecasts by objectively using NGM FOUS lower level temperatures 
and MOS PDF values. Even though the data sample is small and for a 
particular area, it clearly points the way toward additional studies. 
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Several changes were made to the NGM since operational forecasts 
began. Two significant changes took place that could affect the results 
of this study. 

From the time of its beginning operational forecasts, objective and 
subjective evaluations of the NGM demonstrated that the modeling system 
produced reliable forecasts. However, systematic errors in the 
forecasted temperatures, caused by the omission of certain physical 
processes in the model, were identified. 

In July 1986 a more complete formulation of physical processes were 
introduced into the NGM. ~ongwave and shortwave radiation, including a 
diurnal cycle, surface fluxes of heat and moisture over land, and a new 
turbulent mixing process were added to the model. Important 
modifications were also made to the representation of cumulus convection 
by the model. 

Implementation of the new physics was to improve the NGM's 
forecasts of sensible weather such as precipitation, low level 
temperatures, surface induced circulations such as land/sea breezes, the 
diurnal variation of low level winds, and maximum and minimum 
temperatures. 

The radiational heating calculations that were introduced in the 
NGM in July 1986 also produced a progressively colder temperature field, 
at the rate of about -1.5 degrees in 48 hours, at almost all levels. 
The cold error continued for more than a year. 

In 1987 two modifications, one major and one minor, were introduced 
into the NGM to reduce errors in the forecast temperatures: 

1. In August a change to the near-surface air temperatures used to 
calculate radiation. 

2. In October at each level, the hemispherically-averaged potential 
temperature was kept constant during the forecast, at its 
initial value. 

The results of these two changes were to reduce the cold bias of 
NGM forecast temperatures and a small reduction in the areas of 
precipitation. 

The results of this study could be altered by these changes. 
However, the changes in July 1986 had no discernible impact on the use 
of the NGM FOUS lower level temperature method of determining 
precipitation type during the winter of ·1986-87. That method of 
forecasting precipitation type pe:formed very well in Maine and New 
Hampshire. 

The changes made to the NGM in 1987 could also alter the results of 
this entire study. However, in using both methods <NGM and NGX/POF) 
during the winter of 1987-88 <October through March) no deterioration 
was noticed as both performed very well. If anything they seemed to 
perform even better, as the number of definite forecasts <probabilities 
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greater than 98 percent> increased to 34.0 percent of all the 
precipitation events when using the NGM lower temperature method and to 
56.2 percent when using the combined NGM/POF method, The frequency of 
rain or snow occurring remained close to the average frequency for the 
two previous winter seasons. 

A computer program has been written at WSFO Portland, Maine that 
selects the proper probabilities at six hour intervals <0-48 hours) each 
time a new NGM FOUS message is received. During the winter of 1987-88 
the forecast offices in Boston, Massachusetts and Albany, New York used 
the program to aid in forecasting precipitation type in their forecast 
areas. The forecast staff.s at those offices found that the NGM and 
NGXIPOF probabilities deveioped for Maine and New Hampshire performed 
very well in their forecast areas as well. 

The computer program is available from the Scientific Services 
Division of the National Weather Service's Eastern Region Headquarters. 
However, caution is advised when using it as it was developed from data 
for one geographical area. The technique should work in other areas, 
but it may require developing forecast probabilities from forecast 
parameters (Tl, T3, T5, PDF> and observations of precipitation type in 
those areas. 
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T1 FROZEN LIQUID MIXED 

>09 . 000 1.000 . 000 
09 . 038 .962 . 000 

08 . 051 .949 . 000 
07 . 066 .934 . 000 
06 . 075 .925 . 000 
05 . 095 .889 . 016 
04 .109 .848 . 043 
03 .167 .729 .104 
02 .227 ,681 . 092 
01 .328 .590 . 082 
00 .527 .400 .073 
99 .638 .297 . 065 
98 .778 .162 . 060 
97 .807 .136 • 057 
96 .818 .128 . 054 
95 . 833 .116 . 051 
94 .876 . 038 .032 
93 .937 . 018 . 025 
92 .959 . 018 . 023 
91 .965 . 015 . 020 
90 .970 . 006 . 015 
89 .987 .000 .013 
88 .988 . 000 . 012 
87 .988 .000 • 012 
86 .997 . 000 . 003 

<86 1.000 .000 . 000 

Table 1. Relative frequency of precipitation type for temperature 

Tl from .!IGM FOUS messages. 

- 118 -



T3 FROZEN LIQUID MIXED 
>10 . 000 1.000 . 000 

10 . 027 .973 . 000 
09 . 037 .963 . 000 
08 . 041 . 945 . 014 
07 . 045 .940 . 015 
06 .052 .928 . 020 
05 . 067 .905 • 028 
04 . 085 .880 . 035 
03 .163 .764 . 073 
02 .250 .629 .121 
01 .2g7 ,578 .125 
00 .577 .338 . 085 
g9 .591 .333 • 076 
98 . 748 .178 . 074 
97 .834 .115 . 051 
96 .919 . 041 . 040 
95 .945 .033 .022 
94. .970 . 014 . 016 
93 .988 . 000 . 012 
92 .990 . 000 .010 
91 .996 . 000 .004 
90 .997 . 000 . 003 

<90 1.000 . 000 .000 

Table 2. Relative frequency of precipitation type for temperature 
T3 from NGM FOUS messages. 
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T5 FROZEN LIQUID MIXED 
>06 .000 1. 000 . 000 

06 . 045 .955 .000 
05 .047 .953 . 000 
04 . 049 . 9.41 .010 
03 . 093 . 874 . 033 
02 .188 . 770 . 042 
01 .213 . 705 . 082 
00 .391 .522 . 087 
99 .460 . 448 . 092 
98 .719 .205 . 076 
97 .799 .127 . 074 
96 .809 . 124 . 067 
95 .859 .101 . 040 
94 .925 . 053 . 022 
93 .959 . 030 . 011 
92 .968 . 022 .010 

<92 1.000 . 000 . 000 

Table 3. Relative frequency of precipitation type for temperature 
T5 from NGK FOUS messages. 
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T3>01 : 02>T3>99 : OO>T3>97 : 98>T3>95 : 96>T3>93 : T3<94 

-T1- -RAIN SNOW: RAIN-SNOW'-RAJ~SNOW:-RAIN-SNOWi-RAIN:Si5w:-RAIN SNOW 
>09 2 0 0 0 0 0 0 0 0 0 0 0 

09 7 0 0 0 0 0 0 0 0 0 0 0 
08 4 0 0 0 0 0 0 0 0 0 0 0 
07 7 0 0 0 0 0 0 0 0 0 0 0 
06 13 1 0 0 0 0 0 0 0 0 0 0 
05 11 0 0 0 1 0 0 0 0 0 0 0 
04 6 0 1 0 1 0 0 0 0 0 2 1 
03 11 0 0 0 2 3 0 0 0 0 2 0 
-D2~11-<l o-o 2-0 o.-.o o-o 4-o 

01 
00 
99 
98 
97 

•96 
95 
94 
93 
92 
91 

-~o 
89 
88 
87 

<87 

5 0 1-1 1-0 1-0 o-o o-3 
3 1 2 0 0 3 2 3 0 0 1 3 
1 1 1 2 2 2 0 1 0 0 1 1 
1 0 0 2 3 3 2-4 o-o o-3 
1 0 0 0 1 0 0 1 0 0 0 0 
o-o 1 2 2 0 0 2 0 1 0 1 
1 0 0 0 0 3 0 0 0 0 0 1 
0 1 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 1 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 
1 0 1 0 0 0 0 2 0 0 0 0 
o-o 1-0 o-1 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 1 0 0 
0 0 0 0 ' 0 0 0 0 0 0 0 0 ' 

Table 4. Number of precipitation events by type <RAIN=LIQUID and 
SNOW=FROZEN> for temperature T1 and ranges of T3 from all NGM FOUS 
_messages where T5 equals zero. 

CATEGORY ORE frequencies ..... RAIN .935, SNOW ,054, MIXED .011 
CATEGORY TWO frequencies ..... RAIN .538, SNOW .231, MIXED .231 
CATEGORY THREE frequencies ... RAIN .384, SNOW .548, MIXED .068 
CATEGORY FOUR frequencies .... RAIN .067, SNOW .800, MIXED .133 

• 121 . 



Tl>1 T1=1 l>T1>97 8i T3>2 : 98>T1>89 & T3<98 
1>Tl>95 & T3>1 l98>T1>95 & 2>T3>97l T1<90 

96>T1>89 & T3>97 

--------T5: RAIN SNOW MIX: RAIN SNOW MIX/ RAUf SNOW MIX RAIN SNOW MIX 
>06l 1. 000 • 000 . 000: 1. 000 .000 . ooo: 1. 000 .ooo .000 : 1. 000 .000 . 000 

061 .981 . 019 . ooo: .967 . 032 . ooo: .750 .250 .000 .700 .300 . 000 
05l .977 .023 . ooo: .952 . 048 . ooo: .727 .273 • 000 .600 .400 .ooo 
04: .975 . 025 . ooo: .929 . 071 . ooo: .500 .340 .160 .450 .500 • 050 
03: .973 . 027 . ooo: .925 . 0'75 . ooo: .463 .3'70 . 16'7 .300 .600 .100 
02: .968 . 032 . ooo: .810 . 095 .095l . 409 .409 .182 .100 .'700 .200 
Oll .871 . 0'72 . 049: .'720 .160 .120: .361 .532 • 10'7 • 096 .793 .111 
00' .861 . 082 . 05'7: .662 .200 .138: .31'7 . 5'78 .105 . 060 .877 . 063 
99 .650 .200 .150: • 625 .214 . 161: .258 .638 .104 . 043 .922 . 035 
98 .587 .288 .125: .564 .295 . 131~ .183 .714 .103 . 032 .936 . 032 
9'7 .556 .344 . 100: .529 .. 353 • 118: .168 .736 . 096 . 022 .948 . 030 
96 .521 .399 . 080: .364 .545 . 091l .136 .7'75 • 089 . 019 .954 • 027 
95 .500 • 467 • 033: . 214 • '714 . 072: .113 .825 .062 . 01 '7 .961 . 022 
94 .450 .550 . ooo: .156 .'783 . 061: • 099 .844 . 05'7 . 014 .967 . 019 
93 .333 . 66'7 . ooo: . 080 .866 . 054: . 071 . 881 .048 • 012 .971 . 01 '7 
92l .200 .800 . ooo: . 038 .925 . 033: .033 .926 • 041 .011 .989 .000 

<92l.OOO 1. 000 . ooo: . 000 1. 000 . ooo: . 000 1.000 .000 .000 1.000 . 000 

Table 5. Relative frequency of precipitation type <RAIN=LIQUID and 
SIIIOW=FROZBN> for temperature T5 from IIIGX FOUS massages by category 
of T1 and T3. 
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P.O. D. 
F.A.R. 
c. s. I. 
PBRCBIT CORRECT 
BIAS 

NGM 
.920 
.111 
.825 
88.9 
1. 035 

POPT 
.858 
.171 
.729 
82.9 
1.036 

Table 6. Skill of precipitation type forecasts from NGM lower 
level temperature forecasts and MOS POPT preferred category. 

POF 
<6 

6-15 
16-25 
26-3!5 
36-45 
46-5!5 
56-65 
66-75 
76-85 
86-95 

>95 

LIQUID 
.979 
.796 
.613 
.505 
.382 
• 307 
.248 
.207 
.097 
. 045 
.001 

FROZBli 
. 018 
.152 
.320 
. 413 
.539 
.624 
.687 
.737 
.869 
.931 
.998 

XIXBD 
. 003 
.052 
. 067 
. 082 
.079 
.069 
. 065 
/056 

/. 034 
.024 
. 001 

Tabla 7. Relative frequency of precipitation type for XOS PDF 
ranges for tha winters of 1985-86 and 1986-87 <October through 
Xarch). 
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CATEGORY ONE CATEGORY TWO 
PDF RAIN SNOW MIXED POF RAIN SNOW MIXED 

<6 .981 . 017 . 002 <6 .859 . 084 . 057 
6-15 . 904 . 083 . 013 6-15 .776 .153 . 071 

16-25 .844 .119 . 037 16-25 .654 .247 . 099 
26-35 .801 .149 . 050 26-35 .615 .266 . 119 
36-45 .736 .190 . 074 36-45 .558 .308 .134 
46-55 .718 • 201 . 081 46-55 .523 .356 . 121 
56-65 .651 .253 . 096 56-65 .400 .506 .094 
66-75 .571 .353 . 016 66-75 .384 .535 . 081 
76-85 .472 .513 . 015 76-85 .330 .600 . 070 
86-95 .222 . 771 . 007 86-95 .295 .636 . 069 

>95 .100 .900 .000 >95 .110 .875 .015 

CATEGORY THREE CATEGORY FOUR 
PDF RAIN SNOW MIXED PDF RAIN SNOW MIXED 

<6 .875 .083 . 042 <6 .700 .200 .100 
6-15 .566 .320 .113 6-15 .500 .333 . 167 

16-25 .327 .543 .130 16-25 .240 . 720 . 040 
26-35 .290 .611 .099 26-35 .124 .846 . 030 
36-45 .232 . 682 . 086 36-45 . 055 . 920 .025 
46-55 .188 .729 . 083 46-55 .025 .956 .019 
56-65 . 171 .754 . 075 56-65 . 020 .962 . 018 
66-75 .158 .782 . 060 66-75 . 019 .968 . 013 
76-85 .123 . 827 . 050 76-85 . 018 .976 . 006 
86-95 .083 . 877 . 040 86-95 .014 .983 . 003 

>95 . 007 .986 . 007 >95 . 000 .999 . 001 

Table 8. Relative frequency of precipitation type for NGM lower 
level temperature categories 

P.O. D. 
F.A.R. 
c. s. I. 
PERCENT CORRECT 
BIAS 

NGIVPOF 
.940 
.107 
.845 
88.6 

1.052 

and MOS POF ranges combined. 

NGM 
.929 
.122 
.823 
87.0 

1.058 

Table 9. Skill of precipitation type forecasts from combined 
NGJVPOF forecasts and NGM lower level temperature forecasts. 
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Local Objective Glidance for Predictinq Precipitation Type (LOO/P'I') in 
North carolina ••• An Alternative to HOS GJidanoe 

by 

Kerait K. Keeter(l), Joel W. Cline(2), am Robert P. Green(J) 

(1) National weather service Forecast Office, Raleigh-Durhcua, NC 
(2) National tllrricane center, coral Gable:s, FL 
(3) National Weather Bervice Office, Cbarlotte, NC (Retired) 

l. Introduc:t;ion 

There is considerable variability in snowfall aJIIOUllts across North 
carolina. The noraal annual snowfall ranges froa le:ss than 2 inches in the 
coastal areas to over 40 inches in the northern aotmtains (Fig 1) • 
Snow/rain boundaries frequently occur within the state; broad transition 
zones with a aixture of snow, sleet, freezinq rain, and rain are not 
I.DlC~. Even l!lllall iiiiOUilts of snow cause traffic accidents, school 
closings, and a general disruption of co..unity activities and services. 
Blllall wonder that the National Weather service Forecast Office (WSFO) at 
Ra1eigh-Durhu (ROO) places an iaportant ell(lhasis on forecastinq 
precipitation type. 

Forecastinq experience at ROO has shown that there is no one sinqle 
aethod or technique which consistently am accurately predicts the 
distribution of precipitation type across the state. '1'he Hodel output 
statistics (HOS) Probability of Precipitation Type (PoPl') guidance 
(Bocchieri, 1979) generated froa the Liaited Area Fine Mesh (LPH) Hodel is 
available for several sites across North carolina (Fig 2); however, this 
guidance is of liaited value when the LFM has significant synoptic scale 
forecast errors. When such errors occur, another source of objective 
guidance for predictinq precipitation type is desirable. 

2 • L001PT ••• lil!cper I.Jiental Design 

2.1 cttnoml Pescription/ fredid:and 

'1'he Local Objective Glidance for PrecUctinq Precipitation Type (LOO/P'I') 
is generated by the WSFO, RDU. The guidance is produced from regression 
equations and predicts the c:orxUtiooal (i.e. given the event of 

. precipitation) probability of aeasurable frozen precipitation (i.e. snow 
and/or sleet) at ten sites scattered across the climtological regions of 
North carolina (Fig 2). The regression equations are supplemented by 
noaogram used to forecast freezinq rain. The focus of this paper is the 
regre:ssion portion of the guidance used to predict frozen precipitation. In 
this paper the terllll!l snov(rain) and frozen(unfrozen) are used 
interchangeably. 
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2.2 DeoeJ'rlent Data Set/ Choice of Predictors 

The-regression equations were developed from seven winters (1970-77) 
of data. Precipitation type at each of the ten prediction sites was 
coupled with the routine (OOz and 12z) radiosonde (raob) obl!ervations from 
the National Weather Service Office (WSO) at Greensboro (GSO), North 
carolina. The raob obl!ervations were concurrent with, or taken :Just prior 
to, the onset of precipitation at each site. GSO was chosen as the 
prediction raob site since it is well located for 110nitoring the lower 
tropospheric thermal structure of the prevailing airmass over North 
carolina, and in particular the intrusion of cold, dry canadian air 
(Fig 3). 

FrOII the raob data, four predictors were screened by a stei!Wise linear 
regression analysis. The low level thickness (1000/850 Jib) and the 11id 
level thickness (850/700 lib) proved to be the best cOIIbination of 
predictors accounting for roughly 40 to 50 pe~cent of the total variance at 
each site. The aultiple correlation coefficients squared (percent of total 
variance) were not significantly ia~roved by the two additional raob 
predictors, 1000/700 lib thickness and the 850 lib temperature. The best 
single predictor was the 1000/700 mb thickness. 

2.3 fredictand/ Cli'3Sificatlon of Mixed frecipitation Events 

Since relatively 311all aaounts of snow have a large social iJDpaet; upon 
comaunities in the Southern u.s., the critical question for the forecaster 
becomes whether there will be M3'urable amounts of snow during the 
forecast period. Hence, precipitation type was not verified for a specific 
hour as does MJS guidance; rather verification was done for the entire 12 
hour forecast period between raob reports over the lifetiJDe of the 
precipitation event. Only JDeasurable precipitation events were included in 
the dependent data. Using this foraat, mixed precipitation events were 
further classified as frozen, provided r'1urable snow fell, while ~ 
aaounts of snow together with ~~easurable iiiiOunts of rain were classified as 
unfrozen. 

2.4 Derivation of Regression EquatiO!l!5 

The Logit Hodel provides a curve of best fit suitable for the derivation 
of regression equations used to predict precipitation type (Glahn and 
Bocchieri, 1975). As shown (Fig 4), the logit curve isS-shaped and 
as:ymptotically approaches 100(0) percent chance of snow as the thickness 
bec0111es increasingly lower (colder) higher (war~~er) • 

However, logit regression has limitations when used with a relatively 
small data set. Specifically, logit regression can not be acc011plished by 
regressing each precipitation case and its corresponding thicknesses 
singularly since the denominator in the equation of the logit curve would 
then equal zero; therefore, logit regression requires grouping the data 
into class intervals and using relative frequencies. A 11inimua of 20 to 30 
precipitation cases per 20 meters of thickness is rec01111ended (Bocchieri, 
1984). 

For each LOG/PT prediction site, the mllllber of precipitation cases was 
less than the rec011111ended logit regression mini- over the range of 
thickne8s values where there was the IIOSt precipitation type uncertainty. 
Consequently, a linear curve was adapted to approximate the logit (Fig. 5). 
To insure that the adapted linear curve was a good approxiaation of the 
logit, the end points of the linear curve were anchored at the thickness­
values where precipitation type is no longer in doubt (value8 of certainty) 

- 126 -



(Fig 5). For each of the ten LOG/PT prediction sites, the certainty 
thickness values were deter11ined by subtracting(adding) .the stardard raob 
error of 10 meters to the lowest(highest) observed 1000/700 ab thickness 
a!lsociated with rain(snow). 

In the southern u.s, it is especially iaportant to establish the 
critical thickness value for rain, to el111inate the influence of the large 
nllllber of rain cases at relatively warm thicknesses on the slope of the 
adapted linear curve. 

2.5 yerific;ation of Dependent/Irtlependent Data 

Verification scores for the dependent data (winters 1970-77) ~~ere 
calculated for each of the prediction sites. Real ti~~e GSO raob data was 
used to predict precipitation type for a first period forecast (i.e. 0-12 
hours). A resulting conditional probability >= 50 percent was defined as a 
forecast of J~eaSurable frozen_ precipitation. 

The prefigurance or probability of detection (POD) is the ratio of the 
nllllber of correct snow forecasts to the total niBiber of snow events. POD 
scores provide the percent of snow events detected or forecast. The scores 
were generally consistent fr011 station to station and ranged fraa the low 
60s to the low 70s. 

The false alar11 ratio (FAR) provides the percent wrong of the total 
n\alber of snow forecasts llilde. Again, the scores were consistent fraa 
station to station ranging fraa the llid teens to the 11id 20s. 

It was likely that a qood portion of the forecast errors were due to 
significant changes in the GSO raob temperature profile during the 12 hour 
forecast period. Operationally, at ROO the precipitation type forecasts are 
made for a shorter period (0-6 hours) since GSO raobe are available every 6 
hours when there is precipitation type uncertainty in North carolina. 

The POO/FAR scores for an independent data set (winters 1977-80) for 
Charlotte (a.T) were si111lar to the dependent data scores. This iiiPlies 
that the regression equation for a.T is stable and it is reasonable to 
ass-- that the other stations in Western North carolina receiving a!l mny 
or aore snow events a!l a.T (i.e. AVL, JI(Y, GSO, ROO) have stable regression 
equations a!l well~ however, for those stations east of ROO where snow is 
less frequent, 110re snow cases fr011 a larger independent data sample are 
needed before definitive independent verification scores can be specified. 

3. £brat1onal Uoes of LOGIPT by BOO 

3 .1 As a Sbort-F!Md Foreca3t/As a perfect froa ForMMt 
'-.. 

llhen precipitation type in NQrth carolina is uncertain, ROO requests 
raobe fr011 GSO every six hours. The raob thickness values are then used 
with the regression equations to produce a site-specific, short-fused 
forecast (0-6 hours) of precipitation type at each of the ten prediction 
sites. 

llhen used in a perfect prog sense with the projected thicknesses fraa 
the Nested Grid Hodel (NOH), a 12-48 hour foreea!lt of precipitation is 
obtained. The projected heights for GSO at 850, 100, and 500 mb are 
interpolated values taken fr011 the appropriate NOH graphic products. The 
1000 lib height is the difference between the SOO.IIb height and the 
1000/500 mb thickness. 
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The focus for the re~~~ainder of this paper is the use of LOG/PT in the 
perfect prog sense with NGH projected thicknesses to produce a 12-36 hour 
forecast of precipitation type. 

3.2 U§e of LOGIPT to forecast Snow/Rain Rnyndartes •.• Qaae of Jan 21-22 1987 

Operationally, LOG/PT has been used to forecast the general location of 
the snow/rain boundary 12-36 hours prior to the onset of precipitation. An 
especially accurate forecast was for the heavy snow event of January 21-22, 
1987, when up to 20 inches of snow fell over the western half of North 
carolina (Fig 6). The snow was associated with a surface low in the Western 
Qllf of Mexico which deepened while IIOViD<J northeast to a position off the 
coast of South carolina (Fi<JS 7,8). Prior to the arrival of the low, a 
continental polar airmass was in place resultiD<J in a relatively cold and 
extre~~~ely dry 080 sounding (Fig 9). As is usually the case in North 
carolina, evaporative coollD<J played an important role in the resultiD<J 
snow event. 

Typically, surface lows developiD<J in the Qllf of Mexico and trackiD<J 
northeast produce precipitation type problems in North carolina. In this 
particular case, there was only the primary low, with no secondary low 
development. Generally, the transition zone of mixed precipitation is 
relatively narrow ( <=30 miles ) when associated with primary lows trackiD<J 
east of the Appalachian Mountains; therefore, primary low are 110re ideal 
for predictiD<J the location of a snow/rain boundary. 

Table 1 show the 36 hour projected heights and thicknesses fr011 the ~ 
for GSO and the resultiD<J frozen precipitation probabilities (in percent) 
at each LOG/PT prediction site for the 12 hour period of 00-12z, Jan 22, 
1987. 
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Input •••••• 

Table 1 
LOG/PT as a 36 Hour Forecast of Frozen Preclpltatlon 

Ulllng Projected 'l'hlcknesses From the tiCJf 

tiCJf 36 Hour Prog For G80 Froa 1/20/87 OOz R1n 

Pl;o1ected Heights ln tteters 
1000 lib Ht. . . • . . . • . . . . • . . • . . . . . . . . • . . . . . • 75 

850 ., Ht .•••••••• •·• •.•••••••.••••••••• • 1365 
700 li> Ht •••. ••••••••.••.••••..•..•..•.• 2915 

Pl;o1ecte<l 'l'hicJrM"ea in tteteJ;s 
1000/850 ab Thkn ••.••.•••.••••••••••••••••••.•. 1290 

850/700 ~ ~ ••••••••••••..••••••••••••••••• 1550 
1000/700 .0 Thkn •••••.•••..•..••••••••••.•..••• 2840 

output...... conditional Probability of Frozen Precipitation for 
the 12 Hour Period oo~12z 1/22/87 

PmUctlm Site Pl;nbrthility in Percent 

lsl1ev1lle (A 'VI,) •••••••••••••••••••••••••••••• , ••••••••• 50 
Hlc:kory (IICY) ••••• , •••••• , , ••••••••••••••••• , ~ • , ••••• 69 
<Jree1111boro ((B)) •• ...................................... • 68 

· aar1ot-te ca.Tl •......•........................•.....•. 57 
RalelCJit-llllrMil (ROO) •••••.••••••.•...•••••••.••••••••••• SO 
Noz'folk ( ~) •.••.........••••.•.•...•.••.•..••.•... 38 
Roclty ltlltmt (RWI) ••••••••••••••••••••••••••••••••••••••• 24 
Jayettev1lle(ll!) ••••••••••••••••••••••••••••••••••••••• 23 
(J()l.c:Jsboro (<liB) • ••••••••••••••••••••••••••••••••••••• • 15 
t1ev Be:m (:s.t ) • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 0 

Table 1. Shows the LOOIPT forecasts lllled to predict the location of 
the snow/rain bourmry associated with a heavy snow event 
in western Korth carolina on Jan 22, 1987. 

Snow began falllng in western Korth csrollna around 04z on the 22nd. '!be 
snov/rain bola'dary (0.5 inches<• snow <2 inches) at 12z on the 22nd (l'iCJ 6) 
sbon a typical cl!Mtological orientation for Borth csrollna associated 
with Qllf wvea with the bourdary extending parallel to the Atlantic coast. 
'1'he 50\ probability isopleth wu defined to be the perfect prog prediction 
of the snow/rain boundary. The final poeition of the boundary wu .me by 
interpolating froa the site specific probabilities. '1'he predicted anow/rain 
boundary wu very accurate, falling within 25 alles of the actual bola'dary 
(1'19 6). 

l'orecast experience bu shown that all winter ator.s are not equally 
wll suited for attnpting an advance forecast of a snow/rain boundary as 
definitive as that of Jan\Bry 22nd. '1'hol5e atoms involvillCJ the devel~ 
of a aeconSary low, after the prl.ary low occluclea, are especially 
difficult for forecasting the distribution of precipitation type. SUch 
ston. are 110re likely to involve a relatively br:oad tr ... ition zona of 
llillld precipitation with .ultiple precipitation changes at individual 
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sites. Those storms involving only a primary low whose track is steady and 
smooth (i.e. without jlllllpS or redevelopment) provide the best opportunity 
for an accurate forecast of a snow/rain boundary, as such storiiS usually 
produce a narrow transition zone of mix~ precipitation. 

4. Forepa5t Performance of LOGIPT aiXi tpS (Period Jan '87- Apr '88) 

' 

Tables 2 and 3 summarize the POD and FAR. verification scores for 
precipitation type forecasts made by LOG/PT and K>S. The forecasts vere 
made with nine separate storms that brought snow and/or freezing rain to 
North carollna over the period of Jan1 '87 through Apr '88. The forecasts 
were typically for 24 hour projectionS. 

Table 2 

Summary of POD Scores (1/87 - 4/88) 
for 

LOGIPT and KIB 
as 

PerfeCt Proq (24 Hour Forecast) 

Prediction Site No. of snow Rvents POP Scores 

LOGIPT ti!B. LOG/J)T ti!B. 

All 35 26 0.9 0.7 

Western NC 23 20 0.9 0.6 
AVL 5 5 0.6 1.0 
II<Y 6 5 1.0 0.4 
GSO 5 4 1.0 0.5 
CLT 3 3 1.0 0.3 
RDU 4 3 1.0 0.7 

f-aetern NC 12 6 0.8 1.0 
EIIN 2 2 1.0 1.0 
em' 2 2 1.0 1.0 
POB 2 2 1.0 1.0 
GSB 3 X 0.7 X 
RWI 3 X 0.3 X 

Table 2. SUIIIIIaty of POD verification scores for snow events impacting North 
carolina over the period of Jan '87 through Apr '88. The nUIIber of 
snow events for LOGIPT and HOB differ at some sites due to 
verification differences between the two forecast systems. Western 
North carolina refers to the piedmont west through the foothills 
to the mountains. The POD scores were rounded off to the nearest 
tenth and represent the percent of snow events detected or 
forecast. 
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Prediction Site 

w. 
!fl::atero tiC 

AVL 
HKY 
GSO 
a.T 
RDU 

J!iilstexo Be 
EWtf 
CllF 
POB 
GSB 
R1fi 

' i 
Table 3 

Summary of FAR scores (1/87 - 4/88) 
for 

LOG/PT and K:lS 
as 

Perfect Prog (24 Hour snow Forecasts) 

NQ. of snow rorecaHts 

LOGIPT tm 

38 19 

27 13 
3 6 
6 2 
6 2 
6 1 
6 2 

11 6 
2 2 
3 2 
3 2 
2 X 
1 X 

FAR Scores 

LOGIPT tm 

0.2 0.1 

0.2 0.1 
0 0.2 
0 0 

0.2 0 
0.5 0 
0.3 0 

0.2 0 
0 0 

0.3 0 
0.3 0 

0 X 
0 X 

Table 3. SIDDary of FAR verification scores for snow forecasts made by 
LOG/PT am K:lS for the period Jan "87 through Apr '88. The FAR 
scores were rounded off to the nearest tenth and represent the 
percent of snow forecasts that were wrong. 

Probabilities of snow >• 50% were defined as a snow forecast for both 
LOG/PT and l«lS. snow also was defined as the ltJS forecast if the 
probability of snow was < 50% but the PoP!' best catec.Jory for precipitation 
type was frozen. A snow event was defined as the occurrence of snow at a 
prediction site at the ti11e of forecast verification. Due to the 
verification differences between LOG/PT and l«lS, the nUMber of snow events 
for each differed at IS<llle sites. Moreover, l«lS forecasts verify at a 
specific hour while LOGVPT forecasts verify over a 12 hour period. 
Consequently, a tr:lS forecast valid at 00(12z) verified as snow, provided 
smJ.x snow was falling at 00(12z); the LOG/PT forecast verified as snow, 
~ if yuw;able snow fell during the ensuing 12 hour period from 
00-12z(12-ooz). Due to these verification differences, a direct coaparison 
of LOG/PT to tr:lS can not be !lade; however an examination of the forecast 
perfor.ance of each can point to the relative strengths and weaknesses of 
the two forecast systeas. 

Table 2 shows LOG/PT predicted 90\ of all snow events that occurred at 
the ten prediction sites while tr:lS accounted for 70\, In Western North 
carolina, LOG/PT predicted all of the snow events in the foothills (HKY), 
and in the piedllont (CLT, GSO, RDU). Snow events not forecast by LOG/PT in 
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the mountains (AVL) included springtime snOW5 associated with 500 mb cutoff 
low that moved along or :Just west of the North Carolina mountains- one of 
a few synoptic patterns that produce snow in North Carolina while the 
airmass over the prediction site at GSO remains much too warm for snow 
throughout the precipitation event. 

The springtime mountain snOW5 were predicted by K>S and that accounts 
for its higher POD score at AVL relative to LOG/PT; but K>S significantly 
underforecast the snow events at all of the other Western North carolina 
sites. K>S's tendency to underforecast snow was due to synoptic errors by 
the LFM in 110ving the cold air surface high eastward too quickly and 
prematurely warming the thicknesses. From this study's limited sample of 
winter storms and from past forecast experience, this well known LFM error 
appears to occur more often when the cold air high is entrenched along the 
eastern seaboard well before the gulf wave tracks northeast with the onset 
of precipitation in North Carolina. 

In Eastern North C!al;'olina where LOG/PT and K>S share three c0111110n 
prediction sites, the number of snow events was limited. Both LOG/PT and 
HJS predicted the two snow events occurring at EWN, ~, and FAY. K>S may 
not underforecast snow in Eastern North Carolina to the same extent it does 
in Western North Carolina. Perhaps, when the cold air is far enough south 
to produce snow in Eastern North Carolina, the surface high is generally 
stronger and K>S is less likely to move the cold air out of the region as 
quickly. 

LOG/PT has two prediction sites in Eastern North carolina for which 
there is no K>S guidance (GSB,RWI). The POD score for RWI was especially 
low and out of line with the scores at the other sites. Errors were found 
in the entry of the dependent data used to develop the RWI regression 
equation and that accounts for a large portion of the POD error. 

Table 3 (FAR scores) shOW5 LOG/PT with a much larger percentage of snow 
forecasts that were wrong than does K>S. This was true for both western and 
Eastern North carolina sites. Operationally, LOG/PT's tendency to over­
forecast snow can be seen in a given storm as bringing the snow too far 
east and south into North Carolina. This error was largely due to the cold 
air bias of the NGH as seen in a mean error of -16 meters in the 1000/850 
mb thickness for seven separate storms. 

As indicated bY the low FAR scores, K>S showed little tendency to over­
forecast snow. K>S did slightly over forecast snow in the mountains when 
cold air from the backside of a passing low was not sufficient to change 
rain to snow before the precipitation ended. The full extent of this type 
of overforecast error is not indicated here since only those storms that 
actually produced snow or freezing rain in North Carolina were examined. 
Further, forecast experience at ROO has shown that K>S does have a tendency 
to change rain to snow before the precipitation ends, in a post-frontal 
fashion, an infrequent scenario in North Carolina, especially east of the 
mountains. 
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s. s•..,rv 

LOGIPT is generated by the WSFO RDU and is based upon regression 
equations that predict the conditional probability of measurable snow at 
ten sites scattered across the climatological regions of North carolina. 

Fr011 GSO raob data, stepw'iee linear ·regression eelected the low . 
(1000-850 ab) and mid (850-700 Jib) level thicknesses as the best predictors 
of precipitation type. The predictors accounted for approximately 40 to 50% 
of the total variance at each prediction site. GSO was used as the 
prediction raob site since it is well located for monitoring the lower 
tropospheric thermal structure of the prevailing airmass over North 
carolina, and particularly the intrusion of cold, dry canadian air. 

LOG/PT was designed to address the ~~~ajor probleae inherent in 
forecasting precipitation type in the southern u.s., Where snow is 
relatively infrequent and Where even small amoWlts Eke a large social 
impact. 

Because of the liaited nl.lllber of snow caees, the derivation of the 
LOG/PT regression equations could not be based upon the Logit Model, whose 
s-shaped non-linear curve is ideally suited for the prediction of 
precipitation type. Instead, the thickness values associated with the 
certainty of rain(snow) were determined and used to adapt a linear curve as 
a close approximation of the logit over the range of values where there is 
the greatest degree of precipitation type WlCertainty. This approach 
allOwed for maximum utilization of a limited dependent data base. 

Because of the large social impact of even small amounts of snow upon 
North carolina ca.unities, LOG/PT was designed to maximize its capability 
to detect a snow event. This was accomplished by verifying precipitation 
type over the forecast period instead of verifying at a point in time, as 
does I«JS, Using this formt, LOG/PT further classifies a mixed 
precipitation event as snow, provided measurable snow fell, while those 
mixed events with only a trace of snow were classified as rain. 

LOGIPT 'o'laS developed to supplement l«lS by providing another source of 
objective guidance When there are synoptic errors in the LFM. Operationally 
LOG/PT provides a site-specific short-fused forecast (0-6 hours) of 
precipitation type When used with real-time GSO thicknesses. When used in a 
perfect prog eense with projected thicknesses from the N<J1, LOG/PI' produces 
a 12-48 hour forecast of precipitation type. 

Due to verification differences, a direct coaparison between LOGIPT and 
KlS can not be llilde; however, the forecast performance of each was examined 
for 9 eeparate storlll5 that produced snow and/or freezing rain in North 
carolina from January 1987 through April 1988. The POD scores represent the 
percent of snow events forecast, while the FAR score repreeent the percent 
of snow forecasts that were wrong. The POD(FAR) errors can be interpreted 
as an Wlder(over) forecast of snow. The POD(FAR) scores indicated that 
LOGIPT excelled in predicting snow events, but with a tendency to 
overforecast snow too far east beyond its clilliltologically preferred 
location in the IIIOUiltains and foothills of North carolina. This 

·overforecast error was due to .a cold air bias in the N<J1's prediction of 
the low level thickness (1000-850 lllb). LOG/PT showed little tendency to 
Wlderforecast snow except for springtime mountain snows associated with 500 
mb cutoff lows tracking along or just west of the North carolina IIIOUiltains. 

l«lS was found to significantly underforecast snow due to the LFH 
presaturely waraing the thicknesses as it erroneously pushed the cold air 
surface high eastward too quickly. This LFH synoptic error occurred IIOSt 
often when the cold air was entrenched along the eastern seaboard well 
before the gulf wave tracks northeast and the onset of precipitation in 
North carolina. l«lS showed less tendency to Wlderforecast snow in Eastern 
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- relative to Western North carolina. This suggests that the LFM ~~ay be less 
apt to aove the cold air surface high offshore too quickly, when the high 
is strong enough to push cold air far enough south for the relatively 
infrequent event of snow in Eastern North carolina. HOS showed little 

, tendency to overforecast snow; however forecast experience has shown that 
HOS does have a tendency to change rain to snow before the precipitation 
ends,· an infrequent scenario in North Carolina. 

On a few occasions, LOG/PT has been used to forecast the general 
location of the snow/rain boundary 12-36 hours prior to the onset of 
precipitation. Forecast experience has shown that perhape the most 
favorable synoptic pattern for an accurate forecast of a snow/rain boundary 
is associated with primary gulf waves tracking northeast without any 
secondary low develop~~ent. Such storms generally produce a relatively 
narrow transition zone of mixed precipitation, provided that their track 
shows little variation and is without significant jumps or redevelopment. 

6. eonclus i0!)'5 . 

Refinement and verification of LOG/PT continues as an ongoing process, 
with efforts to both improve the LOG/P'l' guidance and the forecasters use of 
the guidance. 

Of particular .interest is the recent change made in the IOf to reduce 
its cold air bias and how that might impact upon the IOf's forecast of the 
low level thickness and LOG/PT's tendency to overforecast snow. Further, 
there is a need to verify 110re storm and to inclooe storms that only 
produce a cold rain in North Carolina since this stooy's saaple was skewed 
toward snow producing storm. 

Consideration has been given toward adding 110re predictors to the 
regression equations, but this would likely require an extensive dependent 
data bal5e suitable for logit anal}'Sis. The current adapted linear IIOdel 
restricts the full range of thickness values by establishing specific 

. values associated with the certainty of rain(snow). This approach is not 
well suited for adding other predictors, since their range of values would 
also be restricted and their influence upon the predictands variability 
would not be fully sampled. 

The forecasters jooicious use of LOG/PT lillY be further enhanced by 
verifying its performance with a larger sample of storm covering the full 
range of synoptic patterns associated with precipitation type forecast 
problems in North carolina. Also the possibility of generating separate 
regression equations for each of the ~~ajor synoptic types holds promise and 
will be explored. 

As 110re technological advances are brought into operations (e.g wind 
profilers), more forecasters will become involved in the develop~ent of 
algorithms. It is essential that objective techniques such as LOG/PT not be 
used as black boxes, but that their j\dicious use be maximized through an 
extensive knowledge of synoptic and meso-scale meteorology. At RDU, any 
success LOG/PT has enjo:l/ed has been due to its wise use by a skilled and 
knowledgeable forecast staff. 
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Fig 1. Shows the normal annual snowfall (inches) across North Caro~ina 
ranges from less than 2 inches in the coastal areas to over· 40 
inches in the northern mountains. The locations shown are 
National Weather Service stations: Asheville (AVL), Charlotte 
(CLT), Greensboro (GSO), Raleigh-Durham (RDU), Wilmington (ILM). 
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Fig 2. LOG/PT and MOS guidance are avail~le ·at eight common sites 
scattered across the climatological regions of NC. LOG/PT is 
also available at two additional sites (GSB, RWI). The dashed 
line separates Western NC from Eastern NC. Western NC is from 
the piedmont west through the mountains. The individual sites 
and associated climatological regions are: 

Western NC Eastern NC 
AVL-Asheville-Mountains 
HKY~Hickory-Foothills 
CLT-Charlotte-S. Piedmont 
GSO-Greensboro-Nw. Piedmont 
RDU-Raleigh-Durham-Ne. Piedmont 

FAY-Fayetteville-Sandhill& 
RWI-Rocky Mount-N. Coastal Plain 
GSB-Goldsboro-Central Coastal Plain 
ORF-Norfolk,VA-N.Coastal Area 
EWN-New Bern-Central Coastal Area 
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\-~~ Fig J. Typically, the center of the cold l!ir 
\~ high is lo~ated between the Great Lak~s and 

V \ New England when there are precipitat~on type 
\ ~ ~roblems in NC. The GSO raob site is well 

\>~J."""--JH·(J'· ~ /.\located for monitoring the lower tropospheric 
~ thermal structure of the prevailing airmass 

over NC. 

Fig 4. The logit curve is well 
suited for predicting a binary 
predictand such as the occurrence 

1llliiZI'Y.. 

or non-occurrence of snow. This s­
shaped non-liftear curve asymptotically 
approaches 100(0) percent '"'"o• o,.. 
chance of snow as the •Now 
thickness becomes 
increasingly lower (colder) 
higher (warmer) , 
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line) was adapted as a good 
approximation to the logit by 
anchoring its end points at the 
*hickness values where the 
precipiation type is no longer 
~n doubt (values of certainty), 



Fig 6. The dashed line is the 36 hour forecast by LOG/PT of the snow/rain 
boundary valid at 12z January 22, 1987. The site probabilities for snow are 
shown for CLT, GSO, RDU, RWI, and FAY. The 50 percent probability isopleth was 
used as the snow/rain boundary forecast position. The actual snowfall amounts 
(inches) are shown as solid lines, The actual snow/rain boundary was operationally 
defined as the area between the 1/2 and 2 inch snowfall isopleth&, For this case, 
the predicted snow/rain boundary was exceptionally accurate falling within 25 
miles of the actual.boundary. 
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Fig 7. Shows the surface map valid at 
OOz January 22, 1987. The incipient 
low was developing in the Western Gulf 
of Mexico. Isobars shoWn are for every 
4 '!lb. 
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·. 

Fig 8. Shows the surface map valid 
12z January 22, 1987. The low has 
tracked from the Western Gulf of 
Mexico to a position along the 
South Carolina coast. Heavy snow 
has been falling in Western North 
Carolina since 06z. The low h~s 
deepened to a central pressure of 
996 mb. Isobars are shown for every 
4 mb. 

Fig 9. Shows the GSO raob sounding valid at OOz January 22, 
1987. The dry bulb and dewpoint temperatures are shown on a 
standard Skew-T. Note how dry the airmass is below 600mb and 
the large potential for evaporative cooling. 
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1. Introduction 

WINTER PRECIPITATION TYPE 

by 

Richard P. McNulty 
WSFO Topeka Kansas 

Winter weather forecasting brings many interesting and challenging 
situations, not the least of which is forecasting precipitation type, 
i.e., rain versus snow versus freezing precipitation. Presented below 
is a brief summary of the physical aspects of winter precipitation 
type. It is hoped that this discussion will lead to a better under­
standing of winter precipitation processes, and thus to better rain 
versus snow versus freezing precipitation forecasts. 

2. Rain versus Snow 

The rain versus snow forecast (without the complicating issue of 
freezing precipitation) is one of the simpler precipitation type 
forecasts to face the winter forecaster. This does not mean that 
locating the rain-snow line in time and space is easy, but the physics 
of this forecast situation is less complicated than those iQvo1ving 
freezing rain or sleet (ice pellets). 

The key to the rain-snow question lies in the lower tropospheric 
thermal structure. In the typical case, temperature decreases with 
height away from the surface. The type of precipitation at the surface 
depends upon the thermal structure between the layer where the 
precipitation is formed (usually as snow during winter) and the 
ground. 

If the entire layer is below freezing (Figure 1A), the snow 
remains as snow from the formation layer to the ground. On the other 
hand, if an above-freezing layer exists near the surface, the 
potential exists to melt the snow to rain (Figure 1B/1Cl. Penn [1] 
states that this warm layer must be sufficiently deep to provide 
enough heat to melt the snow to rain. Studies have found that this 
melting depth varied from 750 feet to 1500 feet, depending upon 
snowflake type, melted drop size and )apse rate. Another study 
expressed the probability of snow in terms of the depth of the warm 
layer (Table 1). 

The va~iation of precipitation type with change in lapse rate (G = 
- dT/Dz) is shown in Figure 1B/1C. The rate of heat transfer is pro­
portional to the temperature difference between the melting snow flake 
(at 0 C) and the surrounding air. Thus the larger the temperature 
difference the faster the snow will melt. In terms of lapse rate, 
shallow layers with large lapse rates (Figure 1B) can melt snow to 
rain with the same efficiency as deeper layers with smaller lapse 
rates (figure 1Cl. On the average, the freezing level must be at least 
1200 feet above the surface-to insure that the snow will melt to rain. 
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TABLE 1: chance of snow versus warm layer depth 

chance of snow: 50 % warm layer depth: 35 mb/920 ft 

70% 

90% 

25 mb/660 ft 

12 mb/315 ft 

If the depth of the melting layer can be predicted, precipitation type 
can be anticipated. This vertical structure is observed at least twice 
a day, but must be inferred between rawinsonde runs. Factors affecting 
these changes will be discused in Section 5. 

A typical cross-section through a rain-snow boundary might look 
like Figure 2. Where all temperatures above a point are below freez­
ing, snow is indicated. Where the freezing level is higher than some 
critical level, rain occurs. There also exists a zone with the 
freezing level between the critical level and the ground where either 
rain, or snow, or both occur. 

In work done by the AES, Stewart [2] found that for saturated 
conditions, the temperature profile near the rain-snow boundary tends 
to be associated with deep isothermal layers which have temperatures 
close to 0 C. 

3. Freezing Rain and Ice Pellets 

A discussion of freezing rain or ice pellets needs to start with 
the definition of these precipitation types from the Glossary of 
Meteorology [3]: 

a. freezing rain: rain that falls in liquid form but freezes upon 
impact to form a coating of glzae upon the ground and on exposed 
objects (this implies a surface air temperature of 0 C (32 F) or less; 

b. ice pellets (sleet): transparent or translucent pellets of ice, 
5 mm or less in diameter; they form from the freezing of rain drops or 
the refreezing of largely melted snowflakes when falling through a 
below-freezing layer of air near the earth's surface. 

The vertical temperature profiles associated with both freezing 
rain and ice pellets are similar. Both involve an elevated warm (above 
freezing) layer and a below-freezing layer between the ground and the 
elevated warm layer. The physical processes occurring differ, however. 

With both precipitation types, snow falls into the elevated warm 
layer and begins to melt. In the case of freezing rain, the snow 
completely melts to liquid before falling into the below-freezing 
layer. In order for liquid droplets to freeze, freezing nucleii and 
temperatures generally below -10 C must be present (heterogeneous 
nucleation). In the typical freezing rain case, temperatures are 
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warmer than -10 C and the number of freezing nucleii are not 
significant to initiate the freezing process. The droplets remain 
liquid and become supercooled. Upon striking the below-freezing 
ground, these liquid droplets freeze and glaze the surface. 

This discussion implies that the depth of the below-freezing layer 
near the ground is not as important as the temperature of that layer. 
If the cool layer temperature is less than -10 C (and freezing nucleii 
are sufficiently abundant), either snow or sleet could occur, 
depending upon the degree of refreezing (related to the depth of the 
cold air). If the cool layer temperature is warmer than -10 C, the 
liquid droplets will be supercooled and freezing rain will occur. 

In the case of ice pellets, the snow falling into the elevated 
warm layer partially melts before entering the lower cool layer. This 
partial melting produces an ice crystal surrounded by liquid water. As 
this combination falls into the below-freezing layer, it begins to 
refreeze immediately (due to the presence of the ice crystal). This 
results in ice pellets (sleet) at the surface. 

The key difference in the above situations is the degree of 
melting that the snow undergoes in the elevated warm layer. Stewart 
and King [4] used a model to study the melting of snow in an elevated 
warm layer. They found that if the maximum temperature in the warm 
layer exceeded 3 to 4 degrees c, snowflakes melted completely to 
liquid resulting in rain or freezing rain (depending upon the surface 
temperature) (Figure 3). If the maximum temperature in the warm layer 
was less than 1 c, only partial melting occurred, followed by complete 
refreezing in the cool layer, and snow at the surface. Warm layers 
with maximum temperatures between 1 and 3 degrees had a mixture of 
partially melted and completely melted snowflakes. This resulted in 
ice pellets, or more commonly a mixture of snow, rain (or freezing 
rain) and ice pellets. These results imoly that the maximum warm layer 
temperature can serye as a gyide for proper interpretatiOn of a 
sounding in terms of freezing rain yersys ice pellet potential. 

Stewart [5] also examined the changes in the elevated', warm 1 ayer 
due to the melting snow, in the absence of other factors (such as 
thermal advection). Melting snow requires latent heat to change phase. 
This heat is extracted from the surrounding environment. If snow falls 
through the warm layer for a sufficient length of time, the layer will 
slowly erode (cool) and finally disappear. As the maximum temperature 
of the warm layer decreases, the resulting precipitation type will 
evolve from freezing rain to ice pellets to snow (with a mixture of 
the various types likely during the transition). As a result Stewart 
[5] refers to freezing rain as a 11sel f-1 imiting" process, in the 
absence of other factors. 

Figure 4 illustrates a typical cross-section through a freezing 
rain/ice pellet event. 

4. Sounding Examples 

Even though two cases do not a generality make, an example of an 
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ice pellet sounding and a freezing rain sounding will lend support to 
the conclusions of Stewart and King [4). 

The sounding for November 27, 1987, (figure 5) shows an elevated 
warm layer between 860mb and 775 mb with a maximum temperature of 
+2.2 degrees C at 852 mb. The 40 mb deep above-freezing layer at the 
surface precludes freezing rain in this case. However, the +2.2 degree 
C maximum fits Stewart and King's [4] criterion for ice pellets. Note 
that the lower portion of the sounding is essentially saturated, thus 
satisfying the assumptions of the Stewart and King model. 

Table 2 lists the precipitation type on hourlies and specials that 
occurred at Topeka on November 27th. Although the precipitation was 
mainly liquid (rain), intermittent periods of ice pellets did occur 
before changing completely to snow during the evening. One could 
speculate that the warm layer at the surface was a strong factor in 
making rain the predominant precipitation type, completely melting 
some of ice pellets falling into the layer from above. 

(As a point of information, the evening sounding was entirely 
bel ow freezing except for a 50 mb. above-freezing 1 ayer at the 
surface.) 

Table 2: Precipitation Occurrence at Topeka on 11-27-87 

GMT Precip GMT Precip 

1430 R-IP- 2053 R-
1450 R-IP- 2114 RIP-
1510 R- 2151 R-IP-S-
1535 ••• 2238 R-
1550 ••• 2254 R-
1650 ... 2351 R-
1750 L- 0051 R-
1835 L- 0125 R-S-
1851 L-IP- 0150 R-S-
1950 R- 0250 s-
2035 R- 0350 s-

The sounding for the morning of December 13, 1984, is shown in 
Figure 6. The elevated warm layer runs from 890 mb to 740 mb with a 
maximum temperature of +3.4 degrees C at 793 mb. The layer below the 
warm layer is below freezing from 890 mb to the surface. Although the 
sounding is not saturated through the entire depth, the +3.4 degree 
maximum and the freezing temperature at the surface indicate freezing 
rain potential. Light freezing rain did occur at Topeka from 7:03AM 
to 2:45 PM, at which time the surface temperature rose above freezing. 

5. Changes in the Vertical Profile 

As alluded to in an earlier section the forecaster gets a detailed 
look at the lower tropospheric thermal structure twice a day. Between 
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these times, changes in structure must be inferred from other factors. 

Penn [1] provides an excellent discussion of those factors which 
affect local temperature change in the lower troposphere away from 
the surface. These factors are: 

(a) thermal advection by the horizontal wind; 

(b) temperature changes due to vertical displacement; and 

(c) effects of non-adiabatic heating or cooling. 

Studies have shown that the horizontal thermal advection is the 
dominant process in the lower troposphere. Its effect is somewhat 
reduced by the change due to vertical dispalcement. Specifically, warm 
temperature advection is usually associated with upward vertical 
motion. Upward motion causes cooling during adiabatic ascent. The net 
effect i,s to reduce the warming expected from advection alone by about 
one-half. If a forecaster can determine what type of advection is 
occurring, vertical profile changes can be inferred, and precipitation 
type anticipated. 

Even though the advection factor is generally dominant, there are 
situations where non-adiabatic effects can be significant. Two effects 
are important in rain-snow situations. The first is evapora- tional 
cooling. When precipitation (particularly rain) falls through an 
unsaturated layer between the cloud and ground, precipitation will 
evaporate, particularly if the below-cloud air is rather dry. When 
this occurs the air cools. As the air becomes saturated, its 
temperature approaches the wet-bulb temperature of the original drier 
air. If this wet-bulb temperature is below freezing, the precipitation 
at the surface may change from rain to snow as the freezing level 
lowers toward the surface. The evaporational cooling in this case 
overpowers any warm advection that may be occurring, and can cool the 
air by 5 to 10 degrees C in an hour. Once the layer becomes saturated, 
this non-adiabatic effect ceases and advection again becomes dominant. 

A second non-adiabatic effect is the melting of snow to rain. As 
mentioned earl ier, __ snow extracts heat from the surrounding environment 
when it melts. In the typical situation this cooling effect is not 
large enough to offset warming due to advection. However, in very 
heavy precipitation events, R+ may change to S+ due to lowering of the 
freezing level by latent heat absorbed by the melting snow. 

The above discussion indicates that thermal advection is the 
dominant factor affecting temperature change in the lower troposphere. 
It should be asked then: What information is routinely available to 
the forecaster to analyze the lower tropospheric thermal advection ? 
The answer is: the surface chart and the 850 mb chart. However, a lot 
can happen between the surface and the 850 mb level that may or may 
not be obvious from either level. What is needed is a more detailed 
analysis system for the lower troposphere I The current rawinsonde 
message has an abundance of information just waiting to be tapped. For 
example, using the entire temperature profile, the pressure-altitude 
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data, and the PIBAL (wind) data, plots and/or analyses at 500 ft, 1000 
ft, 1500 ft, etc. (AGL), could be generated. From these charts the 
interlaced thermal advection patterns frequently associated with 
winter storms could be better diagnosed. Such information would 
enhance a forecasters ability to infer changes in the vertical 
temperature profile, and its subsequent impact on precipitation type. 

Figures 7 through 9 illustrate this concept for March 3, 1988. At the 
surface (figure 7) weak to moderate cold air advection extended across 
Missouri, Kansas and Oklahoma. No warm air advection is evident. At 
5000 feet (AGL) (Figure 8), cold air advection is minimal or absent 
while warm air advection is moderate to strong across Missouri. 
Examination of charts every 1000 feet down to the 2000 feet level 
(AGL) (Figure 9) shows this same pattern of warm air advection. 
Temperatures across Northern Missouri warmed during the day and the 
rain/snow line moved north before the precipitation ended as an upper 
level short wave trough moved over the area during the afternoon. 

6. Concluding Remarks 

The discussion in this note is not meant to imply that the only 
information available to the forecaster for forecasting rain versus 
snow versus freezing precipitation is the vertical temperature 
profile. Some very useful techniques involving thickness values are 
available. Also, MOS produces a precipitation type forecast. Either of 
these topics could be a topic for an extensive discussion by itself. 

Nevertheless, the information presented here should improve a 
forecasters understanding of the physical processes involved in winter 
weather precipitation forecasting. In particular, the results of 
Stewart and King [4] which relate warm layer strength to precipitation 
type should be useful operationally. These new values should enhance 
the forecasters' ability to correctly anticipate precipitation type. 
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FAHRENHEIT TEMPERATURE SCALE 

FIG 5: Topeka, KS, sounding for 11-27-87 

FAHRENHEIT TEMPERATURE SCALE 

FIG 6: Topeka, KS, sounding for 12-13-84 
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THE OPERATIONAL DILEMMA OF HUGE NUMERICAL HODEL DIFFERENCES 

Frank c. Brody 
National Meteorological Center 

Forecast Branch 
Camp Springs MD 

1. INTRODUCTION 

Weather forecasters in the u.s. have access to three 
sophisticated short-range numerical prediction models. This 
can be a blessing and a curse. The models often arrive at 
very different solutions, especially in the 36 to 48 hour 
time frame during the cool season. This leads to forecaster 
confusion and frustration, which ultimately affects the 
forecast users. This paper will show examples of huge 
differences between LFM and NGM solutions, and will discuss 
the impact of these differences on forecast decisions. 
NMC's efforts to deal with this problem will also be 
outlined. 

2. CASE 1: DECEMBER 26, 1987 

Figure la shows the NGM and LFM accumulated 24 to 48 hour 
QPFs (Quantitative Precipitation Forecasts), for the 24 hour 
period ending 12Z December 26, 1987. These forecasts were 
generated from the 12Z December 24, 1987 model runs. 

Both models forecast substantial rainfall over the Tennessee 
and Ohio Valleys. However, their QPFs for the northeastern 
states differed drastically. The LFH forecast ONE INCH OR 
MORE for much of Pennsylvania, New York, and New England; 
the NGM forecast .25 INCH OR LESS for most of that region. 
Fortunately, this was not a snow situation. If it were, 
forecasters would be faced with with a gut-wrenching 
decision: 1 to 3 inches of snow versus 10 to 15 inches of 
snow! 

Observed precipitation isohyets for this 24 hour period 
(Figure 1b) showed the NGM clearly outperformed the LFM in 
the Northeast. Observed amounts across New England were 
generally ~.15 inch. The simplistic "rule of thumb" of 
reducing the LFM QPF by one-half would have backfired, since 
the LFM was overdone by a factor of ten in the Northeast. 
However, the LFM was fairly accurate for the Lower Ohio and 
Tennessee Valleys, as was the NGM. 
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3. CASB.2: FEBRUARY 12, 1988 

The 12Z February 10, 1988 model runs yielded the 48-hour 
forecasts in Figure 2a. The most important difference was 
the surface pressure and thickness patterns in the Mid­
Atlantic area. The LFM was much faster and deeper than the 
NGM in moving the coastal low northward off the East coast. 
This timing difference implied significantly different 
weather conditions for 12Z February 12. The NGM forecast 
WARM ADVECTION and EASTERLY ~LOW, with moderate to heavy 
precipitation implied (though not actually forecast) for the 
Richmond-to-New York city megalopolis. The LFM forecast 
COLD ADVECTION and NORTHWEST FLOW for Richmond to 
Philadelphia, implying that most of the precipitation would 
have ended by 12Z February 12. 

The verifying objective analysis (Figure 2b) showed the NGM 
was too slow and weak, while the LFM was a bit too fast and 
intense with the surface low at 12Z February 12. The NMC 
manual surface analysis (not shown) placed the surface low 
just southeast of Atlantic City, New Jersey, with a 1004 mb 
central pressure. This would place the surface low even 
closer to the LFM position. The actual instantaneous 
weather at 12Z February 12: rain had mostly ended along the 
Mid-Atlantic coast, except for moderate rain falling at New 
York City. 

Figure Ja shows the 48 hour QPFs valid for the 12 hour 
period ending 12Z February 12. The NGM forecast maximum 
amounts of less than .50 inch, with no precipitation along 
the coast northeast of Delaware. The LFM forecast 
widespread .so and 1.00 inch amounts from the Mid-Atlantic 
area into New England. This gave the February 10 day shift 
forecasters a choice of forecasting either little or no 
precipitation/low POPs (NGM) or heavy precipitation/high 
POPs (LFM) for the Jrd period ("tomorrow night") valid OOZ 
through 12Z February 12, 1988. 

Observed precipitation isohyets (Figure Jb) showed 
widespread amounts of one inch or more across the Mid­
Atlantic region (24 hour amounts are shown, but most fell in 
the final 12 hours ending 12Z February 12). Significant 
snow (4'to 10 inches) fell from northeast Pennsylvania into 
southeast New York and western New England (Figure Jc). 

The LFM QPF outperformed the NGM QPF in this case. The rule 
of thumb of reducing the LFM QPF by one-half would have 
again backfired for the Mid-Atlantic region (though it would 
have worked for parts of New England and upstate New York). 
In contrast to Case 1, though, this "halving" procedure 
would have resulted in a drastic underforecasting of 
precipitation amounts for most of the Mid-Atlantic area. 
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This example illustrates systematic errors noted 
subjectively by NMC forecasters. The NGM is often too slow, 
too weak, and too dry with East Coast cyclogenesis, while 
the LFM is too quick, especially at 36 to 48 hours. 

4. CASE 3: MARCH 11, 1988 

This was an epic snowstorm for Wyoming and western Nebraska. 
Ten inches of new snow fell at Chadron in northwest Nebraska 
during the 12 hours ending 12Z March 11. Three-day storm 
totals of 20 to 35 inches occurred over parts of Wyoming and 
western Nebraska (Storm Data). 

Figure 4a shows the NGM and LFM 48 hour forecasts valid 12z 
March 11, 1988. The day shift forecasters on March 9 were 
faced with nightmarish model.differences. The NGM forecast 
a deep closed upper low over Nebraska with a 988 mb surface 
low over southeast South Dakota. The LFM forecast a much 
weaker upper low over New Mexico, with a 998 mb surface low 
over central Texas (800 miles from the NGM's low position!). 
The two model solutions implied drastically different 
weather scenarios for the Great Plains states. 

verifying analyses (Figure 4b) show the NGM was the clear 
"winner" with the circulation forecasts, despite being a bit 
too fast and intense with the surface and upper low centers. 
A forecaster who had correctly anticipated an NGM "victory" 
might have been tempted to favor the NGM QPF over the LFM 
QPF. Ironically, that seemingly logical reasoning would 
have proved incorrect (Figure 5b). While the LFM QPF was 
too extensive, it pinned down the axis of the heaviest 
amounts quite well through the High Plains and central 
Rockies. The NGM QPF was centered too far north, implying 
the heaviest snow would fall in the Dakotas. However, the 
NGM was more realistic with the areal extent of half-inch 
amounts. 

This paradox has been noted before by NMC forecasters. A 
superior circulation forecast by one model does not 
necessarily imply a better QPF by that model (Brody, 1986). 

S. CASE 4: JANUARY 18, 1988 

The 12Z model runs from January 16, 1988 generated the 48 
hour forecasts shown in Figure 6a. The NGM and LFM differed 
greatly in handling the 500 mb vort max over Michigan, with 
correspondingly large 500 mb height differences. surface 
forecasts also differed dramatically. While the LFM 
forecast a 999 mb low over Ontario, the NGM forecast only an 
inverted trough. The LFK forecast NORTHERLY FLOW and COLD 
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ADVECTION over the Great Lakes and Ohio Valley, while the 
NGK forecast SOUTHERLY FLOW and WARM ADVECTION across the 
same area! These differences obviously gave forecasters 
quite a ~ange of wind and temperature forecast possibilities 
across the region. 

Verification (Figure 6b) showed that a "compromise" between 
the two models would have yielded a reasonable solution. 
The LFK overforecast the intensity of the vort max and 
surface low. The NGK underforecast the intensity of these 
features. The verifying thermal advection fields and low 
level flow patterns were generally a compromise (though 
leaning toward the LFM) between the two model forecasts. 
Widely differing QPFs (not shown) were also generated by the 
two model runs. As with the circulation forecasts, a 
compromise or "averaging" of the model QPFs would have 
yielded the best results. 

This example further demonstrates the importance of 
considering all models when making a forecast, despite the 
general superiority of one model. 

6. DISCUSSION 

Each cool season will produce many more situations of huge 
numerical model differences. As demonstrated in the 
examples, no one model consistently outperforms the others. 
While not displayed in the examples, the Aviation model 
(AVN a.k.a,SpectaljMRF) model often provides a reasonable 
compromise between the NGM and LFM, or it may "side" with 
one model. Thus, the AVN model often serves as an 
operational "arbitrator" when forecasters encounter large 
differences between NGM and LFM model solutions. 

Other tools to help assess model differences include (but 
are not limited to): 

• knowledge of systematic model errors, especially as 
a function of synoptic regime 

• evaluation of model initializations 

• degree of agreement between different models 

• consistency between consecutive runs of the same 
model 

• recent model performance characteristics 

At NMC, the European Model (ECMWF) and United Kingdom Met 
Office Model (UKMET) are also available for comparisons. 
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NMC also has the capability to run the LFM from the NGM 
analysis, and vice versa. This can sometimes help diagnose 
whether model differences are rooted in initialization 
differences or in systematic errors. This model re-run 
capability may eventually be available to NMC forecasters in 
real time. 

On a daily basis, NMC issues several technical reasoning 
discussions to accompany graphical forecast products. These 
discussions often highlight model differences and forecaster 
preferences and interpretations. The Hemispheric Prognostic 
Discussion (AFOS heading CCCPMDHMD, WMO heading FXUSJ KWBC) 
specifically addresses short range (0 to 48 hr) and medium 
range (3 to 5 day) model differences. 

To deal effectively with model differences, it is imperative 
to know how models perform in different synoptic patterns. 
More research must be aimed in this direction by forecasters 
and modelers if weather forecasters hope to face this 
problem intelligently in the 1990s. 
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SNOW FORECASTING USING PHYSICAL PARAMETERS 
D.Bachand, J.Morissette and V.Turcotte 

Quebec Weather Centre (QWCl 
100 Boul.Alexis-Nihon, St-Laurent 
P.Que., Can., H4M 2N8 

Abstract. A technique has been developed to help forecasting snow 
amounts. This technique is the result of a systematic study of 
15 synoptic systems that affected the province of Quebec. For 
these systems, we related together the snow amounts observed 
at different stations to the quantitative assessment of the 
physical parameters directly responsible for precipitation, 
using the quasi-geostrophic theory. The parameters used were 
the 500 mb vorticity advection by the thermal wind (1000-500 
mb thicknesses), the precipitable water, the 1000mb vorticity 
and its tendency, the 1000-500 mb thicknesses tendency. 

1- INTRODUCTION 
To. forecast snow accumulations we must first evaluate the synoptic 
features responsible for the formation of precipitation. These elements 
include the vertical velocity and the available moisture in the 
atmosphere. Also we must evaluate related parameters that are more 
difficult to quantify, as stability and local effects. Finally we must 
evaluate precipitation duration and take into account the possible 
changes in precipitation types. 

As the purpose of this paper is to deal with snow episodes and related 
accumulations, we will from now assume that the precipitation type is 
known or determined by other techniques. 

The usual tools available operationally to forecast snow accumulations 
are: 
- the QPF from the numerical models, which are nowadays quite good but 

nevertheless not always reliable. 
- statistical and empirical techniques. These often give relevant 

indications but do not forecast precise quantities. 

We then need to have a technique to complete the information obtained by 
the above mentioned tools and to assess the NWP QPF's for each 
particular case. 

2- THE TECHNIQUE 
To achieve this goal, a systematic study of synoptic systems which 
affected the province of Quebec was undertaken. We tried to link the 
snow episodes and amounts observed with these systems to the values of 
the physical parameters directly responsible for precipitation, using 
the quasi-geostrophic theory. 

To assess the vertical velocity in the mid-troposphere, we used 
Trenberth's formulation of the omega equation which states that vertical 
velocity can be accounted for by evaluating the advection of vorticity 
by the thermal wind. (Trenberth,1977l 

Secondly, the parameter used to evaluate the low level vertical velocity 
is the 1000 mb geostrophic vorticity and its tendency. (Holton,1972: 
Zwack et al.,1984l 
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A qualitative assessment of the temperature advections and air mass 
stability is done by taking into account the 1000-500 mb thicknesses 
tendency. 

Finally the available moisture is directly accounted for by the quantity 
of precipitable water. 

A- TECHNIQUE DEVELOPMENT 
In order to understand the technique, we will examine briefly how it 
was developed. 

Database 
Fifteen meteorological systems that affected the province of Quebec 
were used. From these 15 weather systems, we could extract about 175 
snow episodes of about 12 hours at different observation stations. 

Types of systems 
Because of the type of synoptic situations studied, the results of 
the technique apply with more reliability in cases where: 
- the weather systems are in translation with a mean speed of the 

order of 25 knots.· 
-the systems are supported aloft by a well defined vorticity centre 

which maintains its identity in time. 

Parameter variations 
W1th this type of systems, we can usually identify a maximum of 
Vorticity Advection by the Thermal Wind (VATW). This maximum may vary 
in intensity but maintains its identity in time so that we can track 
it. 
Then we can relate together the snow episodes and the parameters used 
in two kinds of situations: 
-when VATW is increasing in time, i.e. the maximum of VATW is 

approaching a region. 
- wh.en VATW is decreasing, i.e. the maximum of VATW is moving away 

from a region. 

Data extraction 
For the sake of brevity, we will examine only the more important snow 
episodes corresponding to increasing VATW during 12 hour periods. 

For these periods, the snow amounts were related to the following 
features: 
- the MAXIMUM values of VATW, Qg (1000 mb geost. vorticity) and PCPTW 

(precipitable water) reached during the periods. 
-the variation of Qg during the period (usually an increase in this 

case). 
- the sign of the 1000-500 mb thicknesses tendency. 

With surface lows moving at about 25 knots, the correlations above 
could be made for snow episodes of about 12 hours duration. This is 
not really a limitation, since we can then adjust the accumulations 
given by the resulting tables to the speed of the systems. 

We will now examine how the different parameters are evaluated 
operationally an!l their 1 ink with "snow amounts". 
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B- EVALUATION OF THE PHYSICAL PARAMETERS 
a) Vertical velocity in the mid-troposphere (fig.1) 

To visualize and evaluate the VATW (Vorticity Advection by the 
Thermal Wind), we use, as proposed by Trenberth, the 
superimposition of the 1000-500 mb thickness lines to the absolute 
vorticity field at 500mb. 

To quantify the advection values, we defined a "surface advection 
unit" to which we arbitrarily assigned the relative value of 100. 
(This surface advection unit is shown on fig.1) 

We verified that, in fact, this advection surface of 100 
corresponds approximately to a real advection value of 
2.75 x 10**-9 /sec/sec. · 

To give an idea of the representative values of advection, we can 
note, as indicated in the table at the bottom of the figure, that, 
when sufficient moisture is available, maximum values of VATW of 
the order of 100 moving through a region correspond frequently to 
accumulations of 10-15 em (4-6 inches) of snow whereas when the 
maximum reaches or exceeds 200, we usually observe snow amounts 
exceeding 15 em (6 in.). 
(Note that Vt in the table is a shorter symbol for VATW). 

We recall that these correlations are for 12 hour periods where 
VATW is increasing. 

b) Precipitable Water CPCPTW) (fig.2) 
To estimate the available moisture in the atmosphere, we use 
fields of precipitable water. 

We can·see on figure 2 a field of precipitable water which is an 
analysis based on the Canadian RFE (Regional Finite Elements) 
model, showing contours of precipitable water at every 5 mm. These 
fields are avail ab 1 e on an operation a 1 basis at ana 1 ys is and 
prognosis times, as are also the other fields in Cal above and (c) 
below. 
The critical lines are the 10 and 15 mm contours. In summary, we 
can say that, when vertical velocity is sufficient, snow amounts 
of 15 em or more generally require a quantity of precipitable 
water of at least 10 mm. On the other hand, when precipitable 
water is less than 7 mm, we rarely observe accumulations reaching 
10 em. Finally, when precipitable water exceeds 15 mm, the 
potential of moisture for snow amounts is maximised. 

cl Low level vertical velocity Cfig,3) 
Finally the low levels vertical velocity is accounted for in our 
technique by the 1000 mb geostrophic vorticity (Qg) and its 
variation [O(Qg)J. 

The fields used are analysis and prognosis of 1000 mb geostrophic 
vorticity in units of 10** -5 /sec and contoured at every 2 units. 

Maxima of geostrophic vorticity are well associated to surface 
lows. The instantaneous values of Qg are proportional to the 
vertical velocity in the boundary layer. CHolton,1972; Zwack et 
al.,1984) 
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What is mainly considered is the local time variation of 1000 mb 
vorticity during the snow episodes, as this represents convergence 
and vertical velocity at low levels. (Zwack et al.,1984) 

Snow amounts are generally somewhat less sensitive to this 
parameter than they are to VATW and PCPTW. But it is nevertheless 
important as it allows to refine the snow amounts. 

To give an idea of the representative values, we can note that, 
if sufficient moisture and mid-tropospheric vertical velocity are 
available, then a variation of Qg exceeding 5 units during the 
period considered indicates accumulations approaching 10 em, 
whereas an increase of Qg of more then 10 units makes it 
favourable to amounts of 15 em or more. 

C- RESULTS (fig.4) 
Figure 4 shows the correlations obtained between the MAXIMUM values 
of VATW, MAXIMUM values of PCPTW, and SNOW AMOUNTS for 12 hour 
periods of snow when VATW is increasing. 

On the right-hand side of the figure, we consider cases where 
thicknesses CDZ) are rising,·whereas on the left-hand side, we deal 
with cases where thicknesses CDZ) are falling. 

In first approximation and to facilitate the demonstration, we ignore 
the 1000mb geostrophic vorticity predictor. 

The snow amounts indicated are in centimeters (Cm). 

So, for example, in the case where the predictors reach the highest 
values. for the correlations established, i.e. VATW greater than 200 
and PCPTW greater than 15 mm, we generally observe 12 hour 
accumulations of 25 em (10 inches) or more. 

On the other hand, we note that, as expected, for equivalent 
conditions of-PCPTW and VATW, the snow accumulations will be larger 
when DZ (thicknesses) are rising during the period than when they are 
falling, which may correspond, for example, to occluding systems. 

The influence of the 1000 mb geostrophic vorticity (Qg) and its 
variation is shown in the table at the bottom of the figure. We can 
see that, for important increases of Qg, especially for increases of 
10 units or more, snow accumulations will be larger than the means 
indicated in the figure. 

3- CASE STUDY - NOVEMBER 25-26, 1987 
a) Synoptic situation and events (fig. 5) 

In this period, a low which had formed earlier in SWRN US, 
tracked through the lower Great Lakes towards the east coast, 
with a reformation taking place by 18Z november 26. 

Before this reformation took place, the central MSL pressure of 
the low had been rising in time up to a value of 1024 mb when 
it came nearest to our regions of responsibility by 18Z 
november 26. 
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With this system, that seemed to be weakening, we nevertheless 
observed very important snow.accumulations over extreme SWRN 
Quebec. The snow amounts were generally between 20 and 30 em, 
with a maximum of 48 em (18 inches) in YSC (Sherbrooke). 
Moreover, this was·the very first snow storm of the winter over 
southwestern Quebec. 

The rain-snow boundary, which was well associated to the 
thickness line 540 dam, just slided along the Canada/US border. 

Our technique, which was applied in real time to that case, 
allowed a very good forecast of this snow storm, which, at 
first glance, might look inoffensive. 

b) Synoptic evolution and assessment of parameters 
Without getting into development details, we can see that there 
were some indications showing that this low pressure system was 
really intensifying even though its central pressure' was 
rising. 

1- Surface (figs.8,12l 
First, at the surface, the ridging that took place over ERN 
Quebec between 25/12Z and 26/00Z, along with the approaching 
low over lower Great Lakes, caused the pressure gradient to 
increase in the Northeast quadrant of the low, indicating an 
increase in convergence. 
The advantage of the technique is to allow objective 
measurement of that increase, with the 1000 mb geostrophic 
vorticity parameter (Qg). We can see from figures 8 and 12 
that: 
- the Qg centre increased from +8 to +10 during this period 
- the gradient of Qg also significantly increased in the 

northeast quadrant of the low, indicating more important 
time changes of Qg taking place. 

2-500mb (figs. 7,11) 
At 500 mb, the persistence of the intense vorticity centre 
between 25/12Z and 26/00Z while moving along in a confluent 
flow toward a region of stronger circulation, caused the 
vorticity advection by the thermal wind to increase ahead of 
the system. At ·25/12Z, the stronger VATW was behind the 
surface low complex (in the northwest quadrant). By 26/00Z, 
it had moved ahead the system (in the northeast quadrant). 

Again the technique could give some measure of this increase 
of VATW ahead of the surface low, showing VATW of the order 
of 200 now present at 26/00Z (fig. 11). 

3- Available moisture (figs.9-13) 
The available moisture, in the region of snow type 
precipitation and as measured by the precipitable water 
reached a maximum of 15 mn over extreme southwestern Quebec. 

- 165 -



4- Composite Charts (figs. 13-14) 
Composite charts at 26/00Z show that the area of MDT/HVY 
snow at that time is very well correlated to the region 
where: 
- VATW is larger or increasing (fig.13) 
- PCPTW is of the order of 15 mm. (fig.13) 
- Qg is increasing (fig.14) 

In summary, the 12 hour period mainly considered here is the 
one from 25/18Z to 26/06Z. In that period, over southwestern 
Quebec, Qg was increasing, VATW and DZ were rising for about 
the first six hours and then remained constant for the rest of 
the period. 

The snow amounts correlation figure (fig.4) shows that, in the 
case of rising OZ. with PCPTW of 15 mm or more and VATW 
increasing to 200 or more, one can associate a 12 hour period 
of 25 em of snow or more. This figure was very representative 
of the situation. 

Finally, a 24 hour evolution chart of the predictors (fig.6), 
shows that the technique helps to refine the area which will be 
affected by the larger accumulations. It is obvious from the 
figure that the parameters are maximum over extreme 
southwestern Quebec. So the critical sector is well delineated 
by the technique. 

4- LIMITATIONS 
The limitations to the technique are of two kinds: 

a) Representativity of the parameters 
Some phenomena are not well represented by the parameters 
used: 
-Local effects like orography and on-shore flow must be 

evaluated from experience or other techniques. 
- The warm air advection is not always well represented by 

the VATW in the way we look at it right now. Sometimes, 
when the warm air advection at low levels is far ahead 
of the system and the 500mb vorticity centre, .then there 
are no vorticity lines in the area of temperature 
advection so that there is no advection of vorticity shown 
because the vertical velocity is all accounted for below 
500 mb. 

b) Accuracy of the forecast parameters 
The accuracy of the forecast parameters also limits 
sometimes the usefulness of the technique. 

The Qg, DZ and PCPTW parameters are generally reliable 
forecast parameters. But on the other hand, the reliability 
of the 500mb forecast vorticity depends on the synoptic 
situation. In some particular cases, like channeled jets and 
vorticity lobes in a strong circulation, vorticity centres 
and gradients are often poorly predicted by the numerical 
models. 
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5- CONCLUSION 
- Advantages 

On the other hand, the advantages of. the technique include 
the following: 
-it allows the evaluation of individual physical parameters 

for each weather system 
- it allows to assess the NWP model's QPF 
- it gives directly snow amounts forecasts 
- being a "Perfect Prog" approach, it is app 1 i cab 1 e to any 

NWP model. 

- Future development 
-First of all, we intend to increase the statistical sample 

by studying new cases. 

- We also intend to program the calculations of VATW, which 
will facilitate the use of the technique. 

- Further case studies should allow to refine the 
interpretation of the parameters in different synoptic 
situations. 

-We already began to use the VATW at 850mb to assess the 
vertical velocity at that level. This added feature has the 
advantage to complete the information given by VATW as 
evaluated with the 500 mb vorticity and the 1000-500 mb 
thicknesses. It particularly and efficiently helps in cases of 
warm air advection not related to 500mb vorticity, as pointed 
out in the limitations section above. 

Finally, we can say, as a general evaluation of the 
consequences of the use of this technique at QWC, that it is 
definitely a positive contribution to the accuracy of snow 
amounts forecast and of the swath of the larger accumulations 
associated to a system track and intensity. 
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CONCERNING Q-VECTORS 

Notes by F. Sanders, 1988. 
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Hoskins 
be written as 

and Pedder <1980) show that the omega-equation 

-
can 

where the left-hand side is identical to the familiar one that 
has been used for a COL!ple of decades, and the right-hand side is 
exactly equivalent to the familiar expressions involving the 
vertical derivative of the vorticity advection <leading to the 
"PVA-rule") and the horizontal ·Laplacian of temperature 
advection, <leading to the "warm-advection rule''). <Sigma is 
static stability.) It's nice and compact. The vertical motion is 
upward when the Q-vector field is convergent, and, in addition, Q 
itself is proportional to the low-level ageostrophic wind and 
proportional but opposite in direction to the high-1 evel ag,eo­
strophic wind. The problem comes when we look at what Q is: } 

~ ::: · [.~~~'A(~) d~~. 7[M)] 
~ 'd ~ . C>~ ' ~ a_r J 

where the expressions separated by a comma on the right-hand side 
are the components in the x- and y-directions, phi is the 
geopotential, gz, and 

'oM ~ ~3 · + ~J· 
?)~~ "?J~ ;t ?).)( ;v 

?J.V.a ::. ~a 1 t- ~ J. 
~ &'}N d}/V) 

where A. and ..:i. are the unit vectors along the x- arid y-axes. As it 
stands, I ·aon't know any way to make sense out of Q by visual 
inspection of charts. However, as pointed out by Hoskins 
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and by Thorpe (1985), there is a way of doing it. The 
trick is to take the x-axis along the isotherms at whatever point 
you are interested in. 

Now, since geostrophically, with a constant value of f, 

b ,_ ~ d* "JJ;, 
write 

R_ (--~--) ra'Li J - ~j) 
f> d~ _ ;)X "" 3-f :v 

afTEI.-. we can 

u;~ ·1ir ~)tli. ~1 )( ~ l 
"' FL ~j- - 1\1 ?->' . 

or, 

where k is the Ltni t vertical vector. This says that the Q-vector ...... 
can be obtained by marching along the isotherm with the cold air 
on your left hand and noting the vector change of the geostrophic 
wind. Rotate this vector change 90 degrees clockwise and you have 
the direction of the low-level ageostrophic wind. The magnitude 
is proportional to the magnitude of the vector rate of change and 
to the strength of the temperature gradient. Once you have ob­
tained a few judicious estimates of the Q-vector field, you can 
see where the convergent and divergent areas are, and so where 
the regions of ascent and descent are. Applying this to ideal 
cases of a string of lows and highs along approximately straight 
isotherms, a string .of cold troLtghs and warm ridges at upper 
levels,. and to a frontogenetical situation gives familiar answers 
in each case. 
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ABSTRACT 

MAJOR ARCTIC OUTBREAKS AFFECTING LOUISIANA 

Edward B. Mortimer (1) 
National Weather Service Forecast Office 

Albuquerque, New Mexico 

G. Alan Johnson (2) and Henry w. N. Lau (3) 
National Weather Service Forecast Office 

Slidell, Louisiana 70458 

This study was designed to provide the forecaster with 
guidelines to assist in the subjective evaluation of the onset of 
arctic outbreaks into the deep south several days in advance. 
After analyzing the synoptic patterns prior to and during an 
event, it was determined that several classic signatures existed 
which set the stage for a major arctic outbreak into Louisiana as 
well as the remainder of the Gulf Coast states. 

It was found that a major arctic outbreak occurred about 
once every five years. Thus, the forecaster has a responsibility 
to forecast these rare freeze events several days in advance. 
These significant arctic outbreaks can produce extensive economic 
losses to agricultural, commercial and public property. There 
have been 20 major arctic outbreaks during the past 103 years. 
Ten of these outbreaks have affected some portion of the state 
since 1948. 

1. INTRODUCTION 

The Bayou State of Louisiana is subject to major arctic 
outbreaks which produce severe freezes. These can produce 
extensive economic losses to agricultural, commercial and public 
property. The freezes in the early 1980's destroyed most of the 
orange groves and some of the tropical trees in southeastern 
Louisiana while also causing considerable commercial and public 
losses due to power outages and frozen water pipes. 

There have been 20 major arctic outbreaks during the past 
103 years. Ten (10) of these outbreaks have affected some 
portion of the state since 1948. Notable outbreaks since 1948 
have occurred during 1949, 1951, 1962 (twice), 1963 (twice), 
1982, 1983 (twice) and 1985. Of these dates, 4 freezes (1951, 
1962, 1963 and 1983) affected the entire state. 
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Although the frequency of occurrence is only about once 
every five years, the forecaster has a responsibility to forecast 
these freeze events several days in advance in order to allow 
agricultural interests, utility companies and the public to take 
necessary precautions to protect the property and prevent 
potential losses. Pattern recognition is an important tool in 
helping forecasters determine when conditions exist for a surge 
of arctic air into the southeastern U. s. This additional tool 
can help forecasters decide when the potential exists for a 
southward surge of an arctic air mass. 

This study was designed to provide the forecaster with 
guidelines to assist in the subjective evaluation of the onset of 
arctic outbreaks into the deep south several days in advance. 
After evaluating the past 10 major arctic outbreaks, for which 
upper air data was available, several significant patterns 
(signatures) were recognized which led to the onset of an arctic 
outbreaks into Louisiana as well as the Gulf Coastal states. 

2. CLIMATOLOGY 

A •. GENERAL. 

Louisiana lies roughly between latitude 29.5N and 33.0N and 
between the 94th meridian and the Pearl River in the extreme 
southeast and Mississippi River elsewhere. Elevation across the 
state increases gradually from the coast northward, with the 
highest point of only 535 feet in the northwestern section. 

The principal influences that determine the climate of 
Louisiana are its subtropical latitudes and the Gulf of Mexico. 
The primary air mass affecting the state is Maritime Tropical 
which develops in the Atlantic high pressure anticycl.one. This 
spreads warm humid air across the state from the Gulf of Mexico 
for considerable periods of time during the winter season. (This 
influence is evident from the fact that the average water 
temperature of the Gulf along its northern shore ranges from 57 
to 63 degrees Fahrenheit most of the winter season.) However, 
for varying periods of time surges of polar and arctic air spread 
southward from the Canadian provinces (Continental Polar air 
mass) or from the eastern Pacific (Maritime Polar air mass) 
(Fig. 1). During this portion of the year, the region 
experiences extreme minimum temperatures lower than those in any 
other comparable area of the world (Trewartha, 1961). 

The minimum temperatures (in degrees Fahrenheit) across the 
state normally average in the 30s north to the low and mid 40s 
south during the winter months of December through February and 
in the lower 40s north to near 50 south in November. However, 
average temperatures are somewhat deceptive as minimum · 
temperatures in the lower teens across the north and in the lower 
20's across portions of the south are not uncommon for short 
periods during the winter season. 
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The record low temperatures for the state range from a 
(-) 16 degs F at Minden in northwestern Louisiana to 15 degs F at 
Boothville and 21 degs F at Burrwood, both in the lower reaches 
of the Mississippi River Delta. Because of its subtropical 
influence, the record low temperature in Louisiana is the second 
warmest (to Florida) of the lower 48 states. 

B. ARCTIC FREEZE. 

An event was defined as a major arctic outbreak when the 
temperature dropped to or below a critical value at 2 or more 
stations in 2 or more climatological divisions. These were 
generally short term events of 1 to 3 days. The severe winter 
seasons of the late 70's are not included even though the cold 
air mass remained entrenched over the state for long periods of 
time. This was the case because the coldest daily temperatures 
hovered a degree or two above the critical values which were 
established for this study. 

In order to eliminate all but.the most severe freeze 
episodes, a critical minimum temperature was derived for each of 
the 67 climatological stations across the state (Figs. 2a and 
2b). 

Using these values with an areal coverage of at least two 
stations in two or more climatological divisions, 20 arctic 
outbreaks were identified in Louisiana since 1885. Of these 20, 
only 8 affected the entire. state while the remainder affected 
various sections·of the state (refer to Table 1). (See section 
IV for information on "classical signatures" for recognizing in 
advance a major arctic outbreak for the Gulf Coast states). 

Major arctic outbreaks across Louisiana are generally 
accompanied by some freezing precipitation andjor snow with the 
initial surge, but only a few events produced heavy snows (see 
Johnson and Mortimer, 1986). Major arctic outbreaks also appear 
to occur in cycles, with occurrences in several seasons and a 
break of 8 to 11 years before the next occurrence. This appears 
to fit the solar sun spot cycle best with most episodes occurring 
during the period between a peak and a lull in sunspot activity 
as presented in Fig. 3. 
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3 • SIGNATURES 

A. GENERAL 

Pattern recognition can help a forecaster decide when the 
conditions exist for a surge of arctic air into Louisiana and 
when to deviate from numerical guidance. Although numerical 
guidance has improved over the last several years, the guidance 
is still based on statistical methods which will not identify 
most rare or extreme events. The best improvement can be made in 
the short~medium term (2 to 3 days) forecast. Actual minimum 
temperatures are not necessarily as important as the cold trend 
indicated in long-range forecasts (3 to 5 days). However, 
identifying the potential for a severe freeze threat is 
sufficient so that it can be communicated to the agricultural 
community as well as to other businesses, public and private 
interests. This will allow the "users" to take actions 
commensurate with the assessed freeze potential. For example, a 
severe freeze threat even at a low confidence level 3 or 4 days 
in the future could trigger several low-cost actions such as a 
review of resources and accelerated harvesting. In southern 
sections of the state, some businesses and residences are 
vulnerable to major plumbing repairs if an advance warning of an 
impending severe freeze is not given. As the confidence level of 
an impending damaging freeze increases, the actions to decrease 
losses would become more intense, expensive and widespread. 

For example, during the winter season of 1984-85, numerical 
guidance (even medium range) was exceptionally good in 
identifying a developing synoptic pattern which was to lead to a 
damaging freeze over the entire state of Louisiana as well as 
adjacent Gulf Coast States. Some 3 to 4 days of advance warning 
was given for the mid-Januay 1985 major arctic outbreak which 
significantly reduced the economic losses statewide. 

B. UPPER AIR PATTERNS 

After analyzing the synoptic patterns prior to and during a 
major arctic outbreak into the continental United states, it was 
determined that several similarities existed. Since 1948, there 
have been 10 major freeze events which brought significant 
economic losses to the Bayou State. Since upper air data were 
not available prior to November 1948, the data sample was 
restricted to these 10 events (according to specified criteria by 
the authors). 

Several features were found to be similar to those presented 
by McFarland (1976) in his study of freezes affecting the Lower 
Rio Grande Valley of Texas. However, several subtle differences 
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were found for events affecting Louisiana. McFarland's study 
utilized only 3 events which had upper air data available (i.e. 
since 1948). The study for Louisiana utilized 103 years of data 
for freezes in Louisiana with 10 events occurring since 1948. Six 
(6) signatures were noted at times during the arctic outbreaks as 
described in Table 2. However an additional major signature was 
common to one or more of the 6 classic signatures (patterns). 
The dominant signature noted for these 10 events was a strong 
ridge of high pressure over the eastern Pacific or West Coast of 
North America. Normally, this feature is in response to a deep, 
cold trough developing in the central Pacific between longitudes 
160W and 180W (Figs. 4 through 9). 

The following is a scenario of events which may lead to .a 
major arctic outbreak into Louisiana and adjacent Gulf Coast 
States. 

A week to 10 days before a major arctic outbreak occurred in 
Louisiana, a deep trough would move into or develop in the 
central Pacific between longitudes 160W and 180W. In response to 
this development, a strong ridge would build over the eastern 
Pacific and extend into northern Alaska or the Arctic Ocean. The 
ridge axis was generally along or just west of 130W in 8 of the 
10 events, with a ridge over the West Coast of North America in 
two events. A short-wave omega block was superimposed on the 
long wave ridge in several of the events (Fig. 4). The strength 
of this ridge was influenced by the intensity of the upstream 
trough. The strength of the ridge also influenced the transitory 
speed of downstream troughs over North America. The development 
of this ridge was present in each event and should alert the 
forecaster to the potential for a surge of colder air. 

In tandem with this strong ridge was a cold, deep low 
pressure trough from Hudson Bay southward across the Central 
Plains of the u.s. To help anchor this strong ridge-trough 
couplet over North America, a strong, deep trough was usually 
present over the central Pacific (Fig. 6 and 9). The development 
of this rather stable L/W pattern may be attributed to colder 
than normal waters over the north-central Pacific in the summer 
and fall seasons forcing warmer waters northward over the extreme 
eastern Pacific as described by Namias (1978). Variations of 
this·main synoptic pattern were identified and described as 
classic signatures in Table 2. 

Over North America, there were several mechanisms present 
which eventually caused an arctic air mass to surge southward. 
The authors identified 6 additional, though sometimes subtle, 
upper air signatures conducive to surges of major arctic 
outbreaks into portions of Louisiana. The beginning signature 
did not persist throughout the entire event, but would evolve 
into one or more of the other features, except that an upper 
level ridge was dominant in all cases. 
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seven (7) events were associated with a closed low near 
Hudson Bay (Figs. 4, 5 and 7). In 3 events, a trough extended 
east to west across southern Canada or into the northwestern u.s. 
The trough would remain nearly stationary for several days with a 
strong northerly flow across Canada and a strong zonal flow south 
of the trough (Fig. 6). This allowed the cold dome of arctic air 
to intensify over canada. The west portion of the trough would 
then rotate southeastward into the central plains, in response to 
a series of S/W troughs. This allowed the arctic air to surge 
southward. There were 3 events with a northeast-southwest trough 
from the Hudson Bay low which moved eastward to establish a 
long-wave trough over the central states by the end of the event 
(Fig. 5}. There was one event, 1985, in which the L/W trough was 
established over the eastern states (Fig. 8). 

Three (3) outbreaks were associated with a S/W moving 
eastward through the southern portion of the ridge into the 
southwestern states while the northern branch was across southern 
Canada or the northern tier states (Fig. 7). A split flow 
pattern was normally located over western North America. These 
short-waves became in phase with a stationary or slow moving long 
wave trough and accelerated the southern portion of the trough 
into the central or eastern states. Cyclogenesis occurred when a 
strong S/W trough ejected east or northeast from the L/W trough. 
This usually resulted in discontinuous retrogression of the L/W 
trough over the western states (Fig. 9). 

Three (3) events were associated with a cold, deep low in 
the canadian Prairie Provinces with a S/W trough extending into 
the Pacific Northwest. This trough rotated southeastward into 
the Central Plains and developed into a full-latitude trough 
which progressed eastward into the eastern states (Figs. 6 and 
8). 

Discontinuous retrogression occurred in over half of the 
events. This occurred when a S/W was ejected east or northeast 
from the L/W trough as a second S/W approached from the 
northwest. This would give the L/W trough the appearance of 
first moving eastward then redeveloping westward with the 
upstream S/W (Fig. 9). 

C. SURFACE PATTERNS 

A high pressure system intensified from the Yukon 
Territories southeastward into central and western Canada under 
the influence of a strong building upper level ridge and a deep, 
cold low or trough normally located in the Hudson Bay area. As 
strong S/W troughs surged south or southeast towards the u.s. the 
Arctic High would move southeast into the northern Rockies and 
Plain states. On a few occasions the pressure would reach 1050 
mb or higher from the Yukon to the northern Rockies (Fig. 10). 
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For the arctic air to spread southward to Louisiana and the 
western Gulf Coast States, the arctic surface high would have to 
move or build south into eastern Texas. If the high moved east 
or southeast through the mid-Mississippi Valley or into 
Mississippi/Alabama the coldest air would be shunted more 
eastward. 

An important factor for the development of record-breaking 
low temperatures in mid-winter was an extensive blanket of snow 
from the Plains States north and northwest through Canada. By 
mid-winter the frigid arctic air and the fronts combined to form 
snow rather than rain from the northern and central Rockies 
eastward to the East Coast. While amounts were usually not 
heavy, snow persisted on the ground owing to persistent cold air 
outbreaks far to the south along the Gulf coast. This often 
would lead to snow far south of normal. The snow cover in turn 
helped to refrigerate the arctic air in its southward transit, 
partly through an increased albedo. The cover remained on the 
ground and was maintained by the frequent arctic air surges and 
replenished by storms moving along the south and eastern 
seaboards as discussed by Namias {1978). A recent example of 
this phenomena was in December 1983 when 2 record-breaking events 
clobbered the Bayou State within a one week period. During this 
event economic losses were widespread statewide but more 
devastating over southern Louisiana. An extensive snow cover was 
normally as far south as extreme northern Texas, Arkansas, 
northern Mississippi during record-breaking arctic outbreaks in 
Louisiana (Fig. 10). 

4. ADDITIONAL FORECAST GUIDELINES 

1) Follow 24-hour 500 mb high fall/rise 
Superimpose on 500 mb map to correlate 
troughs or amplifying ridges. 

couplets. 
with deepening 

2) Check pressure of surface high (generally 1050 mb or 
higher) and temperature of air mass (generally [-] 20 degs F 
or colder) in western/central Canada (mainly inland areas 
away from marine influence). 

3) Thickness patterns can be deceiving when examining arctic 
air masses. 

4) Also note extent of snow cover from Canada southward into 
u.s. 

5) Cross-sections can be used to depict the major arctic air 
from the polar type air. 

6) Major arctic outbreaks are usually associated with two or 
more synoptic patterns (signatures) over a period of several 
days to a week or more. 
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7) The majority of the events were associated with 
signatures 2 and 3 in addition to the major signature which 
was common to all events (strong ridge). 

8) If the southern branch of the westerlies becomes a 
dominant pattern for the Gulf coast States, the coldest air 
mass will be shunted eastward away from Louisiana or 
overrunning conditions will develop. This was the case back 
during the winter of 1979. This particular winter season 
was one of the coldest on record in many areas of Louisiana. 
However, for the reasons discussed above the critical 
temperatures for a major arctic outbreak were not reached. 

5. CONCLUSIONS 

This study was designed to provide the forecaster with 
guidelines to assist in the subjective evaluation of the onset of 
arctic outbreaks into the deep south several,:days in advance. 
After analyzing the synoptic patterns prior to and during an 
event, it was determined that several classic signatures existed 
which set the stage for a major arctic outbreak into Louisiana as 
well as the remainder of the Gulf Coast states. 

It was found that a major arctic outbreak occurred about 
once every 5 years. Thus, the forecaster has a responsibility to 
forecast these rare freeze events several days in advance. This 
allows the agricultural business interests, utility companies and 
other interests to take the necessary precautions to reduce their 
potential losses. Even though numerical guidance has improved 
over the last several years, the forecaster must recognize those 
situations which will lead to the intrusion of arctic air into 
the state. With the timely recognition of these classic 
signatures, the forecaster should be able to greatly curtail the 
economic losses in the state. 
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Fig. 1. Airmass locations across North America. 
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Fig. 4. Low near Hudson Bay with a trough extending west of 
southwest into southwest Canada or the Pacific Northwest. A series 
of short-wave (S/W) troughs would cause this trough to surge 
southward without cyclogenesis. 

Fig. 5. 
into the 
into the 

Low near Hudson Bay with a trough extending 
southwestern U. S., which progresses eastward 
central Plains as a full latitude trou~h. · 
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Fig. 6. A closed low moving southward through the 
· prairie provinces of Canada, which develops into a 

long-wave (L/W) trough without cyclogenesis. 

---

Fig. 7. A S/W trough in the southern branch of the 
westerlies moves eastward into the southwestern 
states. In the meantime another S/W trough in the 
branch of the westerlies moves eastward which 
frequently becomes inphase with the L/W trough. 
This pattern is quite typical of a split-flow in 
western North America. • 
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Fig. 8. A deep trough was over the eastern U. S., 
sometimes accompanied by a closed low. 

"h/ 
Fig. 9. Discontinuous retrogression of trough over 
the western U. S. 
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Fig. 10. 
outbree~ks 

/"""'\ 

Mee~n surfe~ce ridge across North America during major arctic 
along with an average snow cover. 
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labiP l. l.lnt of a1·ct1c outl.u-eaks affecting Louisiana during 
thP pa.-;t 103 yPars aud portions of the state affected. 

Date 

1··7-1 [lrf(o 

2-0-lB'?~ 

2·13 ·111'?7 

2 · 1 3 I 1'• · I '?(15 

1-12 ·1710 

12-23 1727 

1-18/17 ·1730 

1-17 tn 17·17'o0 

1··18 to 21o-17'o8 

1-::JI/2··1-I'?to'? 

2-1/r'-17~1 

1-11/12·1962 

12 12113 1?1>2 

1-7 tu 13 1'?02 

12-30/31·-1'?11:1 

Area 

eutlre state 

E'11ti1·e state 

E'lltlre state 

. 110r th 

eutire stnte 

Climate 
Regions 

nw-nc-wc: 

nor·th & west nw-wc-sw-ne 

nur th l. west nw-nc-wc-sw 

uorth l. southwest nw-nc-ne-wc-sw 

nor tlteast thru 
E"ast central ne-c-ec-se 

a 11 eou:ep t southeast nc-ne-wc-c-sw-ec 

11o1· thwes t nw-nc-wc 

eutire state 

Plltire state 

E11st half 

1m1·th l. southeast 

extreme uur ttl 

eutire state 

E"ntlre state 

WP<;t and north 

not thr~ast & 
r.nu thP.il~ t 
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Table 2. Cla'3slc signatures associated with arctic outbreaks 
Into Louisiana 

1 l Low near· lluuson Bay wl th a tr·uugh extending west or 
fiflllthwegt lnto •outhw••t Canada or th• f'll.t:lflc: 
Nor·thwe .. t trig. 41. A series of short-wave 15/Wl 
troughs imultl cause this trough to surge southward 
til thout cyr:logenesls. 

21 l.nw rorm lhul!lnll Day wl til a tr-ough extending into 
the <;outh.,.,ster 11 U. ·5. IFig. 51, which progresses 
oea.,twanl Into the Central Plains as a full latitude 
h nugh. .: 

:11 1\ closr>d luw onovirrg southwar-d through the prairie 
pr ovlllrP!; of Canada IFig. 61, which develops into a 
lorrg-wave ll./Wl trough without cyclogenesis. 

<tl 1\ 5/W tt·ough in 'the southern branch of the westerlies 
mnvPo; l?astward lnto the southwestern states. In the 
m••arrt !nil? a11other 5/W In the northern branch of the 
westPr I \1?5 moves eastwar-d which frequently becomes 
ln-··pha-. .. wl th the L/W trough !Fig. 71. Occasionally, a 
rloo;eri low wao; noted In the southern branch. This 
pattPrn Is quite typical of a spllt flow in western 
Nn1· tl• f\mP.1·l c. a. 

51(\ tii?P.J.l to-uuqh w••s over the eastern U.S., sometimes 
arcompn11\Pri by a closed low IFig. 81. 

6 I Ill r.c:nrot lrnuous retrogression of trough over the western 
u. s. lflg. 9). 
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THE WINTER STORM OF. JANUARY 6 and 7, 1988 

by Frank Makosky and John G. Hoffner 
National Weather Service Forecast Office 

Birmingham, Alabama 

A major winter storm moved across Alabama beginning the night of January 6 and 
continuing into the afternoon of January 7. Although the track of the storm center was 
across the Northern Gulf, up to 11 inches of snow fell across the Tennessee Valley 
(see figure 1 ). A total of 11 inches was reported in Bridgeport, in the northeast corner 
of the state, and 1 0 inches f~ll at the Huntsville/Decatur airport. Across Central 
Alabama, the problem was freezing rain and sleet. Between 1 and 2 inches wa~er 
equivalent precipitation fell in these areas before diminishing during the afternoon of 
the 7th. In South Alabama, where it was above freezing during the night, evaporative 
cooling lowered the temperature and caused some icing problems from freezing rain 
during the day on the 7th . 

. Serious icing conditions in the Birmingham area caused major traffic problems and 
closed down the interstate system as well as causing widespread power outages. 
Across North Alabama, around 15 million dollars damage occurred to the state's 
poultry industry. Not only due to the cold temperatures, but also from collapsing 
chicken house roofs due to the weight of the ice and snow. 

After the precipitation ended, temperatures for the next several days did not rise above 
freezing over North Alabama hindering clean up operations. In some locations, snow 
remained on the ground for nearly a week. 

The guidance and the interpretation of the guidance by the local forecast staff was 
excellent for this event. Snow was mentioned as a possibility for north Alabama in the 
extended forecast five days before the event. A Winter Storm Watch was issued for 
North Alabama on Tuesday, January 5, thirty-six hours before the storm struck, and 
each forecast was progressively fine-tuned until the precipitation began falling late 
Wednesday night January 6. ~lso, special weather statements, radio interviews and 
NOAA weather radio updates issued by the Weather Service Staffs of the affected 
areas were excellent throughout the storm. 

Since all of the guidance was excellent leading up to the the winter storm, the forecast 
was dependent only on interpreting how the expected parameters would affect snow, 
sleet or ice accumulations. This write-up will not attempt to describe the guidance 
since the LFM, NGM and MRF were consistent and the forecasts were based on the 
models established twenty years ago by Younkin and others. 

We will present one map that typified the excellent guidance referred to above. Figure 
2 shows the twenty-four hour surface and thickness progs that verified at 6AM CST 
Thursday, January 7. This time was about mid way through the worst of the storm. It 
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shows a pattern that forecasters in the southeast recognize as a producer of winter 
weather in the Deep South. A strong arctic high (1040mb) was expected to be near 
Washington D.C., a polar boundary was shown along the Gulf Coast, and there was a 
suggestion of a surface low forming in South Texas. 

The thickness forecast was used to delineate, with some other considerations such as 
upper air soundings and expected wet bulb temperatures, the area where frozen 
precipitation was expected. The 5460 meter thickness was used to outline the watch 
area and all snow was predicted in the Tennessee Valley where the thickness was 
near 5400 meters. 

The verification map (figure 3) shows that snow was being reported across Northern 
Alabama with temperatures in the 20s. Across Mississippi, freezing rain was occurring 
at Jackson and Meridian, while snow was falling at Tupelo: Thus, the twenty four hour 
thickness forecast provided a good objective guess as to precipitation type .. 

Figure 3 shows a weak stable wave of approximately 1014 mb off the southeast Texas 
coast. This map is typical of a budding winter storm. A stable wave nearly always 
develops in this location. The strong contrast between cold air over land and the warm 
Gulf water temperatures, plus the shape of the coastline, makes this a natural 
baroclinic zone. Notice that the computer guidance (figure 2) erred in locating the low 
pressure center over South Texas. The guidance will often err by not showing the low 
over the Gulf. 

After the stable wave in the Gulf forms, it will usually remain stationary, or a series of 
minor waves will move along the front and dissipate as each moves east of the 
influence of the primary upper level trough. Although data is sparse in the Gulf, it 
appears that this sequence of maps (figures 3 through 6) shows that this forming and 
dissipation of waves was occurring along the polar boundary. As the primary upper 
level trough digs southeastward, the stable wave will often deepen, and when the 
upper trough reaches a position approximately five degrees upstream, the frontal 
wave will move east and north and will usually continue to deepen. Notice the change 
from figure 6 to figure 7. Although there was no sign of intensification, the low 
pressure center had definitely moved eastward in response to the approach of the 
upper level trough. 

The series of surface maps shows important local effects that had considerable impact 
on temperatures and accumulations of snow, sleet and ice. Notice on figure 3, the 
inverted trough that extended from the Gulf low through Mississippi and northward. 
Two factors produced the inverted trough. First, the approach of the upper level trough 
was being reflected or induced at the surface. Second, there was the effect of the 
terrain. The cold arctic air associated with the high pressure ridge was being dammed 
east of the Appalachian ridge. The east and southeast low level flow across the 
mountain ridge produced a lee side trough in Western Alabama. This is more 
noticeable in figures 4 through 6. Apparently, the adiabatic downslope warming was 
just enough to raise the temperature to above freezing in Central Alabama from 
Birmingham westward. In fact, ice accumulations were considerably greater in eastern 
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sections of the city then in the western sections. Notice the location of the surface 
freezing line in figures 4 through 6. 

This example showing the damming of cold air in Georgia and extreme east and 
southeast Alabama, and the lee side trough in western Alabama is a typical reaction to 
this type of synoptic pattern. It usually occurs several times during the winter. As a 
matter of fact, the only area of the state that was not perfectly forecast was a small area 
of southeast Alabama near Auburn where ice accumulated south of the watch/warning 
area. Forecasters did not fully consider the wedging of modified arctic air into this area 
of the state. 

By 6pm Thursday January 7, (figure,.?), the surface low had moved into the Eastern 
Gulf. Except for some driz~le and snow flurries, the precipitation over Alabama had 
ended. Notice that the irwerjed trough with the associated warm tongue persisted. 
This feature continued until the surface low moved to near the Virginia coast the next 
day. At this time, the low level winds over Alabama shifted to the north and northwest. 
This is an important consideration for temperature forecasting because, as long as the 
lee side trough persists, so will the warm tongue. 

Let's take a look at the value of interpreting upper level soundings before and during 
the storm. As previously mentioned, forecast thickness values over Alabama 
suggested some type of frozen precipitation from the northern border to at least central 
Alabama. The forecasters were better able to discriminate precipitation type by 
analyzing soundings. The ones shown in this write-up are those taken by WSMO 
Centreville, but soundings taken by Jackson, Little Rock and Nashville were also 
examined. WSMO Centreville also provided intermediate soundings at 18Z January 
6, and 06Z January 7. These were immensely helpful. 

Figure 8 shows the 18Z January 6, sounding. It was obvious that at this point, the 
atmosphere was below freezing except for a shallow layer near the surface. If 
precipitation were imminent, "snow" would have been the forecast for the latitudes 
near Centreville. However, the upstream sounding at Jackson (not shown) revealed a 
nose of above freezing temperatures from 750 mb to 900 mb. Winds at this level were 
south-southwest at 20 to 30 knots. This suggested some warming would take place 
near 850 mb at Centreville in the next 6 to 12 hours. This information was critical to 
forecasters since temperatures must be below freezing from near the surface to about 
5000 feet for precipitation to be in the form of pure snow. 

Figure 9 (OOZ January 7) does indeed show that a small nose of above freezing 
temperatures had formed near 850 mb. Winds aloft at this level were light from the. 
south suggesting some further warming was possible. Now forecasters were thinking 
more in terms of a mixture of snow, sleet and freezing rain for central Alabama. Other 
soundings continued to indicate all snow for the Tennessee Valley. These soundings 
were taken about six hours before the precipitation began at Birmingham. Wet bulb 
temperatures were near freezing at 850 mb but below freezing at all other levels. 

Figure 10 (06Z January 7) shows that the warm bulge had become more pronounced. 
Above freezing temperatures existed from 900 mb to 700 mb. Winds aloft were 
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moderate to strong from the south and southwest. Hence continued warming was 
. expected above 900 mb. Low level winds continued from the east and northeast. The 
wet bulb curve showed that, at least initially, below freezing temperatures could be 
expected below 5000 feet. Therefore, the precipitation (that was about to start at 
Birmingham) should begin as snow. 

By 12Z January 7, figure 11 shows that the warm nose was most pronounced near 
850 mb. Above freezing temperatures continued from 900 mb to 700 mb. Winds aloft 
above 2000 feet were mostly from the south between 40 and 50 knots in this layer. 
Again, some continued warming was expected until the upper trough passed. Near 
the surface the winds continued from the east and northeast, indicating neutral or cold 
advection. Freezing rain and sleet were occurring in the Birmingham area at this time, 
but shortly after this, the precipitation changed to rain as Birmingham's temperature 
rose to 33°F. The sounding showed a cold bulge at around 1000 feet above the 
ground. Temperatures just above the surface must have continued below freezing 
throughout the day because ice accumulations at higher elevations and in the trees 
around Birmingham were heavier. 

This was a very interesting winter storm that seemed to behave in a manner that 
allowed forecasters sufficient time to absorb changes in parameters and to apply 
tested forecasting techniques. 

Also, the results of this study have led to the following conclusions: 

1. Winter storms while moving through the Gulf do not fit the Younkin models. The 
heaviest snow is more apt to be about 400 miles instead of 150 miles north or left of 
the storm track. 

2. Model guidance that positions a surface low away from the favored baroclinic zone 
on the Gulf should be viewed as suspect. 

3. A Gulf storm in the winter often begins with a stable wave forming on an old polar 
boundary in the western Gulf. Impulses may move along this boundary toward the 
coast, but the main event does not occur until an upper level trough moves into the 
Texas area and kicks the storm east or northeast. 

4. Cold air damming east and adiabatic downslope warming west of the Appalachian 
spine have subtle effects on temperatures and resulting precipitation type. 

5. An upstream sounding is an invaluable tool for fine-tuning a winter forecast. With a 
little practice, temperatures, dew points and wet bulbs can be accurately estimated for 
the critical lowest 5000 feet of the forecast location for 6 to 12 hours .. also, greater 
accuracy can be obtained if intermediate soundings are requested from observing 
sites. 
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WINTER STORM EVENT OF JAN 15, 1988 OVER COASTAL SOUTH CAROLINA. 

Robert W. Kelly & Mary J. Parker (WSFO Columbia SC) 

I. Introduction 

The winter weather event of January 15, 1988 hit the eastern third of 
South Carolina with little warning. The purpose of this paper is to 
discuss the analysis and guidance available to the forecasters and 
examine how well thi~ .event was progged by the models. 

A few hours after midnight on January 15, 1988, freezing rain started in 
some areas of coastal South Carolina. Light rain started at Charleston 
at 2:39AM EST and turned to freezing rain at 3:19AM. AT Myrtle Beach 
AFB freezing rain started at 3:05 AM and turned to snow at 3:35 AM. The 
area of freezing and frozen precipitation eventually extended inland to 
parts of Dillon, Marion, Florence, Lee, Sumter, Calhoun, Orangeburg, 
Bamberg, and Allendale counties of South Carolina. (FIG 1) The area of 
precipitation ended during the morning over inland parts of South 
Carolina and by noon was completely offshore. Total snowfall amounts 
ranged from a trace inland at Florence up to 5 inches in some parts of 
northeast South Carolina. 

This storm had a serious impact on both interstate travelers as well as 
local commuters. Interstate 26 between Orangeburg and Charleston was 
covered with a sheet of ice in many areas. Ice closed bridges in 
Charleston. Some schools were closed and Myrtle Beach AFB was closed 
except to essential personnel. Although the precipitation had ended by 
noon, the ice and snow persisted on some roads into the afternoon. 

This paper will analyze the actual weather development from OOZ to 12Z 
Friday Jan. 15, 1988. We will also analyze the prog packages available 
to both the day shift forecaster on Thursday, Jan 14, and the evening 
shift. We will try to determine how well the progs handled the weather 
development, and what indicators may have proved most critical. 

II. OOZ-12Z Transition 

How did the atmosphere change from evening with clear skies into 
freezing rain and snow by morning? What do the observations and 
analyses show? 

The most obvious features are of course the surface data. at OOZ 
(Thursday evening) temperatures in the eastern portion of the state were 
ranging from the upper 20s to the low 30s. Dew points were generally in 
the teens and wet bulb temperatures were below 32F. By 12Z (Friday 
morning) temperatures were in the 20s throughout the area with freezing 
or frozen precipitation occurring along the coast and into the eastern 
midlands. 

FLO 
CRE 
CHS 

ooz 

250 ovc 
30 SCT 250 -BKN 
150 SCT 250 OVC 

29/15/0408 
32/18/0304 
36/20/0710 
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Such a marked difference on the surface must have been reflected aloft 
as well. Consider the standard level charts (500/850 MB), then the 
computed/analyzed data derived from the upper air reports. 

The evening 500MB chart showed a trough moving into the Mississippi 
valley, the flow across· South Carolina was from about 250 degrees at 60 
knots. Temperatures were significantly colder to the north but over the 
area in question the range was from -21C at AHN to -18C at AYS. The 
trajectory showed cold advection from the great plains southward to 
Arkansas and then easterly to the Carolinas and southern Georgia. 

By 12Z there was a substantial cooling at this level. the morning raob 
showed -28C at AHN, -25C at CHS, -19C at AYS. In addition there was a 
strong vort max over Tennessee with good PVA throughout the Carolinas 
and coastal Georgia. The trough was moving into the western 
Appalachians. Such a significant cooling at this level would indicate a 
destabilization of the atmosphere, and in fact the computed vertical 
velocities at OOZ and 12Z will reflect this. 

At 850MB we had a warm advective pattern, with temperatures rising as 
much as 5 degrees celsius at CHS, and 3 degrees at both AHN and AYS. 
More importantly, the southerly winds over the coastal plains increased 
from 5 knots to 25 knots at CHS while continuing at AYS to be 15 to 20 
knots. During this time there was a wind shift at AHN from southerly at 
5 knots to northwest 15 knots. This was a good indication of convergence 
over the coastal plains of SC, coupled with the cooling at the 500MB 
level. 

While this destabilization was occurring in the atmosphere, the surface 
was not behaving in a convective manner. The cooling was noted above, 
but what is also most important is the continuing strong northeast flow 
of cold dense air under the less dense southerly flow aloft. This led 
to the most hazardous of winter weather situations in South Carolina, 
overrunning with the cold northeast wedge. This is most often a problem 
in the northwest part of the state where the cold air becomes entrapped 
along the eastern slopes of the Appalachians and the less dense flow 
from the Gulf of Mexico runs over the cool air. The typical response is 
for precipitation to form along the wind shear line and the evaporating 
precipitation to cool the surface to the wet bulb temperature, enhancing 
the density difference and producing freezing precipitation. In this 
case the surface temperatures were already below freezing except along 
the south coast and most of the precipitation was in the form of snow. 
There was a significant freezing rain problem in Charleston as the 
temperature dropped from 36F to 27F and in the process the precipitation 
ranged from freezing rain to sleet. Further inland and along the north 
coast the entire temperature profile was below freezing and hence the 
snowfall. 
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Throughout the mixing layer perhaps the most significant change was in 
the mean RH. at OOZ the mean RH was less than 30% over the entire state, 
by 12Z the mean RH had increased to more than 70% over the coastal 
plains and was about 60% inland as far as FLO; The increased flow and 
convergence at the 850MB level was only part of the story as the RAOB 
sounding showed dramatic increase in moisture at all levels, and 
precipitable water increased from .13 inch to .57 inch despite the cold 
atmosphere. 

Vertical velocities more than doubled overnight from approximately +1.5 
to slightly more than +3. The.analysis showed a VV max of +6 off the 
coast of SC. This enhanced cloud development, but still the overrunning 
would seem to be the most dominating driving force for this type 
precipitation event. 

With overrunning precipitation thickness values are not as significant 
as with cyclogenetic systems, since the character of the precipitation 
is determined near the ground. Still it does have some value in that it 
reflects to some extent the temperature in the cloud layer. 5400 meters 
has been frequently used as a marginal value for precipitation type, and 
in this case it was not a bad value. Based on the NGM analyses for OOZ 
and 12Z, the thickness values showed a cooling trend with values close 
to the threshold over the south coast where the freezing rain and sleet 
fell, and colder values over northeast SC where the snow fell. 

SAV 
CHS 
MYR 
FLO 

ooz 
546 
543 
540 
537 

12Z 
541 
537 
534 
531 

We will look at how the models handled this event, and then attempt to 
determine how predictable this storm event was, and what were the 
factors which may have been the best predictors. 

III. Machine Progs from 12Z.Jan 14 (Thu) 

Thursday morning the forecasters were faced with a reasonably familiar 
weather situation. A surface high was in Indiana, 850MB pattern weak, 
the 500MB pattern a zonal flow with no distinguishing traits. What in 
the progs would indicate the type weather to expect? We have already 
discussed the progression of weather during the night of Jan 14-15, but 
was this pattern predictable, based on the 12Z progs?· 

The progs showed substantial atmospheric cooling through 24 hours, 
forecasting 24 hour thickness values ranging from 5340 meters at Myrtle 
Beach to 5390 meters at Savannah. These values were remarkably close to 
the actual computed values at the valid time, so atmospheric cooling was 
accurately predicted. 
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The 24 hour forecast for mean relative humidity was approximately 60%. 
In fact, the computed mean RH for 12Z Friday (24 hours) was in excess of 
70% throughout the coastal plains, and greater than 60% in the Florence 
area. Although the actual values are close, this is an area of critical 
threshold values, and 70% is frequently used as a boundary value by 
forecasters in precipitation forecasts. This was a case where the progs 
were on the dry side of the threshold, and reality was on the wet side, 
a small objective difference, but a remarkably different development. 

Vertical velocities were progged to be small. Values ranged from near 
zero to +1. By 12Z Friday actual vertical velocities were computed to be 
approximately +3 throughout the coastal plains. The low forecast values 
for verticafvelocity coupled with marginal moisture conditions gave 
little indication of incipient precipitation. 

The 500MB progs were generally good, indicating the strong PVA and 
trough location. The values were only slightly off in a geographical 
sense with the prog position slightly slow. One important factor noted 
earlier was the 500MB temperature in the sense of destabilization. The 
graphical 500MB progs do not give temperature values, although as we 
have seen, the thickness values did indicate cooling through the layer. 

The 850MB progs were deficient. The progs failed to show either the 
increasing wind or the warm advection. In fact, the progs for 24 hours 
at 850MB were as much as 7 degrees celsius too cold. Considering that 
destabilization is dependent upon the lapse rate, having 850MB levels 
too cold with cooling thickness values, there is no particular reason to 
believe that there would be a tendency toward instability. This of 
course concurs with the prog values for vertical velocities which were 
underforecast. The weak flow forecast at 850MB also would have made the 
increase of moisture necessary for precipitation unlikely. 

In summary, although the 12Z progs indicated a cooling atmosphere, they 
missed the low level action of increased advection of temperature and 
moisture, and therefore missed the vertical motions despite the good 
forecast of PVA. Moisture was only slightly underforecast, but it was an 
error made in a critical threshold range. The net result was a forecast 
of no precipitation (on both the QPF chart and numerical guidance) with 
lows in the low 20s. The cloud cover at CHS was forecast to be overcast 
at 12Z, only scattered at 06Z and 18Z. The surface pattern of a 
northeast ridge was accurately handled, but the low levels, w):lich 
provided the source for the precipitation, were not well forecast. This 
poor forecast of the low 1evels caused the models to miss the event 
entirely. 
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IV. Machine Progs from OOZ Jan 15 (Thu eve) 

The thicknesses forecast for 12z Friday were all below the 540 value in 
the area of South Carolina which was hit by the storm. The forecast 
thickness values for several locations are listed below. 

Myrtle Beach 534 
Charleston 537 
Florence 531 
Savannah 540 

The 850 mb forecast for 12Z Friday showed t.emperatures over eastern 
South Carolina ranged from OC near Savannah, Georgia to -5C at 
Wilmington, North Carolina. The model showed a strong northeast surface 
wind at OOZ Friday and forecast it to continue through OOZ Saturday. For 
12Z Friday, the boundary layer wind was forecast to be northeast 20 
knots over northeast South Carolina. However, at 850 mb virtually no 
gradient was forecast. 

The 04Q and 02Q showed no precipitation over land and light 
precipitation offshore. However, the 70 percent relative humidity 
isoline was forecast at 12Z Friday to encompass the eastern two thirds 
of South Carolina and the coastal waters. This 70 percent isoline is 
usually an indication of sufficient humidity to produce precipitation if 
the right mechanisms are available. By OOZ Saturday, the 50 percent 
relative humidity isoline was forecast to encompass the coast with the 
30 percent isoline approximately encompassing the mountains. 

The model forecast a +3 vertical velocity over the entire coastal region 
for 12Z Friday. For OOZ Saturday the model forecast a negative vertical 
velocity over land and a +6 vertical velocity well offshore. Finally, 
for 12Z Friday 'strong PVA was forecast over South Carolina with the 
maximum in the vicinity of Atlanta and a trough along the Appalachians. 
By OOZ Saturday, the maximum vorticity was forecast to be over central 
North Carolina with the trough over northeastern South Carolina and 
extending off the coast. 

What could the evening or mid shift forecaster have seen to alert him to 
the weather which developed? There were several indicators pointing to 
the possibility of frozen precipitation on the NGM run at OOZ Friday. 
First of all, the forecast temperatures at 12Z Friday were cold enough, 
as indicated by the thickness val~es and 850 mb temperatures. Also, 
sufficient moisture was forecast to be available as shown by the 70 
percent RH isoline at 12Z Friday which encompassed the eastern two 
thirds of South Carolina and the coastal waters. Strong vertical 
velocities were indicated over eastern South Carolina during the OOZ to 
12Z time period as well as strong PVA. 

This combination of factors could indicate a forecast of frozen 
precipitation, but the lead time could only have been a couple of hours 
at the most. Additionally, since this event was primarily an overrunning 
precipitation situation, the forecast of weak winds at 850 mb was a 
critical deficiency in the model. 
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V. Summary 

There was a marked increase in quality from the 12Z run Thursday to the 
OOZ run Thursday evening. The progs reviewed by the day shift for the 
forecast for that night gave no indication of the significant weather 
about to develop. The major contributing factors to this weather event 
were in the low levels of the atmosphere, but the progs most effectively 
handled the upper levels. This was not a large scale synoptic storm, but 
rather a mesoscale winter storm affecting several counties in the 
eastern part of South Carolina. 

Overrunning precipitation is a familiar phenomenon to forecasters in 
South Carolina, but it most commonly occurs in the northwest part of the 
state. The clues forecasters look for are cool dry northeast winds on 
the surface, and warm moist winds from the south at a few thousand feet 
above ground level. This is exactly what transpired along the coast. Had 
the forecasters expected the increase in southerly winds at 850 mb, and 
had the forecasters expected the moisture to increase as much as it did, 
above the 70% level, then the forecast would have had a completely 
different character. 

This was a case in which the forecaster decided to agree with the 
computer model of the forecast process, and the model was wrong in the 
critical areas which determined the weather, but correct in other areas 
that were less important. While the OOZ run of the.model was much more 
accurate in its forecast of the lower levels, these graphic progs were 
only available about two hours before the event. This would be around 
midnight, during the change of forecast shifts and at a time when 
forecast dissemination is least effective due to the late hour. 

It is likely that most forecasters recognize a major bust by a· model 
run, because their experience is still an invaluable asset when dealing 
with the atmosphere. It is less obvious when the model seems to have a 
good handle on the overall situation, but minor inaccuracies in a few 
critical parameters produce significantly different results from the 
model outputs. 
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Figure 4 

Figure 3 
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Figures 3 and 4 show the 24 hour forecast of mean relative humidity 
{FIG 3) and the actual mean relative humidity at 12Z Friday {FIG 4). 
Although the RH was only slightly underforecast, it was in a critical 
value area which increased its significance. 
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Figure 5 

:".·· :: 

Figure 6 

Figure 5 shows the 24 hour forecast for 850 MB heights and temperature, 
Figure 6 is the actual analysis for the same time. A critical element of 
this mesoscale precipitation event was the sudden, and unexpected, 
increase in southerly winds at the 850 MB level along the coast early 
Friday morning. This led to rapid overrunning development • 

• 208 • 



A METHOD FOR PREDICTING METEOROLOGICAL BOMBS IN THE 
WESTERN NORTH ATLANTIC OCEAN 

Eugene P. Auciello 
National Weather Service Forecast Office 

Boston, Massachusetts 

Abstract 

An operational checklist for the forecasting of meteorological 
bombs between 38°-45° N latitude and 55°-750 W longitude was 
developed by Auciello and Sanders (1986). The checklist 
incorporates tangible meteorological parameters responsible for 
the development of explosive maritime cyclones. The intensity, 
speed, and coastal crossing of 500-millibar vorticity maxima 
are of primary importance. Marine forecasters at the National 
Weather Service Forecast Office at Boston have utilized the 
checklist routinely during the past three cold seasons. The 
checklist has proven to be a valuable aid in the prediction of 
meteorological bombs up to 36 hours prior to the event. From 1 
October 1987 through 31 March 1988, 15 bombs were observed over 
the checklist forecast area. The explosive cyclogenesis 
checklist forecast 18 bombs accounting for 12 hits and six 
false alarms. Verification for the 1987-88 cold season 
resulted in a probability of detection of .80, a false alarm 
ratio of .33, and a critical success index of .57. 

1. INTRODUCTION 

An explosive cyclogenesis checklist was developed by Auciello and Sanders 
(1986) as an objective operational technique for the forecasting of 
meteorological bombs up to 36 hours prior to the event over an area 
bounded by 380 to 45° N latitude and 55° to 75° W longitude. 

A meteorological "bomb" was originally defined by Sanders and Gyakum 
(1980) as an extratropical surface cyclone whose central pressure falls 
averaged at least 1 millibar hour-1 for 24 hours at 60° N latitude, 
normalized geostrophically at other latitudes. 
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In a later study, Sanders (1986) studied explosive cyclogenesis in the 
West Central North Atlantic Ocean. A high correlation was found between 
upper-level ·cyclonic vorticity ftdvection over the surface cyclone and 
simultaneous surface deepening rate. Thus, the explosive maritime 
cyclone is fundamentally a baroclinic disturbance in which the low-level 
response to a given upper-level forcing is dramatically large. An 
operational checklist for forecasting explosive cyclogenesis in the 
Western North Atlantic was based upon this research. 

Tracks and central values of surface low pressure centers and 500-
millibar absolute vorticity maxima were gathered from operational 
analyses for 48 cases of explosive cyclogenesis which occurred between 
January 1981 and November 1984 over an area bounded by 38° to 45° N 
latitude and 55° to 750 W longitude. Peak occurrence was in January. 
The months with the next greatest number of bombs ·were February, 
December, November, and March in descending order of frequency. These 
cases were stratified into strong, moderate, and weak categories 
according to intensity. The sample included 12 strong, 16 moderate, and 
20 weak bombs. Weak bombs were omitted since such events do not normally 
produce storm-force winds. A study of the mean behavior of the remaining 
28 strong and moderate bombs lead to the development of the explosive 
cyclogenesis checklist. 

2. CHECKLIST DEVELOPMENT 

The original explosive cyclogenesis checklist utilized Limited-area 
Fine-mesh (LFM) input and was comprised of six questions. 

1. Does a 500-millibar absolute vorticity maximum of 15 x 10-5 s-1 or 
greater exist in the LFM initial analysis over an area bounded by 
300 to 500 N latitude and 850 to 1100 W longitude? 

2. Does this 500-millibar vorticity maximum maintain initial intensity 
or strengthen on successive 12, 24, 36, and 48 hour LFM charts? 

3. Is this 500-millibar vorticity maximum forecast to move an average of 
30 knots or greater through 48 hours? 

4. Does the initial LFM-produced 500-millibar vorticity maximum cross 
the coast between 32° and 42° N latitude? 

5. Does a jet streak of 120 knots 
millibars in a position just 
vorticity maximum? 

or greater exist at 250 or 300 
south of the initial 500-millibar 

6. Does the LFM develop a surface low of 995 millibars or deeper during 
the next 48 hours over an area bounded by 38° to 45° N latitude and 
55° to 750 W longitude? 
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The first four questions deal exclusively with LFM-produced 500-millibar 
absolute vorticity maxima whose characteristics were inherent to each of 
the 28 bombs examined. A vorticity maximum of at least 15 x 1o-5 s-1 
existed as an initial LFM condition within a spawning area bounded by 30° 
to sao N latitude and 85° to 110° W longitude. Vorticity maxima between 
15 x 10-5 s-1 and 18 x 1o-5 s-1 were characteristic of moderate bombs, 
while strong bombs exhibited initial vorticity maxima of 19 x 1o-5 s-1 or 
greater. With few exceptions, the LFM-produced vorticity maxima 
maintained initial intensity or strengthened through 48 hours. 

Movement averaged 30 knots for moderate bombs and 35 knots for strong 
bombs. This speed of movement provides the strong baroclinic impetus 
necessary for explosive development. All initial vorticity maxima 
crossed the coast between 32° and 42° N latitude, indirectly 
incorporating the strong sea-surface temperature gradient along the north 
wall of the Gulf Stream into the analysis. The northern crossing point 
was extended to 45° N after a review of the 1985-86 cold season. 

The fifth question refers to a jet streak which, in the early stages of 
explosive cyclogenesis, is usually present in a position just south of 
the initial 500-millibar vorticity maximum. A jet streak threshold of 
120 knots was arbitrarily chosen. 

The last checklist question refers to the existence of an LFM-produced 
surface low of 995 millibars or deeper between 38° to 45° N latitude and 
550 to 750 W longitude. The LFM usually develops a weak new surface low 
in the Atlantic along the strong sea-surface temperature gradient of the 
Gulf Stream in response to upper-level forcing. Of the 28 bombs 
examined, the vorticity maximum responsible for rapid deepening pre­
existed the surface low in each case. 

The checklist was completed for each LFM cycle during the 1985-87 cold 
seasons. If four or more checklist questions were answered 
affirmatively, the situation was closely monitored for the possibility of 
explosive cyclogenesis. The four-yes threshold was estimated to be 
optimal after reviewing checklist performance during the 1985-86 cold 
season. 

3. LFM TO NGM CONVERSION 

For the 1987-88 cold season, the explosive cyclogenesis checklist was 
converted from the LFM to the Nested Grid Model (NGM). Despite a 
shortfall in predicted deepening, the NGM displays a high degree of skill 
in forecasting explosive maritime cyclones. Checklist conversion 
required minor adjustments to specific threshold values due to inherent 
differences between models. 
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The NGM-keyed checklist couples an initial SOD-millibar absolute 
vorticity maximum of 17 x lo-S s-1 or greater with a surface low of 990 
millibars or deeper. NGM-produced vorticity maxima between 17 x lo-S s-1 
and 20 x lo-S s-1 are characteristic of moderate bombs while strong bombs 
exhibit initial vorticity maxima of 21 x lo-S s-1 or greater. In 
addition to model changes, the jet streak threshold was lowered by 10 
knots. The NGM-keyed checklist appears below. 

1. Does a SOD-millibar absolute vorticity maximum of 17 x lo-S s-1 or 
greater exist in the NGM initial analysis over an area bounded by 
30° to S0° N latitude and 8S0 to 110° W longitude? 

2. Does this SOD-millibar vorticity maximum maintain initial intensity 
or strengthen on successive 12, 24, 36, and 48 hour NGM charts? 

3. Is this SOD-millibar vorticity maximum forecast to move an average of 
30 knots or greater through 48 hours? 

4. Does the initial NGM-produced SOD-millibar vorticity maximum cross 
the coast between 32° and 4SO N latitude? 

s. Does a jet streak of 110 knots or greater 
mil~ibars within a 300 nautical mile radius 
of 'the initial SOD-millibar vorticty maximum? 

exist at 2SO or 300 
in the semicircle south 

6. Does the NGM develop a surface low of 990 millibars or deeper during 
the next 48 hours over an area bounded by 38° to 4S0 N latitude and 
sso to 7so W longitude? 

The checklist was completed for each NGM cycle during the 1987-88 cold 
season. The four-yes threshold was utilized. 

4. CHECKLIST PERFORMANCE 

Completed checklists from the 198S-86, 1986-87 and 1987-88 cold seasons 
were examined for individual cases when four or more questions were 
answered affirmatively. These were denoted forecast episodes. 
Consecutive checklists referring to the same cyclone were considered as a 
single episode. A particular cyclone, whether it qualified as a bomb 
during a single 24-hour period, or for overlapping periods, was 
considered as a single event. To be considered an event (E), a cyclone 
had to qualify as a bomb somewhere within the area bounded by 38° to 4S0 N 
latitude and SS0 to 7S 0 W longitude. 

A hit (H) was scored when a cyclone qualified as a bomb in the forecast 
area at some time from zero to 36 hours after a forecast episode. If no 
bomb occurred in the area within the time range of any of the checklists 
in an episode, that forecast episode was denoted a false alarm (FA). If 
a bomb occurred and was not within the time range of any checklist with 
four or more affirmative answers, the event was denoted a miss. A 
probability of detection, false alarm ratio, and critical success index 
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was calculated for each cold season to determine overall checklist 
performance. The probability of detection (POD) is H/E. The false alarm 
ratio (FAR) is FA/(FA +H). The critical success index (CSI), or threat 
score, is given by CSI = [(POD)-1 + (1 - FAR)-1 -1]-1. 

4.1 1985-86 Cold Season 

Routine completion of the explosive cyclogenesis checklist was instituted 
at the National Weather Service Forecast Office at Boston in late 
December 1985. During the period from 19 December 1985 through 31 March 
nine events were observed from National Meteorological Center (NMC) 
analyses as compiled by Sanders (1987a). Peak occurrence was in January 
accounting for four events. Three events occurred in February, followed 
by two events in March. 

The explosive cyclogenesis checklist forecast 13 episodes accounting for 
six hits and seven false alarms. The checklist missed three bombs. 
These statistics resulted in a probability of detection of .67, a false 
alarm ratio of .54, and a critical success index of .38. Of the seven 
false alarms, four coincided with gale or storm centers that did not meet 
meteorological bomb criteria. 

The three bombs missed by the checklist exploded east of Sable Island 
resulting in storm-force winds south of Nova Scotia. Vorticity maxima 
associated with the three misses crossed the coast north of 420 N 
latitude. After reviewing checklist performance in these cases, the 
northern crossing point for vorticity maxima was extended to 45° N 
latitude for the 1986-87 cold season. 

4.2 1986-87 Cold Season 

cold season proved to be considerably more active than the 
preceding one. From 1 October 1986 through 31 March 1987, 17 events were 
observed from NMC analyses as compiled by Sanders (1987b). Peak 

The 1986-87 

occurrence was 
for five events. 

during January and February, with each month accounting 
The months of November and December each accounted for 

three events. One event occurred in October. 

The explosive cyclogenesis checklist forecast 25 episodes accounting for 
13 hits and 12 false alarms. The checklist missed four weak bombs. 
These statistics resulted in a probability of detection of .76, a false 
alarm ratio of .48, and a critical success index of .45. Of the 12 false 
alarms, 11 coincided with gale or storm centers that did not meet 
meteorological bomb criteria. In earlier studies, Auciello and Sanders 
(1987a, 1987b) reviewed checklist performance from the 1985-86 and 
1986-87 cold seasons in detail. 

4.3 1987-88 Cold Season 

From 1 October 
observed over 
December with 

through 31 March 1988, 
the checklist forecast 

four events preceded by 

• 213 • 

15 meteorological bombs were 
area. Peak occurrence was in 

three events in November. Two 



events occurred in January followed by two events in February and three 
events in March. Once event occurred in early October. 

The NGM-keyed explosive cyclogenesis checklist forecast 18 episodes 
accounting for 12 hits and six false alarms. The checklist missed three 
bombs. These statistics resulted in a probability of detection of .80, a 
false alarm ratio of .33, and a critical success index of .57. Of the 
six false alarms, one was a bomb that developed just outside the 
verification area. Four other false alarms coincided with gale or storm 
centers that did not meet meteorological bomb criteria. 

Skill in the 1987-88 cold season is difficult to compare with the skill 
for the two preceding cold seasons since the checklist was keyed to 
different models. The four-yes threshold probably remains optimal. A 
different threshold would produce changes in opposite directions in the 
probability of detection and the false alarm ratio. Of the three misses, 
two bombs were associated with vorticity maxima that never crossed the 
coast but tracked northeast parallel to the coastline. The third miss 
resulted from a poor NGM forecast of 500-millibar vorticity. 

5. SIGNIFICANCE OF CHECKLIST QUESTIONS 

For the 1987-88 cold season, percentages of affirmatively answered 
questions were computed for all checklists associated ,with forecast 
episodes that were scored hits. Question 1, dealing with the existence 
of a significant vorticity maximum in the spawning area, was answered 
affirmatively 97 percent of the time. Question 3, dealing with the speed 
of this vorticity maximum, ranked second and was answered affirmatively 
94 percent of the time. Question 4, dealing with the coastal crossing of 
the vorticity maximum, ranked third and was answered affirmatively 87 
percent of the time. 

These percentages are not surprising. Sanders (1987a) examined the 
intensity, speed, and latitudinal crossing of 500-millibar absolute 
vorticity maxima and associated explosive cyclogenesis in the Western 
North Atlantic. Research showed that during the 1986-86 cold season, 40 
percent of the upper-level vorticity maxima crossing the east coast of 
North America produced meteorological bombs. The overall likelihood 
increased to 50 percent at the height of the bomb season. 

Jet streaks·, once thought to be a unique synoptic signature of explosive 
cyclogenesis, ranked fourth. Question 5, dealing with jet streaks, was 
answered affirmatively only 77 percent of the time. Although redundant, 
since strong baroclinicity is handled by the speed of a vorticity maximum 
in question 3, the inclusion of the jet streak question serves to 
reinforce the existence of strong baroclinicity. 
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Question 2, dealing with subsequent strength of an initial vorticity 
maximum, ranked fifth and was answered affirmatively 71 percent of the 
time. This infers that a strong initial vorticity maximum may, within 
limits, decrease in intensity and still produce a bomb. 

NGM development of a surface low 990 millibars or deeper over the 
checklist forecast area, dealt with in question 6, ranked last and was 
answered affirmatively 61 percent of the time. The NGM will usually 
develop a weak new surface low in the Western North Atlantic in response 
to upper-level forcing. While several checklists associated with 
explosive development were associated with NGM surface lows in the 991 to 
995 millibar range, increasing the checklist threshold bv 5 millibars to 
compensate for the NGM's shortfall in predicted deepening would only 
increase the number of false alarms. 

Upper-level vorticity appears to be the key to forecasting explosive 
maritime cyclones in the Western North Atlantic. Vorticity maxima 
responsible for rapid deepening pre-exist a surface low. The motion of a 
vorticity maximum relative to a surface low is a counterclockwise spiral 
beginning to the northwest of the nascent bomb and ending to the south of 
the developed storm. Strong bombs are distinguished from moderate bombs 
by the substantially greater initial separation distance and the greater 
relative speed of the vorticity maximum. 

6. PROBLEMS AND SOLUTIONS 

A problem frequently encountered during completion of the explosive 
cyclogenesis checklist was the existence of dual initial 500-millibar 
absolute vorticity maxima in the spawning area. In such cases, checklist 
completion should be accomplished by handling each vorticty maximum 
separately. Another problem often encountered was the tracking of 
merging vorticity maxima. In these cases, checklist completion should be 
accomplished by following the vorticity maximum created by the merge. 

Although the checklist is an objective technique, inconsistencies in 
checklist completion are common. This is a pitfall that should be 
avoided. The threshold values assigned to both the LFM- and NGM-keyed 
checklist questions were systematically chosen. For all checklist 
questions where a threshold value is not met, a negative answer is 
required. Close does not count. Subjectivity should not enter into 
checklist completion and is responsible, in part, for a higher than 
expected false alarm ratio. 

During the 1985-86, 1986-87, and 1987-88 cold seasons, the false alarm 
ratios were .54, .48, and .33, respectively. This steady decline in the 
false alarm ratio is due, in part, to increased proficiency in checklist 
completion. However, a lower false alarm ratio is desirable. Fal~e 
alarm recognition is the key. The absence of an affirmative answer for 
question 6, dealing with model development of a surface low over the 
forecast area, should arouse suspicion. In almost all cases, false 
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alarms can be recognized by the complete absence of a model-produced 
surface low over or near the checklist forecast area. In defense of the 
checklist, 80 percent of the false alarms .that occurred during the past 
three cold seasons coincided with gale or storm centers that did not meet 
m~teorological bomb criteria. In fact, one was a bomb that developed 
just outside the verification area. Overwarning does not appear to be a 
problem. 

The checklist has averaged three misses per cold season. A majority of 
these misses were associated with weak bombs. Weak bombs were omitted 
from checklist development since such events do not normally produce 
storm-force winds. More importantly, during the 1987-88 cold season, two 
misses were associated with vorticity maxima that never crossed the coast 
but tracked northeast parallel to the coastline •. The checklist relies on 
the coastal crossing of vorticity maxima and fails to adequately 
recognize these coastal skimmers. When a checklist produces three 
affirmative answers coupled with an NGM forecast of a coastal skimmer, 
the situation should be closely monitored. 

7. CONCLUSIONS 

The explosive cyclogenesis checklist is an objective operational 
technique for forecasting meteorological bombs in the Western North 
Atlantic between 38°-45° N latitude and 55°-75° W longitude. The 
checklist incorporates tangible meteorological parameters responsible for 
explosive development. The intensity, speed, and coastal crossing of 
500-millibar absolute vorticity maxima are of primary importance. 

The purpose of the checklist, as designed, is to increase forecaster 
awareness as to the potential for explosive deepening. Simply stated: if 
you, the forecaster, do not suspect a bomb, then you will not be actively 
searching for one. If you, the forecaster, are not actively searching 
for a bomb, then you will not find it until it is too late. 

During the past three cold seasons, the checklist has proven to be a 
valuable aid in the prediction of explosive maritime cyclones resulting 
in increased lead-time of marine warnings. Advanced warning is crucial 
to a mariner's decision-making process. 
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WINTER WEATHER AND THE CENTER WEATHER SERVICE UNIT 

WAYNE D. WEEKS, CWSU METEOROLOGIST 

BOSTON AIR ROUTE TRAFFIC CONTROL CENTER 

NASHUA, NEW HAMPSHIRE 

ABSTRACT 

Each o£ the twenty-two enroute air route tra££ic control 
centers <ARTCC's) in the United States has a complement o£ £our 
National Weather Service <NWS> meteorologists to serve the 
aviation public by advising air tra££ic controlling and other 
Federal Aviation Administration <FAA> personnel on weather. 
The purpose o£ this article is to in£orm the general 
11eteorological community o£ our specialized duties and operations 
during winter weather. 

I. 
II. 
III. 
IV. 

OUTLINE 

"Yes or no" thinking and acceptance rate. 
Acceptance rate, wind direction, programs, 
Snow£all and snow removal. 
Center Weather Advisories <CWA's>. 
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I. "YES OR NO" THINKING AND ACCEPTANCE RATE. 

Although the briefings, forecasts, and advisories provided 
by the CWSU are for the benefit of the aviation public, the 
priaary recipients of our products are FAA air traffic control 
personnel. Their aindset may be entirely different from that of 
the general public. I say that to provide background for how our 
products aust be worded to achieve the aaximua effect. the 
analogies that best aay fit our situation are left-and-right 
brain thinking or the aarriage of an engineer to an artist. 

Air tr~££ic control requires a greater degree of precision 
in forecasting than that which is required by general weather 
forecasts. Therefore, specificity in forecasting is iMportant 
in aany cases. Those of you who have experienced the dilaaaa of 
forecasting for an area the size of several states, while being 
verified by only a few observation points, can batter understand 
the problea. To illustrate the iaportance of precision 
forecasting, a case in point would be an airport where the 
acceptance rate is cut in hal£ when the runways are wet. To 
clarify, let ae explain acceptance rate. The acceptance rate 
is the nuaber of air craft':'that can land at an airfield under 
given conditions. Because braking action on a wet runway ia 
slower than that on a dry runway, it aay take aircraft twice as 
long to stop on wet runways. Because of the alowar·braking 
tiaa, fewer planes can land, atop, and clear the runways in a 
given aaount of tiaa. For the axaapla, let's say that our 
airport can land one plane a ainute, or sixty an hour under dry 
conditions. On a wet runway, it takes an aircraft two ainutea 
to land, atop and clear the runway. So only thirty aircraft per 
hour can land there when it's wet. Thus the acceptance rate has 
been cut in half. 

Because of paraaetera such as wet or dry runways and the 
affect on the acceptance rate, air traffic personnel do not want 
to know about scattered showers or a chance of rain. They want 
to know whether or not the runways will be wet and at what tiae. 
The reason for this exactneas·is that sixty aircraft aay be 
destined for our airfield at a given hour; and if the runway 
surfaces are wet, thirty of those planes and their passengers 
will have to wait. Such delay will cause unnecessary fuel to be 
burned by the aircraft and an increased work load on the air 
traffic controllers, who will be coaaunicating with the pilots 
while they circle the airfield awaiting their turns to land. 
With the proper notice, the aircraft can be delayed at their 
gates before becollingairborne. 
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Probability terms such as "chance o£," "likely," 
"occasional," or "slight chance" are o£ little help in many 
aspects o£ air tra££ic control. It doesn't take too long to 
realize what kind o£ accuracy a yea-or-no precipitation £orecast 
will have. 

This yea-or-no thinking applies to such things as 
precipitation type, ceilings, visibilities (will the visibility 
be above or below one hal£ mile?>, and wind direction. Members 
o£ the weather £orecaating community can see the di££iculties 
that may occur during a New England Nor'easter with liquid, 
mixed, and £rozen precipitation. 

II. ACCEPTANCE RATE, WIND DIRECTION, PROGRAMS, AND DELAYS. 

On the day a£ter a snowstorm, the visibilities are good, the 
clouds are o£ten scattered, and the wind is strong £rom the 
northwest. This combination would lead~one to believe that there 
would be no di££icultiea in landing. Admittedfy, compared to the 
low visibilities and blowing snow o£ the .previous day, there are 
£ewer problema; but conditions are still leas than ideal. 

···················••i••······························ 
SEE EXHIBIT 1 FOR A DIAGRAM OF BOSTON'S RUNWAY CONFIGURATION 

•••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Looking at the diagram o£ Boston's air£ield, we see runways 

thirty-three right and le£t, the ones used when there is a wind 
£rom the Northwest. Large aircra£t can use only runway 33L, 
because 33R, at 2557 £eet, is not long enough to accomodate 
their deceleration and braking. So £or the purpose o£ major 
airliners, when there is a strong Northwest wind, Boston is a one 
runway airport. Not only does this mean that landing aircra£t 
have only one choice, but departing aircra£t have the saae 
choice. Not only do landing aircra£t have to wait their turns in 
line to land, but they auat share the runway with planes on the 
ground taking o££. 

How does £orecaating Northwest winds make a di££erence? 
It doesn't. A £orecast o£ wind £roa three hundred thirty degrees 
at twenty-£ive knots gusting to £orty in itsel£ is not a great 
deal o£ help without a tiae £raae £or when it will begin or end. 
will the velocity reaain the saae? Will this wind last through 
the rush hour? When will the gusts subside? When the wind 
ahi£ta, will it ahi£t aore to the West, or to the North and to 
the Northeast? These, aaong others, are the types o£ questions 
that we at the cwsp try to answer. 
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All other conditions being equal, the acceptance rate at 
Boston is 36 'when runways 33R and L are the only ones in use. As 
the wind direction shi£ts to a more Westerly direction, aircraft 
will be able to depart on runwy 27. Use o£ the added runway will 
increase the acceptance rate to 44. Should the wind 
shi£t to a more Northerly direction, or to the Northeast, 

runways 4R and L can be used, increasing the acceptance rate to 
50. 

Because Boston's Logan airport is the one we at Boston 
Center deal with daily, I have used it as an exaaple. 
Meteorologists at other centers tell ae that wind direction 
causes siailar di££iculti·e.s at New York City, Pittsburg, 
Detroit, and Waahington Na~ipna~ airports. 

On any given day, the normal rush hour tra££ic load at major 
airports approaches the aaximua that the airports can handle. 
Therefore, weather restrictions such as unfavorable wind 
directions, low ceilings or visibilities, put an additional 
burden on a nearly saturated systea. To prevent overloads on the 
air tra££ic system, the FAA tra££ic manageaent personnel have 
coaputer programs to noti£y facilities nationwide o£ delays in 
£lights planned to certain airports or areas o£ the country. 
These "prograaa" result in delays which aay be in the £ora o£ 
holding on the ground £or thirty ainutes all aircraft destined 
£or the restricted airport. The delay could worsen to several 
hours, or, in the worst case, all inbound £lights could be 
cancelled until the weather iaproves. Another £ora o£ prograa 
would be in the £orm o£ an en route delay by increasing the 
spacing o£ aircraft £lying over a certain waypoint <e.g. thirty 
ailes in trail over Providence,> in order to allow aore tiae £or 
aircraft to land and clear the runways. 
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III. SNOWFALL AND SNOW REMOVAL. 

Anticipating un£avorable conditions such as strong winds, 
un£svorsble wind directions, snow storms, £reezing precipitation 
events, wet runways, etc. is where the CWSU £orecssters provide 
a great deal o£ help during winter s·torrns. 

Most o£ the £orecasts prepared at the CWSU £or tra££ic 
planning purposes are shorter in duration than those prepared £or 
the general public. ARTCC personnel £o~us their planning 

• priasrily on the present shi£t, and then on what conditions 
can be expected £or the next shi£t. Ext~s attention is paid to 
the weather £orecsst £or the next ruah hour. These concerns are, 
£!rat, £or anticipating a1I: tra££ic delays, and, second, £or 
deteraining personnel to be sssigne~. to the next shi£t. 
Additional people can be and-have been called in £or the next 
shi£t because o£ CWSU weather £orecasts. In order to sccornodste 
the work loading o£ the shi£t at hand. and the next shi£t, the 
tiae £raae o£ our aost iaportant £orecasts is £rom twelve to 
'aixteen hours. 

Most sir tra££ic personnel usually learn o£ a £orthcoaing 
winter storm several days in advance £rom general public 
in£orastion, such as the NOAA weather radio. At the Boston 
Center, a brie£ing sheet with an outlook to thirty-six hours past 
the issuance tiae noti£ies the aviation coaaunity o£ an impending 
atora. This £ar in advance, one o£ the services we provide the 
FAA is £orecssting the accessibility o£ remote equipaent £or 
periodic aaintenehce. 

The £irat advisory that we issue is called a Meteorological 
Iapact Stateaent CMISl,which is valid up to twelve hours. This 
is the £irst CWSU issuance noti£ying our Air Tra££ic people o£ 
the onset o£ weather hazardous to aviation. It will include 
£orthcoaing turbulence, low level wind shear, icing, low IFR 
conditions, precipitation types and winds. Because o£ the tiae 
period o£ the MIS, it o£ten is the last advisory issued on our 
evening shi£t, or the £irst one issued during the aorning. 
Twelve hours is adequate tiae to anticipate an increased workload 
£or the next rush hour, which is either early morning or late 
a£ternoon. 
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With the onset of snowfall, concerns, in addition to the 
basic ter~inal forecast information, become important for sir 
traffic operation. These require special purpose forecasts 
unique to airport operations. Because several inches of snow 
will require closing runways for snowplowing, snow accumulation 
is important. During some snowstorms, the primary runways at 
airports may be closed more than once for snow removal. 
Anticipating a wind shift, which will require changing the 
primary runway<s> is extra i~portant when snow removal will be 
required on the new runway. 

IV. Center Weather Advisories (CWA's). 

Often a hazard to aviation will oc~ur that is not of 
• sufficient magnitude to warrant an advisory from the National 

Aviation Weather Advisory Unit <NAWAU) located in Kansas City. 
This means a condition ~ay not cover a large enough area to 
justify a Sigmet or an Airaet. The areal extent of this 
condition, though not larg~ on a national scale, is significant 
enough to affect air traffic-in'an ARTCC's boundaries. Low level 
wind shear, severe icing, and severe turbulence are the most 
likely conditions for CWA's. At this tiae, the CWSU 
aeteorologist will issue a CWA. Air traffic controllers will 
read a CWA to all aircraft on their frequencies. That aeana this 
is an en route advisory, as well as a fiight planning advisory. 

There are also times when a sigmet issued by NAWAU covers 
such a large area to be confusing to pilots and controllers in an 
individual center's boundaries. For an exaaple, iaagine an 
aircraft flying froa Albany <ALB>, New York, to Concord <CON>, 
Hew Hampshire, at 29,000 feet. 

******************************************************* 

SEE EXHIBIT 2 FOR THE ROUTE FROM ALB-CON. 

**********************************************~******** 

This £light could be part of a longer one, but this leg of the 
trip is in the Boston ARTCC airspace. At some point during the 
flight, the sir traffic controller reads that Sigaet Alfa 1 is 
in e££ect for aoderate or greater turbulence from flight levels 
20,000 to 40,000 feet in an area bounded by Nashville <BNA>, 
Tennesee, Portland <PWM>, Maine, Cape Hatteras <HAT>, North 
Carolina, Savannah <SAV>, Georgia, and back to Nashville. 
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Does the £light £rom Albany to Concord cross the line into 
the area o£ expected turbulence? The majority o£ aircraft that 
ARTCC's deal with do not have a handy map o£ su££icient scale to 
deteraine that answer, which is not obvious. The pilot could ask 
the air tra££ic controller, who would then likely ask the CWSU 
aeteorologist. 

**************************************************************** 

SEE EXHIBIT 3 FOR THE SIGMET AREA. 

* * * ** ** *** * * * * * *******fit****************·****************.******** 

In cases such as this one, a CWA could be issued that would 
aore clearly define the turbulence area~£or air tra££ic personnel 
and aircraft within the local boundaries. The'CWA would have a 
heading that cross-references the applicable sigaet. In the 
axaaple, i£ the sigaet were worded as such: 

SIGMET ALFA 1 131500-131900 
' 

FM BNA-PWM-HAT-SAV~BNA. 

NC SC GA TN KY VA WV MD DE N3 PA NY CT RI MA VT NH ME AND COASTAL 
WATERS 

MDT-SVR TURBC FL 200-400. CONDS LKLY CONTG BYD 1900Z. 

The CWA would be worded as such: 

ZBW1 CWA01/ALFA 1 131500-131700 

FM HNK-ALB-PWM-HTO-LGA-HNK. 

MDT-SVR TURBC FL200-400. CONDS CONTG BYD 1700. 

<Note that CWA's can only be valid £or two hours.> 

************************************************************* 

SEE EXHIBIT 4 FOR THE CWA AREA • 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
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For a pilot whose £lying is primarily con£ined to the 
Northeastern U.S., the area bounded in the CWA is easier to 
visualize than that in the Sigmet. As can be seen by looking at 
exhibits 2 and 4, the entire route £rom Albany to Concord is 
within the area o£ turbulence. 

Because the CWSU is located in the same room as our primary 
consumers, the air tra££ic controllers, this·allows us to be more 
responsive to the aviation community. We can issue a CWA shortly 
a£ter receiving a £ew pilot reports. There haye been cases when 
advisories have been requested by FAA supervisors. Occasionally 
a CWA will be issued as a leader £or a £orthcoming sigmet. FAA 
publications treat CWA's the same as sigmets, as £ar as 
dissemination to the avia~ion community. 

During winter storms, a rapid response time can be 
especially valuable because o£ the £requently changing types o£ 
precipitation, wind speeds and directions. 
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LATE SEASa. SNOWFALLS IN THE Nam! CARCLINA I«Uft'AINS 
ASSOCIATED WITH a.rr<FF LOWS 

I Introduction 

Michael E. sabones 
aoo 

Kermit K. Keeter 

WSFO Raleigh NC 

Late season snowstorms are a significant forecast problem in any part of 
the country. Late season snowfall events that occur with upper level cutoff 
lows pose some unique probleiiS for the North carolina mountains. Vertical 
tellperature differences can result in snowfall during events that had no 
previous history of snow at lower elevations. Orographic effects from 
upslope flow during these events, as well as the dynamics associated with 
cutoff lows, help sustain enough cold air over the area to produce 
snowfall, while meteorological factors favor a rainfall event at lower 
elevations. 

Two cutoff low events will be exaained, April 2-5, 1987, and April 12, 
1988. These were distinctly different events in some respects while quite 
slmiliar in others. one element c011110n to both cases was surface 
te~~peratures prior to each event. Daytille te~~peratures one day prior to 
each event were quite wart~, generally in the 60s (F). A ~~ajor snow event in 
April is a climatologically unlikely event in the North carolina 110untains, 
and wara surface teaperatures prior to onset only aade a ~~ajor snowfall 
event seem more unlikely. 

This paper will explore some of the probleM forecasters had to deal with 
in a brief anall'3is of each event. 

II April 2-5, 1987 

This was a rather long lived episode that occurred when an open trough over· 
the Mississippi valley, becaJie a cutoff low over Kentucky and Tennessee. 
Some of the higher mountain locations received 110re than 40 inches of snow 
for the four day period. Snowfall totals ranged up to 60 inches, aaeasured 
at Newfound Gap in the Great SIIOky Mountains National Park on the North 
carolina - Tennessee border. This was a new single storm snowfall record 
for North carolina. 

The 24 101 500 lib forecast for 1200 UTC, 3 Apr 1987 (fig. 1), iooicated a 
negatively tilted open trough over the Mississippi valley. Areas of 
cyclonic vorticity were forecast around the bott011 of the ·trough, and also · 
on the west side of the trough near the Minnesota/Wisconsin border, 
associated with the :Jet stream digging into the trough. The 24 hour 101 
surface forecast iooicated a surface low pressure area on a frontal zone 
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Flq. 1 N<J1 forecast and observed 500 Jib height and vorticity, and surface 
pressure and 1000-500 .0 thickness for 1200 UTC, 3 April 1987. 



over northern Georgia. 

These forecasts (fig. 1) verified quite well. The 1000-500 mb thickness 
values were cold enough to support snowfall over the area (generally 
accepted below 5430 m), so forecasting precipitation type was not a 
problem. The problem was how much. 

The 24 hour NGi 500 mb forecast that was run 12 hours later for 0000 UTC, 4 
Apr 1987 (fig. 2), indicated the open trough would continue to drift slowly 
eastward with cyclonic vorticity moving around the bottom of the trough. It 
had been snowing most of the day in the North carolina mountains when this 
forecast was received. All indications were that the open trough would 
continue to move east. 

Earlier model runs verified well so this scenario seemed reasonable. Snow 
was expected to taper off with only minor additional problems expected for 
the North carolina mountains. 

What verified 24 hours later was a different story! A cutoff low had formed 
at 500 mb over Kentucky and Tennessee (fig. 2). Cyclonic vorticity forecast 
to rotate around the s}'Stem, and also on the back side of the trough 
associated with the digging jet max, was stronger than forecast. once the 
500 mb cutoff formed, the surface low deepened and moved into Virginia. 
Winds shifted from the southeast to the northwest with the passage of the 
low. strong northwest winds on the back side of the low kept snow falling 
across lllaliY areas of the mountains all day on the 4th and 5th. The higher 
elevations received most of the snow in the later stages of the event. 

One of the most important meteorological aspects leading up to the 
formation of the cutoff low with this event was the strong cyclonic 
vorticity related to the digging jet EX on the back side of the trough. It 
would be difficult for a forecaster to determine the contribution of this 
factor to the formation of the cutoff low in real tiae, but it was one of 
the significant factors not handled particularly well by the numerical 
lllOdels. 

Fig. 2 NGH forecast and observed 500 mb height and vorticity, 0000 UTC, 
4 April 1987. 
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Another forecast problem that is common with cutoff lows in the North 
carolina mountains is strong winds when the cutoff low is east of the 
mountains. This cutoff low drifted east of the mountains on the 4th. strong 
winds developed with blowing and drifting snow. Late evening of the 4th, 
the northwest winds becalle even stronger and reportedly toppled several 
trailer trucks on highway I-40 just east of Asheville. 

III April 12, 1988 

While this storm was not a record breaker in terms of snowfall, it posed 
some very difficult and unique forecast problems. snowfall totals reached 
up to 18 inches on the higher'peaks of western North carolina with average 
snowfall totals iri the North carolina mountains between 4 and 8 inches. 
Cold air required for the snow in this case advected into the area from the 
south, a very rare occurrence for the North carolina mountains. 

The 24 hour NGH 500 mb forecast (fig. 3) for 1200 UTC, 12 Apr 1988, 
• indicated the presence of a large 500 mb cutoff low over southern Alabama. 
This forecast verified with a deeper cutoff low a little further to east, 
over Georgia. This same trend was observed for the surface pressure field. 
The 24 hour NGH forecast indicated a surface low pressure area over 
Mississippi that actually verified a little further to the east. 

The more important forecast problem for this case was in dealing with the 
forecast thermal field. The favored 1000-500 lib thickness threshold for · 
snow in the North caroll.na mountains is around 5430 m, as Jlelltioned 
previously. The center of the cold air based on the 1000-500 lib thickness 
field was forecast by the NGH over southern ltlabawa (fig. 3 l . The observed 
center of the cold air at 1200 UTC, 12 Apr 1988, was further east,. over 
Georgia. This was still south of North carolina and forecast to 110ve east. 
Yet snow began to fall in the North carolina mountains around 0800 UTC and 
continued well into the afternoon. This took place despite the fact that 
almost all of the precipitation associated with this system prior to 
reaching the North carolina mountains was in the form of rain, even in the 
center of the cold air. 

A look at the 850-700 mb (fig. 4) helpe explain what took place. An "X" 
marks the center of the 850-700 mb thickness cold air, first at 1200 UTC, 
11 Apr 1988 (Missouri), then at 0000 UTC, 12 Apr 1988 (southwest 
Mississippi), and finally 1200 UTC, 12 Apr 1988 (north Georgia). The 850 lib 
level streamlines advect that cold air in Georgia directly into the North 
carolina mountains from the south. The 1540 • thickness value for the 
850-700 thickness field is used as the threshold value for snow in this 
column, so the 1520 m thickness air over Georgia certainly met that 
criteria. At lower levels, the 1000-850 lib thickness levels were generally 
too high (warm) for snow. This explains the lack of any previous history of 
snow with this system while it passed over lower terrain. The one exception 
occurred when snow was reported the morning of April 11, 1988 over the 
elevated terrain in the Ozarks of Missouri and Arkansas. 

one of the most challenging questions that usually acc0111panies a cutoff low 
event is "how long will the thermal structure support snow?". several 
mechanisms are usually at work with these systems that will affect the 
vertical temperature field, and IIOSt are difficult to :Judge in a rapidly 
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f~n\, 
Fig. 3 !Of forecast and observed 500 Jib height and vorticity, and surface 

p[esBure and 1000-500 Mb thickness for 1200 UTC, 12 April 1988. 



Fig. 4 850-700 JDb thickness (dashed) and 850 Jib streamlines (solid) 
1200 UTC, 12 April 1988. 

changing situation. In the 12 April 1988 case, the cold air advection froa 
the south was then aided by evaporative cooling, cooling associated with 
orographic lifting, and cooling fr011 dl'M!lical lifting with the closed low. 
Cold air advection that was present from Virginia to Maine in the 850-700 
JDb colUIIIl on 12 April 1988, .ay also have worked into the systea during the 
later stages to prolong the snowfall. 

one ~~ethod used at liSPO ROO to account for the variety of ~~eehanisas that 
affect the theraal structure, is a statistical approach b!lsed on the 
Greensboro sounding. The Greensboro sounding is usually representative of 
the air over North carolina for a snowfall event. Regression equations have 
been developed to forecast the probability of frozen precipitation at a 
nllllber of stations across the state b!lsed on this sounding. unfortunately, 
this sounding was not representative of the air over North carolina for 
this case. The frozen precipitation probability based on the Greensboro 
sounding for Asheville was quite low (fig. 5). However, if data fr011 a 
sounding that 'o1il!l representative of the air over the area was used (Athens, 
Gil.), the forecast was quite good. 

GREENSBORO SOUNDING 
1200 UTC, 12 APR, 1988 

GSO 1000-850 MB THICKNESS (METERS) ... 1333 
GSO 850-700 MB THICKNESS (t.IETERS) ..... 15e3 
GSO 1000-700 MB THICKNESS (loiETER$) •..• 2888 

STATION FROZEN PRECPIT ATION PRCBABUTY 

AVL ..................................................... 12 
HKY ...................................................... 0 
GSO .......................•............................. 0 

ATHENS SOUNDING 
1200 UTC, 12 APR, 1988 

AHN 1000·850 MB THICKNESS CloiETERSl-.1318 
AHN 850·700 1.48 THICKNESS (lotETEII8~ ••• 1518 
AHN 1000-700 MB THICKNESS (METERS) •••• 2837 

STATION FROZEN PRECPITATION PROBAIILITY 

AVL ................................................... 100 
HKY .................................................... 48 

GSO·-·······································-·····- 55 

Fig. 5 Results of WSFO ROO's local guidance for predicting precipitation 
type, 1200 UTC, 12 April 1988 (Kemit Keeter, liSPO ROO, personal 
correspondence ) . 
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IV Conclusions 

Every upper: level cutoff low that develops in the late winter:/ear:ly spring 
has its own individual char:acter:lstics, but there ar:e also several coaaon 
char:acter:istics that can be applied to most of these S:y!5tell!l for: the North 
Carolina 110untains. 

The synoptic pattern at 500 mb usually is represented by a sharp, digging 
trough with a negative tilt, and a jet max on the backside. At the surface, 
there is a slow JaOVing cold front with a low to the northwest of the North · 
carolina 110untains along the .cold front. As the 500 lib trough cuts off, the 
initial surface low fills, and a new surface low develops to the southeast 
of the old low. This s}'Stem iiec0111es vertically stacked, sits and spins, 
often for: several da}'5 as in the 2-5 April 1987 case. Pockets of .cold air: 
capable of changing rain to snow in the mountains rotate around the S}'Stem 
into the mountains from the north and west and even the south. 

A snow advisory will probably be needed for: the North Carolina mountains 
and a heavy snow warning will be possible. strong winds will probably 
develop if the mountains ar:e on the west side of the cutoff low. High wind 
warnings may be needed in this situation. 

Significant weather: is not only liaited to the North Carolina mountains in 
these cases either:. A pronounced dr:y slot •Y wor:k into the S}'Stell!l, 
allowing clearing skies and rising te~~peratures east of the mountains. This 
results in a destabilizing ataospbere as colder temperatures aloft 
associated with the cutoff low move over: the war~~~er: air: at the surface. 
Severe thunderstorms may then develop ahead of the cold front preceeding 
the cutoff low. 

At the North Carolina coast, gale war:nings and poselbly storm warnings •Y 
be needed if the low redevelops over: the ar:ea south of cape Hatteras and 
deepens. 

There ls one other: major: problem a forecaster: usually has during these 
events. It is ver:y difficult to find the time to properly analyze and then 
forecast all the iiiiPlication& that develop. Careful analysis and an 
understanding of the nu.erous forces at work and poseible outcOIDes helps a 
great deal. It is also important to recognize the potential early so that 
adequate staffing can be made available. 
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GEORGIA WINTER STORM- JAN. 7, 1988 
By 

James Noffsinger and John Laing1 

DESCRIPTION OF EVENT: 

A major winter storm occurred across a large part of the 
Southeast including North and Central Georgia on Thursday January 
7, 1988. Accumulations of snow totaled 10 to 16, inches across 
the extreme northern counties of Georgia, and accumulations of 
mostly sleet totaled 2 to 4 inches in the north-central part of 
the state in a band across metropolitan Atlanta and Athens. (See 
Fig. 1). Farther south, in a broad band across the mid-state 
area from Columbus to Augusta, mostly sleet and freezing rain 
accumulated 1 to 3 inches on the average. A light glazing of 
freezing rain mixed with rain occurred across the south-central 
part of the state in a narrow band from Albany to Savannah. See 
Figs. 8 and 9 for the delineation of precipitation types. 

This storm resulted in major disruptions of travel across the 
northern half of the state, and minor problems in the 
south-central area. About 36,000 power outages occurred in the 
state. Most occurred in the south-central part of the state 
where the freezing rain predominated, and in the extreme north 
where the heavier snowfalls occurred. Most businesses and nearly 
all of the schools closed down on the 7th and 8th, and most 
schools remained closed, on Monday the 11th and Tuesday the 12th 
from the Atlanta and Athens areas north. Many school systems in 
the extreme northern counties, where the snow was more than a 
foot deep, remained closed through Friday the 15th due to 
snow-clogged streets and secondary roads. 

The precipitation began as snow in the northwest corner of Geogia 
about 06Z on Jan. 7th and spread across the northern third of the 
state by 12Z. By 18Z on the 7th, the precipitation quickly 
encompassed the central part of the state as a mixture of sleet 
and freezing rain, and the southern third as a cold rain. The 
precipitation ended from the west between OOZ and 06Z on the 8th 
with the exception of some spotty freezing drizzle and light snow 
flurries. 

SYNOPTIC SITUATION: 

For several days prior to the event, the 500MB pattern was 
characterized by a deep low in southern Canada south of Hudson's 
Bay with a blocking ridge along the British Columbia coast. A 
strong northwesterly flow persisted from western Canada into the 
northern plains with a strong westerly flow across the Ohio 
Valley and Gulf Coast states around the base of the trough. The 
southerly branch of the westerlies was characterized by a strong 
zonal pattern from southern California across the northern Gulf. 

1National Weather Service Forecast Office; Altanta, GA 
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A moderately strong short wave in the southerly branch moved 
on-shore into California at OOZ on Jan. 6th and continued east 
reaching West Texas by OOZ on the 7th. It then moved 
rapidly east across the Southeast between OOZ and 12Z on the 8th. 
(See Figs. 2 and 3). 

At the surface, a cold arctic high across the plains states on 
the 4th and 5th established a pattern of cold air advection into 
the southeastern states. This high moved east into the Ohio 
Valley on the 6th, and was centered over Virginia on the 7th. 

In response to the short wave in the southerly branch, a surface 
wave developed on the South Texas coast around 12Z on the 6th. 
(See Fig. 4). This weak low tracked east to the mouth of the 
Mississippi River by 12Z on the 7th, to the Florida Panhandle by 
ooz on the 8th, and by 12Z on the 8th the primary surface low was 
on the North Carolina coast and moving northeast. 

Very strong warm air advection developed aloft in conjunction 
with the surface cyclogenesis. The precipitation spread east 
just ahead of the strongest warm air advection and jet shown on 
the 850MB chart (Figs. 5, 6 and 7). In spite of the strong warm 
air advection aloft, the cold air held on stubbornly in the lower 
levels. 

As the surface high moved east of the Appalachians, cold air 
damming developed down the eastern slopes of the mountains 
through the Carolinas and Georgia. The wedging nose of high 
pressure shown on Figs. 8 and 9 is evidence of the intensity of 
the cold air damming. Strong northeast winds with a cross-isobar 
flow developed in the lower 2,000 feet of'the atmosphere, and the 
damming effect was intensified by the evaporational cooling as 
the overrunning precipitation began to fall into the cold dry 
surface air. As a result, surface temperatures held in the 20's 
across North Georgia and in the 30 to 35 degree range in the 
South throughout the day on the 7th. 

The upper air soundings for Waycross and Athens at 12Z on the 7th 
are shown in Figs. 10 and 11. These soundings show the very 
strong temperature inversions in the lower levels, especially in 
the northern sections of Georgia. In addition, the sounding at 
Athens taken on the 8th at ooz is shown as a dashed line to 
850MB. 

LOCAL FORECAST SOLUTION 

Following the lead of the NMC extended forecast package, the 
possibility of frozen precipitation was first mentioned for 
Friday in the extended forecast issued at 445 AM on Feb. 4th. 
Although the actual event occurred one day earlier (on Thursday), 
this initial extended forecast alerted the public well in advance 
of the event. 
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The first zone forecast issuance to include the Wednesday night 
and Thursday time frame was the 445 PM issuance on Tuesday. This 
forecast correctly introduced sleet and snow for North and 
Central Georgia and mentioned t~e possibility of accumulations, 
although understated. This was followed by a winter storm watch 
issued at 445 AM Wednesday for North Georgia with a prediction of 
4 inches in the extreme north and 1 to 3 inches in the Atlanta 
and Athens areas. The watch was extended south to include 
Central Georgia at 1110 AM, and the accumulations were increased 
to "4 inches or more" in the extreme North. The watch was 
upgraded to a warning at 430 AM Thursday. Special Weather 
Statements were issued frequently beginning early Wednesday 
morning. 

In summary this winter storm event was predicted well in advance 
and comments from the Media and the Public were complimentary. 
The predictions of 1 inch in the mid-state area and 1 to 3 inches 
in the Atlanta and Athens areas proved to be very accurate. The 
snow did not change over to sleet in the extreme northern 
counties as expected, and thus the accumulations were understated 
in the early forecasts. Nevertheless, a prediction of "more than 
4 inches" adequately alerted the public 18 hours in advance. The 
band of freezing rain was slightly further south than expected, 
and the advisory for the south-central part of the state was 
issued just at the onset. 

FORECAST GUIDANCE 

Extended guidance from NMC available the weekend before the storm 
gave strong indications that some type of winter weather would be 
in store for the southeast later in the week. Both the extended 
forecasts Saturday and sunday showed that maximum temperatures 
across Georgia Wednesday and Thursday would be 15 to 20 degrees 
below normal with nighttime lows well into the 20s. While 
precipitation chances were low on Wednesday, probabilities 
increased to 30 to 40 percent across the state on Thursday. For 
some reason the extended forecast guidance available on Monday 
delayed the onset of precipitation until Friday with smaller 
chances on Thursday. 

Table A shows various forecast parameters derived from the LFM 
and NGM models beginning-with the Tuesday morning run through the 
Wednesday evening run all valid Thursday 12Z (near the onset of 
precipitation in many areas). Table B shows similar forecasts 
for the LFM and NGM models only with valid time of Friday OOZ 
(about the ending time of precipitation in many areas). 
Forecasts for both Atlanta and Savannah are shown with the 
observed value of the various parameters. Atlanta and Savannah 
were chosen because each was near the border where the 
precipitation changed from rain to sleet (Savannah) or sleet to 
snow (Atlanta). Also more detailed FPC guidance was available 
for these two stations. 
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As can be seen from the tables both models were fairly consistent 
from run to run and were similar in their forecasts. Both models 
performed very well with neither model .clearly superior. 

From the LFM model, the FPC guidance for Atlanta and savannah is 
shown in Table c for several runs preceding the storm. On the 
OOZ run the temperature in parentheses is an estimate of the 
Thursday morning minimum temperature derived from the 3 hourly 
values. For comparison the temperatures derived from the 
NGMjperfect prog technique are also shown. 

It is interesting to review the Thursday OOZ guidance used in the 
forecast issued early Thursday morning. It was this guidance 
that would be critical in resolving the liquid/freezing/frozen 
precipitation areas within Georgia as well as snow amounts. The 
major (and as it turned out critical) shortcoming of this 
guidance was the overestimation of the surface dew points at 
nearly all points in Georgia. The observed dew points before the 
onset of precipitation, during the middle of the day, and late in 
the afternoon are shown as well. as.the ambient ~ir temperature. 
It can be seen that this led to a serious underestimation of the 
cooling that took place as the precipitation began to fall into 
the very dry air. At several locations the precipitation began 
as rain but quickly changed to freezing rain, sleet, or a 
combination within an hour of onset. Thus .rather than 
temperatures rising through the day with a changeover to liquid 
precipitation as indicated by guidance, temperatures fell and the 
precipitation remained a frozen mix as far south as an Albany to 
savannah line. 

The failure of the LFM model to correctly predict the dry air was 
due to the strength of the wedge along the east coast ahead of 
the developing storm system. This shallow pool of cold dry air 
is characteristically not handled very well by either model, 
especially the LFM. The strong northeasterly winds due to the 
cold air damming led to a reinforcement of the cool dry air over 
Georgia during·the day Thursday. This in combination with the 
evaporative cooling which occurred with the onset of 
precipitation was responsible for the steady or slowly falling 
temperatures through the day rather than the warming as indicated 
by the FPC guidance. Therefore rather than the precipitation 
changing over to rain in the central and sleet in the north as 
indicated by MOS guidance, it continued as snow throughout the 
day in the north leading to an underestimation of snowfall 
amounts. The subjective guidance available from the Quantitative 
Precipitation Branch at NMC also placed the rainjsnow line well 
north of Georgia. 

It is interesting to note (See Figs. 8 and 9) that the surface 
temperatures across North Alabama were some 8 to 12 degrees F 
warmer than across North Georgia and Northwest south carolina 
where the damming was in full force along the eastern slopes of 
Appalachians. 
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For example, the temperature at Savannah at the onset of 
precipitation around 9:30 AM was 32 degrees at Savannah with a 
dew point of 17 degrees. However the MOS guidance forecast an 
early morning dew point of 32 degrees. Guidance indicated a 
maximum temperature for Savannah of 48 degrees but at 1 PM 
Savannah was 32 degrees with a dew point of 22 degrees and 
intermittent freezing rain and freezing drizzle. Likewise at 
Atlanta the early morning dew point before the onset of 
precipitation was 9 degrees, considerably below the forecast of 
19 degrees. Thus rather than warmer temperatures which would 
change the precipitation over to liquid in many areas, 
evaporative cooling allowed the precipitation to remain freezing 
or frozen throughout the day. Additional guidance for Columbus 
and Macon in Central Georgia also showed that the shortcoming was 
consistent throughout the state. 

The sounding at Athens provides some insight into what happened 
during the day. As can be seen in Fig. 10 the sounding taken at 
12Z Thursday shows the 850MB temperature was -7 c, about 7 
degrees less than forecast by the models. However, this was near 
the base of a strong inversion and the temperature did rise to 
-1 C at 810MB. Below this level the dew point depression 
averaged about 9 c. The sounding at OOZ Friday shows dramatic 
warming at 850 MB (a temperature increase of 11 C in 12 hours) 
while the surface temperature was 5 C colder. The average dew 
point depression had decreased to less than 2 c. Therefore small 
scale effects due to the cold air damming that were not well 
resolved by either model served to prolong the winter type 
weather through the day despite the strong warm advection aloft. 

WSFO Atlanta routinely analyzes the 1000-850 MB and 850-700 MB 
thickness charts from the AFOS plot routine which generates the 
plotted data locally. A careful analysis of these thickness 
values and applying "Younkin's Snow Index" has been very helpful 
in determining the boundaries between rain, freezing rain, and 
sleet/snow in previous winter storm events. Again this scheme 
proved to be very helpful on the January 7th storm. 

Figs. 12, 13, and 14 show the "upper snow" line (850-700 MB 
thickness of 1555 meters), and the "lower snow" line (1000-850 MB 
thickness of 1310 meters). The area north of the "lower snow" 
line and south of the "upper snow" line usually defines the area 
of the freezing rain/sleet mixture. As seen on Figs. 12-14, this 
scheme worked out quite well and was generally accurate in 
defining the precipitation types. When·the "upper snow" line 
lies along or to the south of the "lower snow" line, there will 
usually be a change over from rain to a wet snow with no 
intervening freezing rain or sleet. 
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Conclusion: 

While available guidance did a good job in predicting the large 
scale features of this particular winter weather event, there 
were shortcomings in the details that were critical in 
determining the full impact of the storm. The shortcomings 
centered on the failure of the models to sufficiently account for 
the strong evaporational cooling in the lowest levels of the 
atmosphere which was caused by the cold air damming along the 
eastern slopes of the mountains. This in turn led to an 
erroneously fast warm-up by the models, and thus there was a much 
slower change-over from frozen precipitation to rain than 
indicated by the models. Subjective guidance from NMC generally 
followed the models. Forecasters at WSFO Atlanta recognized the 
potential for cold air damming early-on, and made significant 
adjustments in the guidance to more accurately assess the 
severity of the storm. Thus, the forecasts, watches, and 
warnings were very successful in alerting the public to the 
upcoming winter weather. 
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FIGURE I, TOTAL ACCUMULATIONS OF SllOW/SLEET/FREEZING RAIN (INCHES) 

FOR JANUARY 7, 1988 STORM, 

- 243 -



FIGURE 2. 500MB ANALYSIS AND VORTICITY PATTERN 
FOR OOZ, Jan. 7th, 1988. 

FIGURE l. 500MB ANALYSIS ~~D VORTICITY PATTERN 
FOR 007., Jan. 8th, 1988. 

- 244 -



FIGURE 4. TRACK OF SURFACE LOll, HIGH, AND FRONTS FRml OOZ 

JAN. 7th THROUGH 12Z JAN. 8th. 
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FIGURE 5 

FIGURE 7 
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FIGURE 6 

FIGS 5, 6, and 7. 

850Mll Al{ALYSES FOR OOZ AND 

12Z J'AN. 7th, AND OOZ JAN. 8th. 

ISOTHERMS AT 3 Degs. C intervals, 



FIGS. 8 and 9. 
SURFACE ANALYSES FOR 17Z ON 
THE 7th and OOZ on the 8th 
DELINEATING lAIN, FREEZING 
lAIN, SLEET AND SNOW AREAS • 
NOTE ISOBARIC PATTERN 
SHOWING "NOSE" OF HIGIIER 
PRESSURES THROUGH CAROLINAS 
ANO GEORGIA TYPICAL WITH 
COLD AIR DAMMING. 
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FIGURE 8 

FICC!\E 9 
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TABLE A 

FOREC?\ST VALUES VALl D TtHJRSDIW l :212)11) z 
ATLANTA 

RUN 5121121MB H 51210118 "H 112100-500 K 8511!1"18 T 8512l MB T 
LFM NGM ·LFM NGM LFM NGM 

TUE/12Z 564 569 546 544 i2112l c +1 c 
WED/1210Z 568 568 546 544 12)12) c +1 c 
WED/12Z 567 567 545 543 -1 c +1 c 
THU/1210Z 568 567 545 545 -1 c 00 c 
OBS 567 546 -7 c 

SAVANNAH 

TUE/12Z 569 573 550 55(2) +2 c +4 c 
WED/00Z 573 573 549 547 +1 c +5 c 
WED/12Z 572 572 549 546 +2 c +' ·~ c 
THU/00Z 572 571 549 551 +2 c +2 c 
OBS 574· 552 +2 c 

TABLE 8 

FORECAST VALUES VALID FRIDAY 12!12JGQlZ 
ATLANTA 

RUN 5012)~18 H 5vll2lMB H 112112l121-512ll2l f' ., 850N8 T 85121MB T 
LFM 1~61•1 LFI•I NG~I LFt1 NG11 

WED/121121Z 566 570 5::;QJ 546 +3 c +1 c 
WED/12Z 564 568 550 546 +2 c -t-2 c 
THU/00Z 564 564 550 54:5 -t-3 c +1 c 
OBS . ~64 546 ,.4 c 

' -
' 

SAVANNf-oH 

WED/1210Z 572 575 554 552 +7 l: +3 c 
WED/12Z 571 

'· 
~7~~ .. ~'='.::· 

-..!.J .. J 55'2 ... 7 c +5 c 
THU/0121Z 571 I 571 558 ~1;;:''"1 +7 c +9 c o.J...J..::. 

OE<S eT\ . 557 -t·9 c •. J . .;;. i 

\ 
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RUN 

TUE 12! 
WED 00Z 
WED 12Z 
THU 00Z 
OBSERVED 

RUN 

TUE 12Z 
WED 00Z 
WED 12Z 
THU 00Z 
OBSERVED 

RUN 

TUE 12Z 
W£0 00Z 
WED 12Z 
THU 00Z 
OBSERVED 

RUN 

TABLE C 

FORECAST VALUES VALID THURSDAY 12i<llilZ 
ATLANTA. 

MIN TEMP DEW POINT POPT PRECIP 
LFM/MOS NG~I/PP LFM/MOS LFM/MOS TYPE 

24 MM 17 5627/1 ZR 
24 21 18- 6422/1 ZR 
23 25 2121 4242/1 ZR 

(26) 19 5637/1 ZR 
28 14 IP 

FORECAST VALUES VALID FRIDAY 0000Z 
ATLANTA 

MAX TEMP DEW POINT POPT F·RECIP 
LFM/MOS NGM/PP LFM/MOS LFM/~IOS TYPE 

34 MM 
38 29 27 1010/3 R/I•IXD 
33 26 30 2014/3 R/MXD 
33 25 32 3407/1 ZR 

25 !21Zl 18 IP 
22 (00Zl 

FORECAST VALUES VALID THURSDAY 1200Z 
SAVANNAH 

MIN TEtviP DEW POINT POPT PRECIP 
L.FM/MOS NGM/PP LFM/MOS LFM/MOS TYPE 

28 Mrl 23 0807/3 R/11XD 
30 27 18 0707/3 RII'IXD 
31 31ZJ 31 0703/3 F;/MXD 

(35) 32 0102/3 Rii1XD 
35 15 ZR/R 

FORECAST VALUES VALID FRIDAY 0000Z 
SAVANNAH 

MAX TEt·IP DEW POINT POPT PRECIP 
LFM/t·lOS NGtvi/PP LFN/110S LF~l/MOS TYPE 

TUE 1'':\7 4~· . ..., tvll·l 
~~ED 11!0Z 43 36 41 0101/3 R/t·IXD 
WED 12Z 44 38 41 0101/3 R/MXD 
THU 017.1Z 48 4ill 4:::: li:l100/3 IVMXD 
OBSERVED ::li:l(21 Zl :1t3 ZR 

:~1 (00Zl 
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PRECIP PROB 
LFM/MOS NGM/F'P 
4121% MM 
10% ::m:~ 
<I.QJ'l. 507. 

F'RECIP PROB 
LFM/MOS NGM/PP 
70% MM 
80% 60% 
90% 90% 
101ilY. 100% 

PRECIP PROB 
LFM/MOS NGM/PP 
20% Ml·l 
10% 5'l.. 
20% 10% 

(110STLY ZRl 

PRECIP PROI3 
LFI·l/ i10S 1~131•1/ F'P 
30:~ r·tt·t 
50% 10% 
q(<lj( 6\!J'l. 
70/. 90'l. 



FIGURE 12 
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FIGS. 12, 13, and 14. 
1000-850MB Thickness Analyses 
in meters, and 1555 meter 850-700MB 
thickness line. (The first digit 
is omitted from chart, a one). 
Hatchad area shows likely area 
of free£ing rain/sleet located 
south of 1555m 850-700MB thickness 
contour, and north of 1310m 
l000-850HB thi~kness contour as 
suggested in '"lounkin Snow Scheme. 11 



RELATIONSHIP OF SNOW ACCUMULATION TO SOIL TEMPERATURE 
IN SOUTH CAROLINA 

Milton E. Brown 
National Weather Service Forecast Office, Columbia, S.C. 

ABSTRACT 

On many occasions in the past 21 years, heat in the soil had a 
significant effect on winter weather in South Carolina. A heavy snow 
on roads was reduced to slush and a potential ice storm was prevented 
by the warm soil. There appears to be a good correlation between soil 
te~peratures and·the aC;cumulation of snow or lee on the ground. An 
attempt has been made to stratify soil temperatures into three 
categories; (a) those which do not contribute to melting, (b) those 
which do contribute to melting, and (c) those in the intermediate range. 
This is considered a potential forecast tool for South Carolina. 
Caution should be taken in using it in other areas of the country 
without prior testing; Variations in soils and instrumentation may 
require some adjustments in the three categories. 

1. Introduction 

On February 26, 1982, measurable snow was expected to fall in 
Columbia, but since there had just been several days of mild weather, 
the forecaster felt the ground would be too warm for snow to accumulate. 
Realizing there were no temperature data available for the surface of 
the ground, he remembered having access to. soil temperatures which are 
primarily used in agricultural weather forecasts in the spring. The 
soil temperature at the 4 inch depth at·7:00 a.m. that day was found to 
be 50°F which seemed to support the reasoning of the forecaster. 

The local County Emergency Preparedness Director was briefed on the 
situation. He was told that significant snowfall would occur around 
midday and end during early afternoon. ' It was expected to melt on 
streets and roads and not be a serious problem for the late afternoon 
traffic. This turned out to be an accurate evaluation even though the 
air temperature remained at 31°F while the snow fell and for at least 6 
hours after it ended. 
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2. Soil Temperatures 

All references to soil temperatures from this point will be 
understood to be for the standard 4 inch depth. Maximum and-minimum 
soil temperatures are available year-round on a daily basis from 15 
locations in South Carolina (Fig. 1). Data from 4 of these sites are 
published in the monthly state climatological summaries by the National 
Climatic Data Center, Asheville, North Carolina. 

Soil temperatures for a 5 day period prior to snow, sleet or 
freezing rain were examined. In nearly every case, the minimum soil 
temperature for the day before the occurrence of the precipitation was 
found to be as good or better than any other temperature or average as a 
predictor (Table 1). Minimum soil temperatures were primarily chosen 
because they do not fluctuate as much with sky cover as do maximum soil 
temperatures. 

Minimum soil temperature for the day prior to precipitation is 
apparently a good predictor in South Carolina because winter storms 
usually last a day or less. Also,.once the precipitation begins, it can 
take 12 to 24 hours for soil temperature to drop from one. category to 
the. next. Nevertheless, it would be beneficial to have soil temperature 
observations at least each six hours on the day of the event. 

3. A Significant Heat Source 

A weather event which occurred on Monday February 16, 1987, 
demonstrated just how significant a heat source the soil can be. A 
high pressure ridge was over much of the eastern seaboard east of the 
Appalachian Mountains, and a stationary front was along the Georgia­
Florida border. A shortwave at 500 millibars moved eastward across the 
southeastern United States and caused a low to form at the surface off 
the Georgia coast. The low traveled northeast to near Cape Hatteras, 
North Carolina by 7:00a.m. on February 17. 

Rain began in Columbia at 12:40 a.m. and did not end until 
evening. Total rainfall for the calendar day was l. 43 inches. 
was brisk averaging northeast about 15 knots most of the day. 

early 
The wind 

With an air temperature of 33°F at 9:52 a.m., a glaze began forming 
in trees about 50 feet and higher above the ground. Assuming the 
temperature where the glaze was occurring had to be 32°F or lower, the 
lapse rate would be approximately 20°F per 1000 feet for the shallow 
layer near the ground. A soil temperature of 50°F at 7:00 a.m. that 
morning indicated the soil was warm for that time of year and probably 
responsible for the super adiabatic lapse rate. 
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4. Soil Temperatures Not Associated With Melting 

Snow, sleet or freezing rain occurred 26 times in Columbia from 
January 1968 - January 1988 with minimum soil temperatures of 42°F or 
below the day prior to precipitation. On 18 occasions the precipitation 
was not measurable or melted as it fell. Of the remaining 8 cases, snow 
or ice accumulated on the ground, and there was no apparent melting 
caused by heat from the ground. 

5. Soil Temperature Range Associated With Melting 

There were 17 cases found with snow, sleet or freezing rain and a 
minimum soil temperature of 48°F or higher the day preceeding 
precipitation. On 10 occasions the precipitation was measurable. The 
ground was warm enough to cause melting. in all except 2 cases which will 
be discussed in the conclusions. 

In one case on March 24, 1983, in northwestern South Carolina, a 
nine inch snow was turned to slush on roads by warm soil. The air 
temperature was 34-35°F most of the day, but there was no sunshine to 
help the melting process. The minimum soil temperature was 48°F the day 
before. Although the slush slowed traffic· a bit, it was never a serious 
problem for motorists. Five inches of snow remained.on the ground over 
dormant grass at 7:00·a.m. the next day, but it had all melted by the 
morning of March 26. 

6. Intermediate Range Of Soil Temperatures 

The intermediate range has been tentatively defined· as 
temperatures of 43°F to 47°F, but most of the temperatures 
cases in the study were closer to the middle of the range. 
10' cases with measurable snow and/or ice on the ground and 
no accumulation. 

minimum soil 
in the 22 

There were 
12·cases with 

In this category the temperature of the air became the most 
important factor in determining whether snow and ice would accumulate on 
the ground. Snow· and sleet accumulated with an air temperature of 33°F 
or less, and rain formed a glaze on the ground at temperatures below 
freezing • 

. A good example occurred on March 25, 19g1, when up to 10 inches of 
snow fell in northwestern South Carolina, stranding hundreds of 
motorists. The minimum soil temperature on the date prior to the 
precipitation was 46 °F. Once the precipitation began the air 
temperature dropped into the lower 30's. 
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7. Ice Storm Just Across State Border In North Carolina _, -

On January 3, 1988, there was a weather event which illustrates the 
effect of soil temperatures on winter weather. The plot of minimum soil 
temperatures for the Carolinas for January 2 (Fig. 2) would indicate 
that the soil was warm enough to melt ice which fell on the ground in 
all of South Carolina except for the northwest tip. But a large part of 
North Carolina was in the intermediate category and accumulation would 
occur if the air temperature dropped below 32°F. 

Although a glaze formed on power lines and trees in northern South 
Carolina, the only ice on roads was within two to three miles of the 
North Carolina border in the north-central part of the state. 

In North Carolina there was an ice storm which paralyzed the 
piedmont delaying or canceling commercial airline flights in and out of 
major airports, canceling some school days and causing numerous auto 
accidents. The mountain tops were above the shallow cold air and 
escaped the ice. 

8. Conclusions 

If the minimum soil temperature at the 4 inch depth is 42°F or 
colder in South Carolina on the day prior to the occurrence of snow, 
sleet or freezing rain, there is a very good chance that whatever falls 
to the surface of the ground will accumulate. 

Soil temperatures in the intermediate range of 43 to 47°F do not 
appear to be a factor in .determining whether snow or ice will 
accumulate. In this range the temperature of the air is the most 
important predictor. Air temperatures below freezing will cause the 
precipitation to accumulate, but when the air is above 35°F, there will 
usually be melting after snow or sleet reaches the ground. 

The following examples show that the heat in the soil can be 
overcome if the volume of precipitation is heavy and the air temperature 
is cold enough. Both cases were rather unusual. The first occurred on 
January 7 and 8, 1973. The minimum soil temperature was 54°F on January 
6. Measurable rain began between 6:00 p.m. and 7:00 p.m. on the 7th. 
The air temperature dropped to 30°F by midriight, and a glaze began 
forming. Cold air advection continued through January 8, and the 
temperature fell to 26°F. The freezing rain ended around 10:30 a.m. on 
the 8th, and very light snow was reported until late afternoon. 
Rainfall for the two days was 1.94 inches. The ice storm turned out to 
be one of the worst in years resulting in $8 million worth of damage to 
the forests in the midlands. 
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The other case was about a month later on February 9 and 10, 1973. 
The minimum soil temperature on' the 8th was 53.°F which is quit·e warm, 
but a major winter storm moving northeastward well off the South 
Carolina dumped a 100 year record snowfall of 15 inches (water 
equivalent of 1. 79 inches) on Columbia. The snow began during early 
afternoon but did not begin sticking to roads until the air temperature 
dropped to 30°F around 7:00p.m •• There·were four inches of snow on the 
ground at midnight, and an additional 11 inches fell on February 10. 
The soil temperature had dropped to 48°F by midnight on February 9 and 
to 45°F by 7:00 p.m. on the lOth • 
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TABLE 1. Local Climatological Data for Columbia, s .c. 
for February 1982. 

Date Air Soil Precipitation 
Temperature Temperature (Water Equiva-

MAX/MIN MAX/MIN lent in inches) 

21 72/48 60/51 0 

22 59/32 56/50 0 

23 73/29 58/48 0 

24 81/52 60/52 0 

25 59/42 57/53 0 

26 43/31 53/43 0.64 

27 37/32 44/43 0.39 
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SOME SYNOPTIC AND MESOSCALE INTERACTIONS 
IN A LAKE EFFECT SNOWSTORM 

Thomas A. Niziol NWS Office, Buffalo, N.Y. 

Abstract 

On January 04-05 1988 a very localized, heavy snowfall event 
occurred to the lee of Lake Ontario, across the Tug Hill region 
of New York State. A narrow single band of lake effect snow 
deposited a maximum of 175 em (70 inches) of snowfall over that 
area during a 2-day period. Synoptic scale weather features 
pre-conditioned the lower atmosphere for snowband developaent. 
Mesoscale features associated with Lake Ontario interacted with 
the synoptic scale weather pattern to produce the narrow band of 
heavy snowfall. This paper wi 11 present a short review of some 
of the more important synoptic and mesoscale characteristics 
associated with single banded storms on Lake Ontario, and relate 
these to the lake effect storm of January 04-05 1988. 

1. Introduction 

The term Lake Effect Snow refers to 
the mesoscale snow storms that occur 
as a result of cold air passing 
across the warmer waters of the Great 
Lakes during the late Fall and Winter 
months. Hill(1971) described the 
synoptic scale pattern responsible 
for heavy Lake Effect Snows to the 
lee of Lake Brie. ln general, these 
conditions are representative for 
Lake Ontario as well. They include: 

(a). strong flow of arctic air across 
the lakes after a surface low 
pressure center has moved into 
eastern Canada. 
(b). southwestward extension of the 
parent Low in the form of a trough 
over the Great Lakes. 
(c). trough 'aloft over the eastern 
U.S. and Canada that frequently 
stagnates or broadens to the west. 

2. Single banded storas on Lake 
Ontario 

Usually a few 
season, single 

times each winter 
banded mesoscale 

snowstorms occur to the lee of Lake 
Ontario that produce exceptional 
snowfalls. These storms exhibit 
similar synoptic and mesoscale 
features that can be forecast to some 
extent, over a relatively short 
(6-24h) timeframe. 

Single band snows occur when the 
winds are directed roughly down the 
long axis of the lake. The bands are 
truly mesoscale in nature with 
lengths averaging up. to 200km and 
widths about 20km. In a snow study 
on Lake Brie, McVehil and Peace 
(1971) further classified single band 
storms into two separate categories, 
overlake, and shoreline bands. They 
had similar characteristics, except, 
as their names imply, for their 
location over the lake. Overlake 
bands were aligned parallel to the 
average wind direction in the lower 
atmosphere, considered to be about 
the 850 mb level. Shoreline bands 
however, formed with steering winds 
oriented from just north of the long 
axis of the lake. They stated "that 
the shoreline band and its 
attendant surface convergence 
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Fig 1. Visible satellite imagery depicting snowbands to the lee of the Great Lakes at 1801 UTC, 05 
January 1988. (imagery courtesy of NESDIS) 

zone remain quasi-stationary along 
the shore of the lake, despite a 
"slight" crosswind component in the 
winds aloft". They suggested that 
the stagnation of the surface 
convergence zone and snowband 
offshore, was a result of a land-sea 
breeze circulation caused by a strong 
temperature contrast. This was 
considered a primary factor for 
snowband orientation. The similar 
elliptical shape of Lake Ontario to 
Lake Brie should also allow for this 
type of snowband formation. 

Peace and Sykes (1966) also were 
able to observe the very strong 
Mesoscale convergence zone associated 
with a single banded storms on Lake 
Ontario. The vertical motion field 
that developed under the snowband as 
a result of the strong surface 
convergence zone, literally created a 
self-sustaining environment for the 
snowband, until some synoptic scale 
feature could displace it. 

Synoptic scale forcing, in the form 
of cyclonic vorticity advection below 
500 mb, can moisten and destabilize a 
column of air for some vertical 
extent in the lake effect snow 
environment (Jiusto and Paine 1971). 
This promotes convective development 
of lake clouds that ar'e otherwise 
capped by a low level arctic 

inversion. Snowfall rates are 
greatly increased, as a result of the 
deeper convective layer, and 
lightning and thunder are not 
uncommon. 

·A relatively flat, or broad 
east-west trough across the Great 
Lakes assures an extended period of 
westerly winds over the long axis of 
Lake Ontario. The snowband 
therefore, remains relatively 
stationary over one locale, for an 
extended period of time, and produces 
extreme, localized snowfall amounts. 

The abrupt rise in elevation to 
the lee of Lake Ontario (about 500m 
from the lakeshore to the top of the 
Tug Hill plateau some 30 miles to the 
east), further enhances snowfall 
rates. Muller (1960) noted a 
substantial increase in annual 
snowfall, directly attributable to 
the rise in elevation to the lee of 
Lake Ontario. 

All of these factors contributed 
in varying degrees to the lake effect 
storm of January 04-05 1988, and will 
be discussed on the following pages. 
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3. The Lake Effect Storm of January 
04-05 1988 

During the first week of January 
1988, an arctic outbreak occurred 
across the Great Lakes Region, and 
produced very heavy mesoscale 
snowstorms to the lee of the Great 
Lakes. This event was spectacular to 
the east of Lake Ontario, where a 
very narrow band of snow deposited 
nearly 175 ern (70 in) of snowfall 
during a 2-day period (Fig 1). 

Some important factors contributed 
to the extreme snowfall amounts. 
These included a combination of very 
strong cold air advection over the 
relatively warm lake, wind direction 
at 850 rnb that was nearly parallel to 
the long axis of Lake Ontario, and 
synoptic scale forcing that 
contributed to convective enhancement 
of the snowband. The highly 
localized snowfall maximum was a 
result of a nearly constant wind 
direction over the lake, for about a 
36 hour period, which confined the 
snowband over one, select location. 

f1g 2. Snowfall totais (in.) for the January 
04-05 1988 lake effect snowstorm east of Lake 
Ontario. (from Storm Uata puolication, Dwayne 
Stiegler, Univ. of Chicago) 

The mesoscale nature of the storm 
is readily apparent from the map of 
the snowfall totals east of Lake 

Ontario (Fig 2). The maximum 
snowfall occurred at Highrnarket, 
where 175 em (69.5 in) accumulated 
over a 2 day period. Only 15 miles 
to the north, storm totals were 15 ern 
(6 in) or less, and the same was true 
about 25 miles to the south (storm 

.. totals dropped off a bit slower to 
the south due to the southward 
migration of the snowband before it 
dissipated). According to Gerald 
Morczk, the cooperative observer at 
Highrnarket, this was one of the 
heaviest snows in his location that 
he could remember. That was a strong 
statement for a spot that averages 
over 225 inches of snow annually! 

The 
for the 
20:1. 

snow to water ratio computed 
Highmarket area was about 

That is not uncommon for Lake 
Effect storms that often occur in an 
"arctic" airmass. Hill(l971) stated 
that snow to water ratios as high as 
50:1 have been reported from these 
events. 

4. Synoptic scale weather pattern 
responsible for the Highaarket 
snowstora. 

During the first week of January 
1988, a 500 mb pattern developed over 
North America that allowed for a 
significant arctic outbreak across 
the Great Lakes Region (Fig 3a). A 
meridional 500 mb ridge was over the 
west coast of North America, and 
there was a deep polar vortex over 
Hudson Bay. On Jan 3rd, a Low north 
of the arctic circle, began to move 
due south toward the upper Great 
Lakes, and carved out a new trough 
that eventually deepened into a 
closed Low just south of James Bay 
Canada (Figs 3b,3c). This position is 
a preferred one for the single band 
storms that occur to the east of 
Lakes Erie and Ontario, due to the 
combination of strong cyclonic 
vorticity advection over a 
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fi_[ 3d. ?OO mb 1200 ~TC Jan 05 19_88 

Fig 3. 500 mb pattern across North America at 1200 UTC on a). Jan 02, b). Jan 03, c). Jan 04, d.) 
Jan 05 1988. Solid lines are geopotential height in decameters and dashed lines are temperature in 
degrees Celsius. (reprinted from Daily Weather Map series). 

pre-existing deep layer of cold air. 

The location of the Low center 
at the 850 mb level and the surface 
was similar to that at 500 mb, the 
feature was nearly vertically stack­
ed. Vertical stacking of the Low 
below 500 mb is a preferred pattern 
for this type of storm. There is 
little change in wind direction with 
height in the mesoscale environment 
of the ellipitically shaped lake, 
especially in the first 3000m of the 
atmosphere. This aids the develop­
ment of a narrow, single band ' of 
snow. By 1200 UTC on the 4th, the 

850 mb Low was also over James Bay, 
and strong cold air advection was 
occurring in its wake across the 
western Great Lakes. (Fig 4a). 

Snowband formation began around 
2100 UTC on the 4th, soon after the 
surface cold front crossed the 
region. Based on interpolation of 
the 850mb temperature field, this was 
also about the time that the temper­
ature difference between the Lake 
(+3C) and the 850 mb layer (N -lOC) 
reached 13C. Holroyd (1972) noted 
that the 13C temperature difference 
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Fig 4. 850mb pattern at 1200 UTC on a). Jan 04 1988, b). Jan 05 1988. Solid lines are 
geopotential height in meters and dashed lines are temperature in degrees Celsius. 

is considered 
initiation of 
formation. 

Based on the 
at Buffalo for 

a benchmark for the 
"pure" lake effect snow 

850 mb wind direction 
1200 UTC on the 5th, 

and some subjective interpolation on 
the part of the author, the 
orientation of the Lake Ontario 
snowband was over the long axis of 
Lake Ontario, while the 850 mb winds 
were abqut 10 to 15 degrees north of 
the long axis of the lake. Although 
ther_e was insufficient data to verify 
this observation, it seems likely 
that the band was exhibiting the same 
shoreline type of characteristic that 
McVehil et al. observed on Lake Erie 
storms. 

The snowband extended parallel 
with, and just north of the south 
shoreline, rema1n1ng stationary 
during the entire night of the 4th. 
There was little synoptic scale 
cloudiness over the Great Lakes, so 
the lake effect clouds were quite 
easy to detect with infrared 
satellite imagery from GOES 
(Geostationary Operational Environ­
mental Satellite) imagery (Fig 5). 
Forecasters at Buffalo consider 

satellite imagery to be the single 
most important operational tool for 
observation and short term 
forecasting of lake effect snow to 
the east of Lake Ontario. This is 
true mainly because network radars 
are located too far from this area to 
detect the low level precipitation 
echoes associated with Lake effect 
snows. The usefulness of infrared 
satellite imagery is bften limited 
during the winter over the Great 
Lakes, due to small differences i~ 

the temperature of the low cloud 

Fig 5. One-mile IR satellite imagery for 0301 
UTC, January 05 1988. Note cold top enhancement 
associated with convective activity at the east 
end of Lake Ontario. 
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· • Radar overlay fro• the WSR-57 radar at WSFO Buffalo, N.Y. for 0335 UTC January 05 1988. 
Contours are !n. linear rather than log mode for better detection of snowfall intensity, which has a 
lower reflectiVIty ca.pared to rainfall. First contour is at full gain and the second countour is 
at 12db. attenuation. 

tops, and cold surface temps. 
However, the relatively warm water of 
the lake, provided good contrast to 
the cold cloud tops, allowing for 
easy detection of the snowband to the 
east of the lake at that time of 
night. 

As with many lake effect storms of 
this category, the Highmarket 
snowburst was also convectively 
active. There were nuaerous reports 
of lightning and thunder over the 
eastern end of the Lake on the 
evening of the 4th. ·Infrared 
satellite imagery indicated cloud top 
enhancement at the eastern en~ of t.he 
lake, and precipitation echoes were 
detected by the Buffalo radar as far 
east as Oswego, with aaximum tops as 
high as 3000 a. (Fig 6). Most often, 
precipitation tops associated with 
lake effect snows are in the range of 
1500 to 2000a (Hill 1971). However, 
as mentioned earlier, single banded 
storms that are accompanied by strong 
synoptic scale forcing, may not be 
limited by the "capping" inversion 
that is present with most lake effect 
snowbands. 'l'here are no upper air 
stations located in close proximity 
to the east end of Lake Ontario, so 

the upper air data from Buffalo, 
located at the eastern end. of Lake 
Erie, was analyzed for the existence 
of an inversion. 'l'he atmospheric 
sounding at Buffalo for 0000 UTC 
January 05 (Fig. 7), was taken just 
before the reports of lightning and 
thunder at the east end of Lake 
Ontario. At this time, a relatively 
deep unstable layer existed from the 
surface through about 650 mb, or 
nearly 3.5 km above the surface. It 

••• 
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Fig 7. Atmospheric sounding at Buffalo N~Y. at 
1200 UTC January 05. Note relatively steep lapse 
rate througn 650 mb. and the drying above 600 mb. 
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was also at this time that the 
cooperative observer at the 
High•arket station reported snowfall 
rates as high as 4 inches per hour. 

The snowband re•ained nearly 
stationary for a most of the daylight 
hours on the 5th, due to very little 
change in the prevailing wind during 
that time. The cold core at 850 mb 
crossed the lake that day (Fig 4b). 
The interpolated temperature at 850 
mb over' the lake was about -25C, 
while t~e temperature of the surface 
of the lake was about +3C. · In 
additio~ to the extreme thermal 
instability over the lake, strong 
cyclonic curvature continued across 
the l'ake, ·as shown on the 1200 UTC 
500 mb analysis (Fig 3c). 

Surface analyses across the Great 
Lakes at 1800 UTC, 05 January 
indicated a trough across the Great 
Lakes, and wind reports hinted at the 
existence of surface convergence 
zones associated with snowbands on 
Lake Erie, Ontario, and Huron (Fig· 
8). 

Fig 8. Contours of Sea level pressure for 1800 
UTC January 05, 1988. Solid lines are pressure 
In millibars, labeled in the tens and units digits. 

Additional 
available 
series of 

surface wind 
during the 

wind towers 

reports were 
5th, from a 

operated by a 

consortium of power companies in New 
York State (Caiazza). A mesoscale 
plot of the tower winds and other 
wind reports around Lake Ontario for 
1800 UTC January 05, indicate very 
clearly the strong mesoscale surface 
convergence zone associated with the 
lake effect snowband (Fig 9). 

0 •• • • 
STATUTE MILI!S 

F 9. Streamlines show mesosca e convergence 
zone associated with the snowband at 1800 UTC 
January 05, 1988. Stippled area locates snowband 
based on satellite imagery. Hatched area is the 
precipitation echo from WS.R-51 Buffalo radar. 

Conditions directly under the 
snowband east of Lake Ontario were 
very treacherous throughout January 
05. The north-south thoroughfares 
that connect downstate New york with 
the "North Country" were closed that 
day, including Interstate 81, the 
•ain artery. Highmarket reported 
nearly 120 em (4. ft) of snow for the 
day. Boonville totalled almost 60 em 
(2 ft) of snow and Pulaski picked up 
40 em ( 16 in) . 

Finally, late on the evening of 
the 5th, the axis of the 500 mb 
trough crossed the lake, and the 
snowband began to move south in 
response to a change in wind 
direction. However, upon close 
inspection of the IR satellite 
imagery from 0330 UTC Jan 06, the 
snowband seemed to maintain its 
west-east orientation over the lake, 
while inland, the band shifted to a 
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northwest-southeast orientation 
10). lt seems possible that 

(Fig 
the 

intense mesoscale convergence zone 
over the lake played an important 
role maintaining the ·orientation of 
the band over the lake, while inland 
the band reacted immediately to the 
synoptic scale windshift. The entire 
band eventually broke up into less 
intense multiple bands southeast of 
the lake, on the afternoon of 06 
January. 

Fig 10. One-mile IR satellite imagery for 0330 
UTC January 06, 1988. Note the bending of the 
snowband down the Mohawk Valley of New York, 
southeast of Lake Ontario, while over the lake, 

. the band maintains a west-east orientation. 

4. Sumaary of forecaata for the 
Eastern Lake Ontario Counties 

The NWS office in Buffalo runs a 
computer program on Al"OS called the 
L.E.G. (Lake Effect Guidance) pro­
duct, which compiles select forecast 
parameters from large scale models 
(Niziol 1987). Based on the L.E.G. 
run for this storm, the forecast 
office issued a "Special Weather 
Statement" for potential snow squall 
activity off Lake Ontario about 24 
hours before the event began. (It 
should be pointed out that lake 
effect snows are commonplace in this 
part of the state, and weather 
statements were in effect previous to 
this event for a lake effect storm on 

January 
snow!) 

02 that produced 20 inches of 

"Snow Squall Warnings" were 
issued for the counties east of Lake 
Ontario about 12 hours before the 
event began. For the Buffalo WSFO 
area of responsibility, the term 
"Snow Squall Warning" is issued when 
lake effect snow bands will cause 
intense snowfall (greater than 6 
inches in a 12 hour period) over 
limited areas. Near zero visibilities 
and rough travel are to be expected 
in the squalls. 

Another "Special Weather 
Statement" updated the warnings as 
the event was beginning on the 
afternoon of the 4th, calling for 
another 11 foot or more snown 
overnight, with areas to the east of 
Lake Ontario being singled out as 
being "hard hit by evening". 

There were some problems with 
forecasting total snowfall amount, 
and when the snowband would actually 
move southward. The NGM and LFM both 
tried to shift the winds a bit 
earlier than they actually shifted, 
and it was felt that the band might 
begin to move southward earlier than 
it did. In addition, standard 
forecast procedure is to predict 
snowband location and orientation 
parallel to the 850 mb wind forecast. 
Because this event took on the 
configuration of a shoreline band, 
the snowband set up a bit north of 
the standard forecast location. How­
ever, forecasters try not to be too 
limiting on areal location, and in 
this case, the public forecasts and 
statements actually worked quite 
well. 

The forecasts did not come near 
the 69.5 inch total that occurred in 
Highmarket, for a reason. Lake 
effect snow forecasts are issued from 
WSFO Buffalo to indicate the 
potential for heavy snowfalls, 
without causing undue panic to the 
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public. Snowfall forecasts are 
categorized in general amounts over a 
discreet period. A typical forecast 
may read, "6 inches or moreu or "a 
foot or more" snow during a 12 hour 
period. By categorizing amounts, and 
leaving the upper end of snow 
accumulation open, school districts, 
highway departments, public 
officials, etc. can institute their 
snow emergency plans. We alert the 
public to significant snowfall 
without causing undue panic. 
"Special Weather Statements" and 
radar summaries are issued as a 
"Nowcast" to update snowband location 
and movement. 

It must be pointed out that 
personal communication can be very 
important in these mesoscale events. 
Early on the morning of the 4th, the 
day the snowstorm developed, the 
public forecaster at WSFO Buffalo 
called the Lewis county sheriff 
department, and briefed the staff 
that "heavy lake effect snows could 
occur over parts of their county for 
the . next couple of days, and as much 
as 3 feet to 4 feet of snow is not 
unlikely for some areas." 

4. SIJJIMARY 

The Highmarket snowburst of 
January 4th and 5th 1988, produced 
one of the greatest snowfall's for a 
particular Lake Effect Snowstorm in 
recent years. Snowfall rates in 
excess of 4 inches per hour at times 
were attributed to a combination of 
factors, strong cold air advection 
over the Lake, strong cyclonic 
vorticity, and "steering winds" 
directed nearly over the longest 
fetch of the lake. A secondary 
effect was most likely the orographic 
influence of the Tug Hill plateau to 
the east of the lake. Local wind 
reports 
strong 
directly 

indicated the presence of a 
mesoscale convergence zone 
under the snowband, which no 

doubt greatly increased 
motion, and consequently, 
rates within the band. 

vertical 
snowfall 

The extreme snowfall total for 
the storm over such a localized area, 
was attributable to wind direction in 
the lower atmosphere that remained 
nearly constant for a 36 hour period. 

Synoptic pattern recognition is 
the first factor the forecaster must 
take into account to anticipate such 
a snow event. A broad 500 mb trough 
over eastern Canada, with a prolonged 
source of arctic air is a necessity. 
In some of the most intense lake 
effect storms that have been studied 
during the past few years by the 
staff at WSFO Buffalo, a select 
synoptic scale pattern seems to 
dominate. Once the 500 mb trough is 
in place over eastern Canada, a 
strong arctic short wave moves down 
the backside of the trough and digs 
around the base, sometimes carving 
out a new closed Low, that crosses 
just south of James Bay. The 
accompanying cyclonic vorticity 
advection destabilizes the lower 
atmosphere, allowing for relatively 
deep convection to occur over the 
eastern Great Lakes. The 500 mb Low 
is usually vertically stacked through 
the lower atmosphere. If the Low is 
slow moving, or the trough is broad, 
the "steering winds" will remain 
nearly constant for an extended 
period of time. This in turn 
produces a stationary band, which can 
produce extreme amounts of snow in a 
very localized area. 

It is 
life that 

a fact of a 
the location 

forecasters 
of a lake 

effect storm, and total snowfall, are 
impossible to predict with total 
accuracy. However, recognizing 
synoptic scale characteristics that 
accompany this type of storm is the 
first step in identifying their 
potential. Following the mesoscale 
features of the snowband in the short 
term (6 hours ·or less), with tools 
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like satellite and radar, can 
significantly aid in the prediction 
of future movement and intensity. 
Each case study that is documented 
and analyzed will no doubt add to the 
local knowledge at the forecast 
office, as has already been the case 
for the WSFO at Buffalo. 

The author wishes to express his 
appreciation to Roger Caiazza, for 
his information on wind tower data. 
Also thanks to Brian Murphy of the 
Ontario Weather Centre and Frank 
Kieltyka of WSFO Cleveland for data, 
comments, and discussion on this 
storm event. Special thanks to 
Dwayne Stiegler from the University 
of Chicago for "Storm Data" figures, 
and Michael Mogil of NESDIS for 
satellite imagery. 
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AN OVERVIEW OF FORECAST SCHEMES USED BY WSFO CLEVELAND, OHIO TO 
FORECAST LAKE EFFECT SNOW 

Frank Kieltyi<a 
WSFO, Cleveland, Ohio 

During the last decade several methods for forecasting lake effect snow 
over Northeast Ohio have been tested by forecasters at WSFO Cleveland 
with limited success. These include the Rothenberg Trajectory 
Envelopes, the Collier Index and the Dockus Lake Effect Scheme. 

The purpose of this paper is not int~nded to show which scheme is 
better, but to indicate some pf the methods that have been used at WSFO 
Cleveland over the years. 

The Rothenberg Trajectory Envelopes: 

The Rothenberg Trajectory Envelopes (figure I) developed by an employee 
at Cleveland in the 60s shows probabilities of lake effect snow 
reaching at least four hundreths of an inch of water equivalent in a 6 
hour period for varying wind directions at Cleveland and Erie, 
Pennsylvania. Rothenberg used 6 hour periods to coincide with the 6 
hour surface trajectory forecast. Rothenberg eliminated all cases where 
fronts or troughs were involved, so _the ~nvelopes were restricted to 
lake effect snows. 

Results from studies done tn·the mid 70s indicated the envelopes were 
helpful in pinpo.iriting the direction that would give lake effect snow. 

The Collier Index: 

The Collier Index (figure 2) provides a 12 hour snowfall forecast and 
was developed for Buffalo in the 60's. The index was modified slightly 
for use in Cleveland. The index used the difference between the lake 
temperature and the 850 mb temperature and the difference between the 
lake temperature and the 700 mb temperature to provide a 12 hour 
snowfall forecast. The snowfall forecast is a maximum amount and 
verification statistics show the index was worthy of further 
consideration. 

The Dockus Lake Effect Scheme: 

The Dockus Lake Effect Scheme for Lake Erie was developed by Dale 
Dockus formerly of the Weather Channel and now a meteorologist with 
Federal Express in Memphis. The method was computerized by Mark Fenbers 
an intern at WSO Columbus, Ohio. 

The scheme considers 3 types of lake snows. 

1) Lake Effect: NVA, fetch 100 miles or more and 850 mb temperatures 
-IOC or colder. 

2) Lake Enhanced: PVA, fetch 40 miles to 99 miles and 850 MB 
temperatures -4C to -9C. 
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3) Combination: PVA, fetch 100 miles or more and 850 mb temperature 
.,-10C or colder. 

The scheme· is computerized for use on the IBM-and generates two 
separate outputs solely based upon the NGM and LFM FOUS/trajectory 
guidance. The output is in the form of 6 hour snowfall. totals through 
48 hours (figures 3A and 38). The Dockus program requires wind 
direction and speed 1 vertical velocities, and 850 mb temperatures. 

All this data can be obtained from the NGM FRHT64. The 850 mb 
temperature is determined by averaging T3 and T5 and the vertical 
velocities are also averaged. 

For the LFM output the wind direction, wind speed and vertical 
velocities are easily obtainable.from the FOUS FRH64. For ease of 
automation the LFM 850 mb temperatures are obtained by using the 24 
hour trajectory forecast and time weighted NGM 850 MB temperatures. 
While the results are deemed satisfactory, if preferred, the 850 MB 
temperatures can be obtained from the graphics and input manually. 

With the Dockus scheme some of the major forecast busts occur when the 
flow is anticyclonic. The scheme tests for this by comparing the wind 
direction at Cleveland versus Dayton and Pittsburgh depending on 
whether the trajectory is from Lake Huron or Lake Erie respectively. 

Fifteen tables are used to take into account the many variations of 
Northeast Ohio Lake Effect (figure 4). Three tables are for enhanced 
lake effect cases, four of the tables take into account combination 
lake effect and eight of the tables are for pure lake effect cases. 

Three maps are used to show the three distinct so.urces of lake-effect 
snow. A Lake Erie Fetch Map (figure 5), A Lake Huron Fetch Map (figure 
6) and a Map for Lake Enhanced cases (figure 7). The maps are divided 
into various regions depending on topography and the boundary layer 
wind direction. Maximum upslope areas are denoted by X, while the lower 
elevations adjacent to the lake or elevations considered to be 
downslope are identified by 0. 

Because of programming problems early in the 1987-88 lake effect.season 
the Dockus Scheme was not verified. However, some subjective 
observations of the scheme showed the LFM seemed to perform better than 
the NGM, the reliability decreased significantly after 30 hours and 
overforecasting was a major problem. In many cases the storm totals 
were good, while the 6 hour totals were poor. 

In the latter part of the 1987-88 winter season significant differences 
were noted between the NGM snowfall QPF and LFM QPF, i.e., the NGM 
forecasted less than a foot of snow over a 48 hour period while over 3 
feet was forecast by the LFM. Actual storm totals were a foot or less. 

An Example: 

All 3 schemes were tested on a January 5-6, 1988 lake effect snowstorm 
that dumped 6 to 18 inches of snow over Northeast Ohio from 
1/5/00Z-1/7/00Z. The output from both the LFM and NGM for this storm is 
contained in figures 3A and 38. 
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Using the boundary layer wind forecast for Cleveland instead of the 
trajectory forecast, the Rothenberg trajectory envelope for Cleveland 
indicated a 50-66% probability of .04 or mo.re of water equivalent in 
each 6. hour period for much of the duration of the storm. On.iy a trace 
of water equivalent was reported at Cleveland. 

The Collier Index was tested using the observed data and the results 
were good in regards to forecasting the highest amounts. For the 48 
hour period from 1/5/00Z to 1/7/00Z 15 or more inches of snow was 
forecasted by the index. 

The Dockus Scheme results were best using the LFM data, even though it 
over-forecasted the ·snow in most areas. The following are forecast and 
observed snowfall in inches for the 48 hour period 1/5/00Z-1/7/00Z. 

AREA LFM NGM OBSERVED 
EOO 1 0 <1 
EXO 2 0 2-6 
E01 13 5 2-6 
EX1 22 13 12-18 
E02 13 1 6-12 
EX2 25 6 12-18 
E03 13 5 10-17 

Conclusion: 

The Dockus scheme is a modernized version of the Rothenberg Trajectory 
Envelopes and the Collier Index. The computer allows the scheme to be 
complex, however, the output (lake effect snow forecasts) can only be 
as· good as the input used to derive the forecasts. To this end, as our 
forecast models improve so will Lake effect snowfall forecasts. 
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DDT:: L.FI1 

-------------------------------------------------------------------------------
First time period ••• <0-o hr ·fest) Valid for period beginning 00Z Jan 5. 
Since no initial LFI-1 VV value is available, an a5i5igned neutral value 
of +.01 is used in its place for this period only. Use cautiously. 
Table o. Winds 30 and 27. 

E00 EX0 E01 EX1 E02 EX2 E03 
1 11 2 11 2 11 4 11 2" 4 11 2 11 

1'1dd 0. 00 inches <water-equivalent) preci p from the synoptic syste;n. 

St.l'cond time period ••• (6-12 hr fest) Valid for period beginning 0oZ Jan 
Tablf> 3• WindG 27 and 27. 

E00 EXIi1 E01 EX.1 E:o2 EX2 E03 
i'" 3" su 3" 

Add 111.00 inches <water-eqLli'val ent) precip from the synoptic system. 

Third t i fR£1 r><>r·iod ••• <12-18 hr fc•t> V•lid for period beginning 12Z Jan 
Table 3. Winds 27 ;md 28 .. 

E00 EX0 E01 EXl E02 EX2 E03 
2" 3" 2" 4" 2" 

Add 0.00 inches (water-equiv•lent) precip from the •ynoptic system. 

5. 

5. 

-----~-------------------------------------------------------------------------
Fourth tinoe period ••• (18-24 hr fc,.t> V•lid for period beginning 18Z J•n 5. 
Table 3. Winds 28 and 27. 

E00 EX0 E01 EX1 ED2 EX2 E03 
2" 3" 2" 4" 211 

Add 0.01!1 inches <water-equivalent) precip from the 5ynoptic system. 

Fifth time period ••• <24-30 hr fcilt) Valid for period beginning 00Z Ji<n 6. 
Table 3. Winds 27 and 28. 

EO Ill EX0 E01 EX1 E02 EX2 E03 
211 3" 2" 4" 2" 

Add lil.00 inches <water-equivalent) precip from the ~>ynoptic systeu1. 

---------------------·--------------------------------------· .. -------------------
Sixth time pe.-i od ••• ( 30-36 hr fest) v .. lid for per·iod beginning 06Z Jan 6. 
1·,-sb 1 e 3. Winds 28 and 28. 

E00 EX0 E01 EX1 E02 EX2 E03 
2" 3 ... 1" 211 1" 

Add 0.0121 i nc:t1eB <water-equiv.al•nt) precip from the synoptic syuten,. 

Seventh time period ••• (36-42 hr fest) Valid for period beginning 12Z Jan b. 
Table 3. Winds 28 and 28. 

EOii!l EX0 E01 EX1 E02 EX2 E03 
2" 3" 1" 2" 1" 

Add 121.01il inches (water-equivalent) precip from the synoptic lilystern. 

-·------------------------------------------------------------------------------
Eighth time period ••• <42-48 
Table 13. Winds 28 0\nd 28. 

hr fest) Valid for period beginning 18Z Jan 6. 

E0121 EX121 E01 EX1 E02 EX2 E03 
111 211 

•'>~dd 0.00 inches cw .. ter-equiv.alent) pn•o:ip fr-om the o;ynoptic .. ., .. tem. 
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DOT: NGI·l 

First time pet-iod ••• <0-6. hr fc:stl Valid for period beginning 00Z Jan 5. 
T"ble 13. Winds 28 and 28. 

EOfll EX0 EOl EXl E02 EX2 E03 
1" 2" 

Add (1).(1)111 inches <water-equivalent) prec:ip from the synoptic: system. 

Second t i fue period ••• (6-12 hr fest l Valid for period beginning 0bZ Jan 5. 
Tablf> 3. Winds 28 and 28. 

E00 EX0 E01 EX1 E02 EX2 E03 
2" :s~·· 1" 211 1" 

Add 0.1110 inches (water-equi~alent) precip from the synoptic system. 

-----~-------------------------------------------------------------------------
Third time period ••• <12-18 hr fest) Valid for period beginning 12Z Jan 5. 
Table 13. Winds 28 and 26. 

EOIIl EX Ill E01 EXl E02 EX2 E03 
1" 1" 1" 

Add 121.0(1) inches <water-equivalent) precip from the synoptic •wstem. 

Fourth time period ••• (18-24 hr fest) Valid for period beginning 18Z Jan 5. 
Table 13. Winds 26 and 28. 

E00 EX0 E01 EXl E02 EX2 E03 
1" 1" 1" 

Add 0.00 inc:he& <water-equivalent) precip from the synoptic system. 

Fifth time period~ •• (24-30 hr fest) V.did for period beginning 00Z J;on 6. 
Table 13. Winds 28 and 28. 

E00 EX0 EOl EXl E02 EX2 E03 
1" 2" 

Add 0,1110 inchea <water-equivMlent> pr .. cip from the Gynop):ic ay&tem. 

Sixth time period ••• <30-36 hr fcfit) Valid for period beginning 06Z Jan 6. 
Table 13. Windo; 28 and 28. 

E00 EX111 .EOl EXl E02 EX2 E03 
1" 211 

Add 0.00 inches <water-equivalent> precip from the synoptic system. 

Seventh time period ... (3b-42 
T;able 13. Winds 28 and 26. 

hr fest) Valid.for period beginning 12Z J11n b. 

E00 EX0 E01 EX1 E02 EX2 E03 
1 11 1" 1 11 

Add 111.00 inches <water-equiv.alent) precip from the synoptic sy .. tem. 

Eighth titne poriod ••• <42-48 hr fest> v .. lid for period beginning 18Z J•n b. 
Table 13. Winds 26 and 28. 

EW111 EX0 E01 EX1 E02 EX2 E03 
1" 1" 1" 

Add 111.0111 inches <water-equivalent) pracip from the !iynoptic system. 

FIGURE 3B THE OOCKUS sb!DlE OOl'PUT USING THE N<Jol, 
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SOCklFAIL (rocHES) FOR GEX:X>RAPHIC I!X:ATICNS (SEE FIGURE 6) 

WIND 
onu;x:nCtls uoo 1101 IIX1 1102 IIX2 1103 HX3 1104 IIX4 1105 1106 

30,33 2" 2" 4" 2" 4" 2" 4" 3" 4" 3" 3" 

30,34 2" 2" 4" 2" 4" 2" 4" 3" 4" 3" 3" 

31,33 2" 2" 4" 2" 4" 2" 4" 3" 4" 3" 3" 

31. 34 2'' 2" 4" 2" 4" 2" 4" 3" 4" 3" 3" 

30,31 2" 2" 4" 2" 4" 2" 4" 2" 4" 4" 5" 

30,32 2" 2" 4" 2 ... 4" 2" 4"· 2" 4" 4" 5" 

31.31 2" 2" 4" 2" 4" 2" 4" 2" 4" 4" 5" 

31,32 2" 2" 4" 2" 4" 2" 4" 2" 4" 4" 5" 

31,35 2" 2" 4" 2" 4" 3" 5" 3" 5" 3" 3" 

32,35 2" 211 4" 2" 4" 3" 5" 3" 5" 3" 3" 

32,32 2" 2" 4" 2" 4" 2" 4" 3" 5" 3" 3" 

32,33 2" 2" 4" 2" 4" 2" 4" '3" su 5" 5" 

32,34 2" 2" 4" 2" 4 ·~ 3" 5" 3" 6" 5" 4" 

32,36 2" 2" 4" 3" 5" 3" 5" 3',' 5" 3" 2" 

33,33 2" 2" 4" 2" 4" 3" 5" 5" 9" 5" 4" 

33,34 2" 2" 4" 3" 5" 4" 8" 5" 9" 5" 3" 

33,35 2" 2" 4" 3" 5" 4" 7" 4" 7" 4" 3" 

33,36 2" 3" 5" 3" ·.5. 3" 6" 3" 5" 3" 2" 

33,01 2" 2" 4" 3" s"u 3" 5" 3" 5" 3" 2" 

34,34 2" 2" 3" 3" 5" 6" 9" 6" 9" 3" 211 

34,35 2" 2" 3" 4" 8" 6" 9" 5" 8" 3" 2" 

34,36 2" 3" 5" 4" 7" 4" 7" 3" 6" 2" 2" 

34,01 3" 3" 5" 3" 6" 3" 5" 3" 5" 2" 2" 

34,02 3" 3" 5" 3" 5" 3" 5" 3" 5" 2" 2" 

.35. 35 2" 3" 5" 6" 9" 6" 9" 3" 5" 2" 2" 

35,36 3" 4" 7" 6" 9" 4" 7" 2" 4" 2" 2" 

35,01 3" 4" 6" 4" 7" 3" 5" 2" 4" 2" 2" 

35,02 3" 3" 6" 3" 5" 3" 5" 2" 4" 2" 2" 

36,36 3" 6" 8" 6" 8" 3" 5" 2" 4" 2" 2" 

36,01 4" 5" 8" 4" 7" 2" 4" 2" 4" 2" 2" 

36,02 4" 4" 6" 3" 5" 2" 4" 2" 4" 2" 2" 

36,03 3" 3" 5" 2" 4" 2" 4" 2" 4" 2" 2" 

36,04 3" 3" 5" 2" 4" 2"" 4" 2" 4" 2" 2" 

01,01 6" 4" 6" 2" 4" 2" 4" 2" 4" 2" 2" 

01,02 5 .u 3" 5" 2" 4" 2" 4" 2" 4" 2" 2" 

01,03 3" 2" .4" 2" 4" 2" 4" 2" 4" 2" 2" 

01,04 3" 2" 4" 2" 4" 2" 4" 2" 4" 2" 2" 

02,02 4" 2" 4" 2'' 4" 2" 4" 2" 4" 2" 2" 

FIGURE 4·· SN:liFAIL AMXJNl'S (<no!BINATICN CASES AF1'ER OOCKUS) FOR\1ARi'IN3 
WIND DIRECI'IGIS l\ND GroGRAPHIC ARFAS. 
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FIGURE 5 MAP USED WHE~ JHE FLOW· IS OVER LAKE ERIE. 
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FIGURE 6 MAP USED WHEN THE FLOW IS OVER LAKE HURON. 
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FIGURE 7 MAP USED FOR LAKE-ENHANCED CASES. 
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SNOW FORECASTING: COMMENTS ON A FEW LOOSE ENDS 

Edward C. Johnston 
National Weather Service Forecast Office 

Milwaukee, Wisconsin 

INTRODUCTION 

Accurate prediction of heavy snow band location continues to be one 
of the greatest challenges faced by the operational forecaster. There 
are numerous published guidelines used to aid in positioning these bands 
in mature storm situations. But there is much to consider before 
applying these "rules" ••• and many less mature systams to deal with that 
are also capable of producing heavy snowfall. This paper concentrates 
mainly on the latter type of system. It attempts to organize a few ideas 
and comment on one of the more important positioning guidelines that 
could use soma clarification. 

DISCUSSION 

The forecaster must make a series of important determinations in 
the course of a d11veloping wint•r storm situoation. A s;ample thought 
process which might b11 fol.lowed is suggest11d in Figure 1 in the form of 
a "decision tr•e". 

The first consideration is the type of snow producing event on11 is 
dealing with. Simply stated ••• strong upward vertical motion associated 
with significant snowfalls is mainly generated either by warm air 
advection (isentropic lift), or vorticity advection (increasing with 
heightl ••• or both. 

In an ideal situation, they would appear to work together in the 
manner suggested in Figure 2. Southwest flow ahead of an upper level 
trough becomes strongest over a tight thermal baroclinic zona, due to 
the additive effect of the thermal wind. This in turn intensifies the 
cyclonic shear zone just to the left of the "jet", where one or more 
vorticity maxima may form and move up along the shear zone. 

Meanwhile downstream ••• a strengthening lower level jet is beginning 
to "overrun" the baroclinic zona. This strong vertical motion leads to 
precipitation being deposited just north of the thermal ribbon ••• which 
then coincides with the band of maximum vorticity advection along the 
shear zone. This combination would produce the heavies~ snows. 
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Figure 2: Shear Vorticity and Wann Air Advection 

But these precesses often work separately. The warm advection 
•now ;ar~• i;a cftmn well ahead cf the vorticity inducad band ••• and net 
directly downstream. I~ any event, each must be evaluated individually, 
tl'>•n ccrnbinad to coma up with the final forac.;uat locat.icna ••• .asa ;;hewn in 
the table. The remainder of this discussion deals mainly with the right 
side of the tabl s. E:cperi enca suggest :a that correct adjustments hare 
provide one of the most reliable indic.ators of eventual heaviest snow 
band position. 

Note that vorticity induced snows are grouped into two categories 
for developing storms. Straight jet/strong cyclonic shear zone vorticity 
systemsare of the type described in Figura 2 ••• where a jet streak races 
out ahead of the main upper trough. Figure 3 shews an example of this 
type of system. Warm air advection and shear vorticity advection are 
working together along much of the "anhancad band" southern edge 
<Beckman, 1987) to produce heavy snow. The vorticity canter is moving 
toward Iowa from southwest Kansas. Nota that its path is only 1 -degree<60 nautical milasl from the enhanced band southern edge. 
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Figure 3: Satellite Image from 22DOZ 3-28-87 

One of the established guidelines (Gorea-Vounkin, 1966) for 
positioning snow bands states that the heaviest snow will fall 2.~ 
degrees north of the vorticity canter track. we can sea in Figura 3 that 
this is apparently not always true. Mora will be said about this 
shortly. 

Figure 4 shows the progression of the system downstream. Vorticity 
advection and warm advection were still combining to produce heavy snow 
along the enhanced band southern edge ••• still about 1 degree north of 
the vorti ci t1( canter track·. 

Figure 4: 1500Z 3-29-88 
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An example of a developing upper level lew type of snow band is 
shewn in Figures 5 through 10. 

In figure 5 ••• the system was still an open trough. The vorticity 
center was moving eastward along the Minnesota-Iowa border. at the time, 
heavy snow was falling at Rochester, Minnesota CRSTl under the southern 
edge of the enhanced clouds·, again abcu.t 1 degree left of the vorticity 
center path. Rochester received ever 13 inches from this storm. Based en 
the previous examples, the tendency would have been to extrapolate the 
heavy snow band downstream into southern Wisconsin. 

The NGM 500 mb projection fer 12Z the next day is shewn ~n Figure 
6. The vorticity center near the Wisconsin-Illinois border continues 
tracking eastward. But the model prints cut an upper lew in southern 
Wisconsin. This will prove to be a key to the future evolution of this 
system. 

Going back to the satellite picture at 0200Z <figure 7l, it was 
already becoming apparent that a closed cyclonic circulation aloft was 
forming along the Minnesota-Iowa border. The "dry slot" was beginning to 
wrap around the developing lew. In doing so, the dry air pushes the 
enhanced band northward, further away from the track of the circulation 
center. (Note that in the straight jet system, the dry slot punches 
downstream- but does net wrap around the vorticity center •• due to the 
lack of a closed circulatic~ 

In figure B, the dry slot has curled into the northwest quadrant of 
the circulation. Note that' the slot has pushed the southern edg~ of the 
enhanced band a full 2.5 degrees north of the circulation center. This 
is new in agreement with the Gcree-Ycunkin vorticity center track vs. 
s~ow band ralaticnship mentioned earlier. · 

Figure 9 shews the upper lew/circulation canter continuing eastward 
into Lower Michigan. Figure 10 shews the resultant snow band the next 
day. Note again that the band position varies from l ·degree north cf the 
vorticity center track in Minnesota (shewn earlier) to 2.5 degrees north 
of the upper lew/circulation center track in northern Wisconsin. 

It is very important that this adjustment be made if a snow system 
develops from -~n open trough cr 11hear zone iJ'Itc an upper lew. IT it 
remains in a sh,ar zone configuraticn ••• as is frequently the case when a 
jet streak comas, cut ahead of the main trough ••• the snow band will 
likely be closer to 1 degree north of the vorticity center/shear zone 

path. '\_ 

\ 
\ 

. '-:--
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Figure 5: 2100Z 4-26-88 

Figure 6; NGM 500 mb vr 1200Z 
4-27-88 
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Figure 7: 0200Z 4-27-88 



Figure 8: 1200Z 4-27-88 Figure 9: NGM 500 rnb VT OOZ 4-28-88 

Figure 10: 1430Z 4-28-88 
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CONCLUSIONS 

The forecaster in an impending winter storm avant is faced with tha 
situation of "so much to consider in so little time", He or she needs 
reliable and simplified solutions to a complex problem. 

This paper attempts to make a little progress toward that goal, It 
also suggests that by recognizing the upper air processes in a heavy 
snow systam ••• ona will be focusing en one of the most dependable 
parameters - since the lower level scenario responds to developments 
aloft. 

The examples presented attempt to clarify an important relationship 
between the path of the vorticity/circulation canter of a snow system 
and that of the re!lultant heavy snow band. Making the proper adju!ltments 
hara ••• as shewn in the discussion presented ••• will hopefully lead to 
mere consistently reliable results when putting the complete package 
together, 
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ERICA Plans for Winter Storms Field Study 

Ron Hadlock, Battelle Ocean Sciences 
Carl W. Kreitzberg, Drexel University 

The Experiment on Rapidly Intensifying Cyclones over the Atlantic field study will be 
conducted between 1 December 1988 and 28 February 1989. The oceanic area that is 
approximately bounded by the Gulf Stream and North ·America, from coastal Carolina to just east 
of Newfoundland, will be the region for special observations obtained by recently-developed 
measurement systems including high-resolution and safe Loran-e dropwindsondes, CLASS 
rawinsondes, an array of drifting data buoys, and multiple airborne Doppler radars. The special 
observations will be acquired within a framework of all conventional operational data available 
for the eastern United States and Canada including that from the national weather services' land 
sites (plus supplemental rawinsonde observations), ocean platforms, U. S. Air Force WC-130 
National Winter Storms Operational Plan reconnaissance flights, and civilian and military 
weather satellites. Satellite imagery and soundings will be available in real-time and archived 
through facilities of NOAA and the military. 

The research program, which was initiated by and is funded by the Office of Naval Research, 
has been joined by many partners in research, including a dozen universities and about two 
dozen governmental organizations from the United States and Canada. Together, the participants 
will obtain the special and conventional data and assure its timely availability to researchers, 
including critically important data from aircraft: two NOAA/OAO WP-3Ds, the NCAR Electra and 
Sabreliner, and NRL and operational Navy P-3s. Research aircraft operations will be based at 
the Naval Air Station, Brunswick, Maine, and coordinated by Carl Kreitzberg, utilizing facilities 
provided by the U.S. Navy. 

The field study will be directed by Ron Hadlock from NOAA's World Weather Building 
(WWB), Camp Springs, Maryland. At the WWB, ERICA forecasters and storm nowcasters, 
coordinated by Gregory Forbes, The Pennsylvania State University, will work closely with NOAA 
National Meteorological Center and National Environmental Satellite Data and Information 
Service personnel in facilities provided by those organizations. An ERICA Forecast Center at the 
Atmospheric Environment Service's Maritimes Weather Centre, Bedford, Nova Scotia, will 
participate in the forecasting/nowcasting decision-making processes. Additionally, special 
ERICA data will be acquired at operational and research sites in Atlantic Canada. Communications 
among all of these locations, and with aircraft in flight, are crucially important; the pre-ERICA 
field test - aircraft measurements on a rapidly-intensifying storm during January 1988 -
showed that electronic mail, telephone, and telephone facsimile links for information and data 
transfer are effective. 

The goals of the field study are to better understand the physical processes occurring in the 
atmosphere during the rapid intensification of winter storms at sea; to identify characteristics 
of the storms that can be used to predict their behavior; and to determine which of the physical 
processes need to be incorporated into numerical prediction models to better forecast the 
storms. 

ERICA plans have pr'oceeded from s~weral planning workshops and are documented in the 
ERICA Overview (March 1987), Field Implementation Plan (November 1987), and Field 
Operations Plan (July 1988 and update - November 1988)., along with storm climatological 
studies and journal articles in press, e.g., the November 1988 issue of the Bulletin of the 
American Meteorological Society. 
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ERICA -- EXPERIMENT ON 
RAPIDLY INTENSIFYING CYCLONES OVER THE ATLANTIC 

Gregory S. Forbes 
The Pennsylvania State University 

ERICA: FIELD PROGRAM PLANS 

Special data sets will be collected over the western North 
Atlantic during winter 1988-89 in intense winter storms that 
intensify rapidly during periods of about a day or less. In many 
cases the bulk of the lowering of the central pressure in the 
deepening cyclone occurs in one or more 6-hour periods, or 
"explosive phases", in which the central pressure falls at least 
10 mb/6h. The objective of the data collection is to enable 
post-field-phase determination of the processes that drive these 
explosive phases, as contrasted with processes at work during 
more normal deepening rates. · 

Data will be collected ·on about 8 storms; of which i't is 
intended that 4-6 will be of the rapid deepening type and 2-4 
will be "normal". The intensive obser'l(ing period, or IOP, will 
normally be about 36h and include observations before, during, 
and after the "explosive" phase. Because the scientific 
objectives are all concentrated on the explosive phase of the 
cyclogenesis, IOP duration and total number of 'days of data 
collection are expected to be more controlled than in GALE, in 
which many different weather scenarios required data collection. 
While GALE almost turned into one 60-day IOP, data will be 
collected in ERICA on no more than about 16 days spread over 
three months, due to limited objectives, limited resources, and 
limited numbers of explosive storms expected. This will allow 
for more analysis and real-time learning than proved possible 
during GALE. There could very well be a lull of two weeks in 
duration when the long-wave pattern is adverse, especially around 
the time of the January thaw. 

Two NOAA P-3 aircraft, .. eac:h equipped with a tail Doppler 
radar, will be used to deploy ERICA dropwindsondes, collect 
Doppler radar data, and perform other in situ measurements. The 
NCAR Sabreliner and NCAR Electra aircraft will be made available 
for high-level and low-level special missions, resp·ectively, 
during much of the 3-month field experiment. A Naval Research 
Laboratory P-3 will be available for deployi~g drifting buoys and 
dropwindsondes during a portion of the field experiment. The Air 
Force is very excited to participate in ERICA through the NOAA 
Winter Storms Operations Plan CNWSOPl, and will be using aircraft 
equipped to provide wind· <plus normal thermodynamic:) data mast, 
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if not all, of the time. Jhe~e will 
special ~awinsonde launches in the 
sites, and a special su~face mesonet 
Penn State UHF wind profiler will be 
base th~oughout ERICA. 

be 6-hou~ly and 3-hourly NWS 
U.S. and Canada, 7 CLASS 

on coastal Nova Scotia. The 
deployed at Otis Air Force 

The ERICA Ope~ations Plan describes the details of the 
experiment. In a nutshell, the data collection st~ategy is to 
obtain meso-alpha-scale data (100 km or coarser resolution) at 6-
hou~ly inte~vals and fine~-scale data for limited inte~vals and 
regions during the period f~om about 18 hou~s· prior to the start 
of rapid deepening until after the ~apid deepening has ceased. 
The meso-alpha-scale data set will be collected by land-based 
rawinsondes, NWSOP dropwind- sondes, and specially designed P-3 
missions which enable two P-3 aircraft to collect data 
simultaneously for about an hour at "synoptic" times. The fine~­
scale data will be collected from the Sab~eliner and Elect~a, 
from the P-3 Dopple~ ~adars, and via 2-hou~ special obse~ving 
sessions between pe~iods of P-3 dropwindsonde releases. 

The ERICA Fo~ecast Office activities will begin on 27 
Novembe~ 1988, in order to be p~epa~ed fo~ data collection on 1 
Decembe~. The two basic functions of the Fo~ecast Office will be 
(1) to issue medium-range (1-4 day) outlooks and fo~ecasts of the 
likelihood of ~apid cyclone deepening <nominally 10 mb pe~ 6hl 
over the western Atlantic in order to activate and deactivate 
data collection facilities and (2) to issue nowcasts at frequent 
intervals to brief and update mission scientists participating in 
the airborne data collection. 

Since conventional data over the ocean are sparse in space 
and time, nowcasting activities, which will require accu~ate 
knowledge of· the position and movement of the surface low and 
uppe~-ai~ forcing, will normally need to be done at a location 
where the special (i.e., real-time ERICA) data are available. 
Since NMC and Satellite Applications Lab facilities a~e 

available in the World Weather Building <WWBl in Camp Sp~ings, 
MD, it was decided to locate the ERICA Forecast Office there. 

The 1987-88 expe~iment demonstrated that the outlook/ 
fo~ecast prepa~ation can be done quite effectively f~om a 
diversity of sites using conventional data and guidance products 
and disseminated via electronic mail. Thus, it is likely that 
some of the outlooks/forecasts can be prepa~ed f~om remote sites, 
requiring fewer personnel at the ERICA Forecast Office. This is 
desirable, as space at WWB is limited. It.will be necessa~y to 
operate the ERICA Forecast .Office using a "skeleton crew" of 
forecasters at WWB on a daily basis, plus outlook/forecasters at 
remote sites and with teams of nowcasters ready to mobilize to 
WWB for periods of a few days whenever. an ERICA storm is 
forecast. Remote participation, and most dissemination of 
forecasts and nowcasts, will be via electronic mail <OMNETl • 
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ERICA: MISSION ACCOMPLISHED 

Since the Workshop summary was not finalized until after 
ERICA data collection was concluded, the following preliminary 
summary was added. Overall, ERICA was extr-emely successful. 
Although the winter was not very snowy along the East Coast, and 
despite much of t~e winter being characterized by a 500 mb ridge 
off the Southeast Coast, 4 legitimate rapidly deepening cyclones 
and 3 marginal-rat~ deepening cyclones occurred within the ERICA 
domain. The strongest of these cyclones reached a central 
pressure of 938 mb south of 40N, and is believed to be one of the 
deepest extratropical cyclones ever occurring that far south over 
the western Atlantic. ERICA was successful not only because 4 
rapidly deepening cyclones were measured, but also because most 
of the lesser storms had intriguing mesoscale structures. Unlike 
some field projects in which only a portion of the data collected 
is_later used extensively in research, most of the ERICA_cases 
seem to merit considerable study in the years to come. 

A preliminary summary of the intensive observation periods 
<IOPs) and limited. observation periods <LOPs> follows. 

Cases of Rapid Deepen~rs ( > 10 mb/6h ) 4 

• lOP 2 18mb/6h 
lOP 4 20mb/6h 
lOP 5 20mb/6h 
LOP SA -- 15mb/6h 

13-14 December 1988 
3-4 January 1989 
18-19 January 1989 
20-21 January 1989 

Cases of Marginal Rapid Deepeners < 8 - 10 mb/6h ) -- 3 

IOP 1 
IOP 3 
IOP 8 

8mb/6h 
9mb/6h 
9mb/6h 

9-10.December 1988 
17-18 December 1988 
24-25 February 1989 

Comparison Cases <weak to normal deepening rates) -- 3 

LOP 6P 
LOP 6 
lOP 7 

27 January 1989 
8 February 1989 
12-13 February 1989 

/ 
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