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Toward a unified parameterization of
three dimensional turbulent transport in
high resolution numerical weather
prediction models
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In numerical weather prediction (NWP) models, horizontal and vertical turbulent mixing is
parameterized separately within the dynamic solver of a model and by a one-dimensional standalone
moduleoutside thedynamic core. Thismethodbecomesproblematic asmodel resolution increases to
the gray zone of turbulence parameterization where three-dimensional (3D) anisotropic turbulence
tends to generate inter-connected horizontal and vertical mixing that cannot be artificially separated.
To remediate the problem, a 3D scale-aware (SA) turbulence scheme based on a generalized
turbulence closure applicable across scales has been developed and implemented in the Hurricane
Analysis and Forecast System (HAFS). Simulations of 11 Atlantic basin storms of 2024 show that the
new scheme substantially improves HAFS’s forecasting skill for storms with hurricane strength,
suggesting that an appropriate account for 3D anisotropic turbulent transport is important for track
and intensity forecast of tropical cyclones and provides a venue for realistically representing sub-grid-
scale turbulence in NWP.

One of the greatest challenges in numerical weather prediction (NWP) is
how to appropriately treat the sub-grid-scale (SGS) transport inducedby the
unresolved turbulent eddies. The problem is intrinsic to numerical models
that utilize discretized grids to simulate the continuous atmospheric flow.
Because of the nonlinear interaction between the resolved and unresolved
motions, inclusion of SGS processes in the grid-box-mean governing
equations results in new second-order terms, causing the otherwise closed
forecasting system described by the physical laws to be no longer closed.
This is the notorious closure problem for any dynamic models for simu-
lating turbulent flow. To close the system, the second-order moments must
be parameterized based on the model-resolved variables. The nature of the
problemmaybeunderstood byKolmogorov’s spectrumof turbulent kinetic
energy (TKE)1. The turbulent energy peaks at large eddies with scales of a
few hundred meters2. These energy-containing eddies are generated by the
instabilities of themeanflowandobtain energy directly from themeanflow,

and thus, they are fundamentally anisotropic. With the decrease of scales,
eddies become less flow dependent and contain less energy. On the energy
spectrum, there exists an intermediate range of scales, known as the Kol-
mogorov inertial subrange1, where the net incoming energy from larger
eddies is in equilibrium with the net energy cascading down to smaller
eddies. Eddies with sizes smaller than the inertial subrange are commonly
considered to be isotropic.

Because of the distinct characteristics between anisotropic large and
isotropic small eddies, parameterization of SGS turbulence is a scale-
sensitive problem. At one extreme where the model grid spacing falls in or
below the inertial subrange, the energy-containing eddies are explicitly
resolved.The remainingunresolved isotropic small eddiesneed tobe treated
three-dimensionally (3D) to account for their induced directionally inde-
pendent mixing. This type of high-resolution simulations is known as the
large eddy simulations (LESs). Most common 3D turbulence schemes used
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in LESs include the 3D Smagorinsky–Lilly scheme3 and the 3D Deardorff
TKE scheme4. A short review of classic 3D schemes for LESs is provided in
Section 4: Methods.

At the other extreme as the case of large-scale and mesoscale (LSMS)
models where model resolution is too coarse to resolve energy-containing
eddies, parameterization needs to account for the directionally different
turbulentmixing inducedbyanisotropic large eddies.The currentmethod is
to treat horizontal and vertical turbulent mixing separately in the model’s
dynamic solver and a standalone one-dimensional (1D)module outside the
dynamic core, often known as the planetary boundary layer (PBL) scheme.
There are scientific and technical reasons for such separate treatments of
horizontal and vertical turbulent mixing. Technically, since most model
physics, such as microphysics and radiation, are parameterized in a 1D
vertical column framework, it is natural to parameterize vertical turbulent
mixing in the same 1D framework so that different model physics can be
bundled together in a so-called model physics package outside the model
dynamic core. However, since this 1D column framework only allows for
vertical gradient calculation, horizonal turbulent mixing must be treated
within the dynamic solver where the required horizontal gradients can be
calculated. This technical separation of vertical and horizontal turbulent
mixing parameterization under a model’s infrastructure is supported by
scientific considerations. First, since the vertical gradients of grid-boxmean
variables are normally much larger than the corresponding horizontal
gradients at low resolutions, it is scientifically sound to separate the vertical
andhorizontal turbulentmixing parameterization. Second, there are unique
vertical turbulent processes associated with shallow clouds (stratocumulus
and fair-weather cumulus) andnon-localmixing induced by large turbulent
eddies that require special treatment. These processes are relatively easy to
handle in a 1D column framework.

In between the LES and LSMS extremes is the so-called gray zone
where energy-containing eddies arepartially resolved.Classic 3Dturbulence
schemes designed for LESs cannot be extended to the gray zone since the
unresolved eddies are no longer isotropic. To date, all full-physics dynamic
models for NWP retain the separated parameterization strategy for treating
vertical and horizontal turbulent mixing. But the methodology becomes
problematic since in the gray zone the 3D anisotropic turbulent eddies tend
to generate inter-connected horizontal and vertical mixing that cannot be
artificially separated.

An integrated parameterization for inter-connected anisotropic 3D
turbulent mixing is particularly important to numerical simulations of
phenomena that consist of both deep and shallow convections. One
example is the tropical cyclones (TCs). Figure 1 shows the distinct vertical
thermodynamic structure in different regimes of TC inner core. The ther-
modynamic structure in theTCeye and themoat inbetween the eyewall and
rainbands shares similar characteristics to that of typical fair-weather con-
ditions in that the turbulent boundary layer is separated from the free
atmosphere above by a capping inversion layer. In the deep convective
eyewall and rainbands, however, no such interface exists to separate the
turbulence generated by the boundary layer processes and cloud processes
aloft. The boundary layer there becomes ill-defined as the air is pulled up

into the active convection5–9. LargeTKEextending from the surface to upper
troposphere in the eyewall and rainbands has been shown by numerical
simulations10,11 and confirmed by the airborne Doppler radar
observations12,13. The thermodynamic structural change in the transition
from deep to shallow convection regimes implies that the 3D turbulent
mixing is important there.Moreover, both observations and LESs show that
turbulent eddies experience large lateral gradients across the eyewall, rain-
bands, and themoat in between (SupplementaryNote 1 andSupplementary
Fig. 1), resulting in comparable and inter-connected horizontal and vertical
turbulent mixing14,15. Such an inter-connected 3D turbulent mixing poses a
challenge for the separated vertical and horizontal turbulence para-
meterizations currently used in operational forecasting models. Finally, as
model resolution increases, the 3D shear production of TKE becomes
important (Supplementary Note 2 and Supplementary Fig. 2), but it is not
considered in the separated turbulent mixing parameterizations.

There have been efforts to develop 3D turbulence parameterization for
the gray zone. These include extending the 3D Smagorinsky–Lilly model
beyond the LES limit16, using a simple weighting function to blend a con-
ventional 1D non-local PBL scheme with the 3D Smagorinsky–Lilly
model17, merging the LES and LSMS extremes using a scale-aware (SA)
mixing length formulation18, and developing a 3D-SA TKE scheme by
blending the 3DDeardorff TKEmodelwith a 1DPBL scheme including the
non-local mixing effects19. However, many issues regarding 3D turbulence
parameterization applicable to the gray zone remain to be addressed. First,
previous studies only focusedon thedry convective boundary layer (CBL) in
horizontally homogenous conditions. It has never been explored how ani-
sotropic 3D turbulent mixing can be realistically parameterized in different
weather conditions includingweather extremes, such asTCswheredifferent
convective regimes possess distinct thermodynamic and turbulence struc-
tures. Second, no 3D-SA turbulence scheme has ever been developed for
operational NWP models and tested in real-time or near real-time opera-
tional forecasts. Finally, one of NOAA’s ongoing strategic efforts is to
transition from maintaining multiple, separate weather prediction systems
to a single Unified Forecast System (UFS, https://www.ufs.epic.noaa.gov/).
UFS with the Finite-Volume Cubed-Sphere Dynamical Core (FV3)20 is a
paradigm shift that encourages and promotes a collaborative, community-
based development approach to accelerate research and improve the
accuracy of NWP across scales. This motivates us to develop a 3D-SA TKE
scheme compatible with the FV3 dynamic core and implement it in UFS’s
Hurricane Analysis and Forecast System (HAFS). The goal is to improve
HAFS’s skill in operational forecast of TCs at the current resolution and
higher resolution in future.

Results: Improved HAFS’s forecasting skill by the 3D-
SA TKE scheme
We have developed an all-weather condition 3D-SA TKE scheme for UFS
models and implemented it in the latest operational HAFSv2. The scheme
has several unique features. First, it includes anisotropic TKE shear pro-
duction tensor and 3D TKE turbulent transport and pressure diffusion.
Second, it is a ‘wet’ scheme formulated with thermodynamic variables

Fig. 1 | Potential temperature (θ) profiles in dif-
ferent regimes of TC inner core. a–d Profiles of
potential temperature (θ) from 20 individual drop-
sondes collected within the radii of 150 km from the
storm center of Hurricanes Earl (2010), Harvey
(2017), Irma (2017), Dorian (2019), and Ida (2021).
The soundings are classified into storm eye, eyewall,
moat, and rainbands based on the wind speed,
relative humidity, and radial distance to the storm
center. Note that for Harvey, Irma, Dorian, and Ida
the reconnaissance flight level is about 3 km, there-
fore, soundings above that are not available.
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conserved for the moist adiabatic processes to allow for an appropriate
consideration of the buoyancy induced by clouds. Third, it considers non-
local vertical mixing induced by large turbulent eddies generated by the
bottom-up forcing associated with surface heating and top-down forcing
associated with cloud-top radiative cooling and entrainment instability of
shallow clouds. Fourth, it partially unifies the vertical turbulent mixing
parameterizationwith the FV3horizontal divergence damping based on the
predicted TKE. Finally, scale awareness is realized by blending turbulent
eddydiffusivity, non-localmixingfluxes, andTKEdissipation length scale at
the LES and LSMS extremes using partition functions empirically for-
mulated basedon the ratio ofmodel resolution to the scale of large turbulent
eddies19. Detailed description of the scheme is presented in Methods. The
research-to-operation transition of the scheme for the operational HAFS is
now underway at the EnvironmentalModeling Center (EMC) of NOAA.A
version of HAFSv2 with the 3D-SA TKE scheme is available at https://
github.com/hafs-community/HAFS/tree/feature/hafs.v2.0.1_3dtke.

The model tested in this study is HAFSv2.0.1, which is the baseline for
the upcoming HAFSv2.1 targeting to be implemented for operational
forecast in July 2025. HAFSv2.0.1 utilizes the new operational Real Time
Ocean Forecast System version 2.5 (RTOFSv2.5). To evaluate the perfor-
mance of the 3D-SA TKE scheme in HAFS’s real-time operational forecast
setting, which currently uses a horizontal resolution of 2 km, EMC con-
ducted two sets of parallel experiments using HAFSv2.0.1, named HFXR
and HFXT hereafter. They are exactly the same except that HFXR uses

HAFS’s default 1D Eddy-Diffusivity-Mass-Flux (EDMF) TKE scheme21,
whereas HFXT activates the 3D-SA TKE scheme. Each set of experiments
simulated 11 Atlantic basin hurricanes and tropical storms of the 2024
season. Table 1 summarizes the names of storms, storm intensity, date and
time of initial and last cycle, and number of cycles being simulated for each
storm. In total, 290 cycles have been simulated for each set of experiments.

Figure 2 compares theperformanceof storm trackpredictionbyHFXR
and HFXT. The spread of the forecast errors with respect to the Best-Track
data is measured by the standard error of the mean (SEM) defined asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
ðxi��xÞ2

ðN�1Þ�N

r
, where x denotes a generic variable and N is the number of

samples. The statistics show that there is a clear improvement in storm track
forecast by the 3D-SA TKE scheme after 72 h in lead time. The decom-
position of the total track error into the along- and cross-track components
shows that the improvement mainly comes from the cross-track forecast.
There aremultiple factors thatmay lead to the along- and cross-track errors
including steering flow, convection patterns, andmodel limitations that fail
to capture the complex interaction between the ambient flow and storm
convection22,23. The nearly identical along-track errors produced by HFXR
andHFXT indicate that the two sets of experiments simulated similar storm
translation speeds, which aremainly governed by the ambient steering flow.
The reductionof cross-trackerrors inHFXTmaybe attributed to the impact
of 3D turbulent transport processes on the distribution and intensity of
eyewall and rainband convection.

Table 1 | Information about the storms simulated by HFXR and HFXT

Storm name Storm No. Intensity Initial cycle Ending cycle Number of cycles

Beryle 02 L MH 2024062818 2024070818 41

Debby 04 L TS 2024080218 2024080812 24

Ernesto 05 L HR 2024081118 2024082006 35

Francine 06 L HR 2024090912 2024091200 11

Gordon 07 L TS 2024091112 2024091806 28

Helene 09 L MH 2024092312 2024092712 17

Kirk 12 L MH 2024092918 2024100706 31

Leslie 13 L HR 2024100212 2024101212 41

Milton 14 L MH 2024100512 2024101012 21

Oscar 16 L HR 2024101906 2024102212 14

Rafael 18 L MH 2024110400 2024111012 27

Fig. 2 | Statistics of track errors of all simulation cycles. Statistics of a total storm
track errors, b absolute cross-track errors, and c absolute along-track errors with
respect to the Best-Track data for all 290 simulated cycles by the two sets of

experiments (HFXR and HFXT). The light transparent shades indicate the standard
error of the mean (SEM). The numbers in cyan color at the bottom indicate the
number of simulated cycles at different forecast lead times.
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Figure 3 compares the performance of storm intensity prediction by
HFXR and HFXT. The absolute errors of both the maximum surface wind
speed (VMAX) and the minimum storm central pressure (PMIN) are
reducedby the 3D-SATKEscheme in the late forecast lead timesbetween96
and 120 h. Amarginal reduction in absolute errors of VMAX by the 3D-SA
TKE scheme is also seen for lead times between 36 and 72 h. The most
prominent feature is that the 3D-SA TKE scheme reduces the negative bias
of VMAXofHFXR consistently formost of the forecast lead times (Fig. 3b).

Tobetter understand the improvementof trackand intensity forecast by
the 3D-SA TKE scheme, we classified the total simulation cycles into strong
and weak categories based on storm’s initial intensity ≥ 64 knots (i.e.,
hurricane strength) or < 64 knots (i.e., tropical storm or weaker systems). Of
the total 290 simulation cycles, 141 and 149 cycles are classified into the
strong and weak categories, respectively. The results show that the
improvements in storm track and intensity forecast shown in Figs. 2 and 3
mainly come from the strong-category cycles. Figure 4 shows the statistics of
forecast errors of track, VMAX, and PMIN for the strong category cycles,
where improvements in track forecast (mainly the cross-track forecast) are
seen after 72 h in lead time, and the improvements in intensity forecast (both
absolute errors inVMAXandPMIN) are shown as early as 36 h in lead time.
The paired Student’s T-tests show that the improvements in track forecasts,
mainly the cross-track forecasts (Fig. 4a, b), by the 3D-SA TKE scheme are
significant at 95% confidence level for lead time beyond 72 h, and the
improvements in intensity forecastsmeasured by the error biaseswith signof
VMAX and PMIN (Fig. 4d, f) are significant at 95% confidence level for lead
time beyond 84 h. Improvements in intensity forecast measured by the
absolute errors of VMAX and PMIN appear to be less significant, but small
P-values of ~0.05–0.1 are seen in lead time of ~36–60 and ~100–120 h for
VMAX(Fig. 4c), and~48–72and~96–120 h forPMIN(Fig. 4e), respectively.

In contrast, no apparent improvement or downgrade of track and
intensity forecast is seen for theweak category cycles (SupplementaryNote 3
and Supplementary Fig. 3). The Student’s t-tests show that the differences of
track and intensity forecasts by HFXR and HFXT are not statistically sig-
nificant. The results shown in Fig. 4 and Supplementary Fig. 3 suggest that
an appropriate account for 3D turbulent processes becomes increasingly
important for forecasting stronger TCs. The reason is that large turbulent
eddies generatedby shear and buoyancy production becomemore energetic
as a storm intensifies. Combining with the enhanced lateral contrast across
the eyewall, rainbands, andmoat in between, these energetic eddies result in
stronger inter-connected 3D turbulent transport in the TC inner core.

We now examine the individual storms simulated by HFXR and
HFXT. Figure 5 shows the composite storm intensities and tracks of

HurricanesKirk (2024) andLeslie (2024) frommultiple simulation cycles by
HFXR and HFXT, respectively, compared with the Best-Track data. For
Kirk (2024) and Leslie (2024), the 3D-SATKE scheme reduces the intensity
forecast error, in particular, HFXT captures the second intensity peak of
Leslie (2024) to some extent after a temporary weakening, which is largely
missed by HFXR. The 3D-SA TKE scheme also improves the storm track
forecast ofKirk (2024) slightly as theTCvortex turns north andnortheast in
the later part of the simulations. In the case of Leslie (2024), the large spread
in track forecast byHFXR in the late simulationhours (indicatedby the large
blue error bars) is substantially reduced in the HFXT simulations.

To further examine the differences of simulated TC vortices between
HFXR and HFXT, Fig. 6 shows the satellite images of 37 horizontally-
polarized (37H) Special Sensor Microwave Imager/Sounder (SSMIS)
brightness temperatures TB (K) ofHurricanes Kirk, Leslie, andMilton at an
instant time during their intensification stage compared with the corre-
sponding simulated 37HSSMISTB (K) at the closest time to satellite images
byHFXRandHFXT, respectively. Since the satellite observations have a low
resolution of ~3728 km and operational HAFS has a resolution of 2 km, an
apple-to-apple comparison is not possible. Nonetheless, both HAFS
simulations qualitatively reproduced the observed magnitudes of TB and
the global asymmetric structure of TC including the major spiral rainband
features for all three storms. A noticeable difference between HFXR and
HFXT is that the latter produced a somewhat more well-defined eyewall
than the former and the structure in HFXT is closer to observations.

Since there were reconnaissance flights flying into Milton (2024), the
Milton simulations may be further evaluated against the airborne Tail
Doppler Radar retrievals. Figure 7 compares the radar retrieved horizontal
distribution of tangential wind at 1-km altitude and radius-height structure
of azimuthal-mean radar reflectivity and tangential wind at 01Z Oct. 07,
2024, with the corresponding simulated fields fromHFXR andHFXT.Note
that the simulated tangential wind and reflectivity are the composites of 5
simulation cycles (2024100518–2024100618) at 00Z Oct. 07, 2024. Both
HFXR and HFXT reasonably reproduced the observed magnitude of 1-km
tangential wind and the size of TC vortex, but HFXT simulates a slightly
better asymmetric structure of tangential winds. It is evident from the peak
tangential wind in the west quadrant, which shifts slightly northward in
HFXT consistent with the radar observations, but it shifts southward in
HFXR.While bothHAFS simulations appear to underestimate the observed
vertical and radial extent of azimuthal-mean reflectivity and the vertical
extent of azimuthal-mean tangential wind, HFXTproduced a slightly better
radius-height structure of azimuthal-mean reflectivity and tangential wind
than HFXR in terms of vortex depth.

Fig. 3 | Statistics of intensity errors of all simulation cycles. a absolute errors of the
predictedmaximum surfacewind speed (VMAX),b error biases with sign ofVMAX,
c absolute errors of the predicted minimum storm central pressure (PMIN) with

respect to the Best-Track data. The light color shades denote SEM. Numbers in cyan
color at the bottom indicate the number of simulated cycles at different forecast
lead times.
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Finally, it is worthwhile examining the predicted TKE from a scheme
formulated with TKE. Figure 8 compares the azimuthal-mean predicted
TKE averaged over the intensification period of Hurricane Kirk (00Z Oct.
2–00ZOct. 4, 2024) from the simulation cycle of 2024092912 byHFXR and
HFXT. Large TKE occurs in the low troposphere in the vicinity of the
eyewall. The magnitude of simulated TKE is comparable to that retrieved
from airborne radars12,13. ComparedwithHFXR,HFXT produces the larger
TKE near the eyewall in the low troposphere where the horizontal shear is
themost prominent. The large differenceofTKEbetweenHFXRandHFXT
occurs near the boundary layer top (Fig. 8d), which is consistent with the
LES result (Supplementary Fig. 2), suggesting that the 3D-SA TKE scheme
captures the 3D turbulent transport processes in the vicinity of the eyewall.
We also examined the sensitivity of the predicted TKE to model resolution
in idealized HAFS simulations. The results show that the 3D-SA TKE
scheme captures the eyewall TKE in the upper troposphere resembling that
of Doppler radar retrievals12,13 as the model grid spacing reduces to 1 km
(Supplementary Note 4 and Supplementary Fig. 4).

As stated previously, the current operational HAFS uses a horizontal
grid resolution of 2 km. To examine the sensitivity of the 3D-SA TKE
scheme to model horizontal resolution, using HAFSv2.0.1 in the real-time
operational forecasting setting except for horizontal resolution, we simu-
lated Hurricane Milton (2024) with different horizontal resolutions of
800m, 1 km, 1.5 km, 2 km, 4 km, and 8 km. For each resolution, 21 simu-
lation cycles from 2024100512 to 2024101012 with an interval of 6 hours
were conducted. Due to the limited computational resources, the 800-m

resolution simulations can only be run for ~54 – 60 forecast hours.
Therefore, comparisons among the sensitivity experiments with different
resolutions were only made up to 54 hours, although low resolution simu-
lationswere run for 126 hours. Figure 9 compares the errors of the simulated
storm track and intensity with respect to the Best-Track data. The statistics
show that the higher resolution simulations (800m, 1 km, and 1.5 km)
overall produce smaller track and intensity errors than the lower resolution
simulations (2 km, 4 km, and 8 km) althoughwith exceptions. For example,
the 8-km resolution simulations produce the smallest cross-track error, but
they also produce the largest along-track error, which dominates the cross-
track error.

Two things need to be acknowledged here. First, the results could be
affected by the small sample size from simulations of one storm. Therefore,
there is an uncertainty of the sensitivity shown in Fig. 9. Second, evaluation
of the sensitivity of a turbulence scheme tomodel resolution under complex
TC conditions is a complicated problem. Unlike the dry CBL whose char-
acteristics are largely determined by the turbulent mixing processes, the
evolution of a TC and its inner-core structure also depend strongly on cloud
microphysics and other processes in addition to turbulentmixing.Asmodel
resolution increases, fine scale cloud processes resolved by the model and
possibly improved representation of microphysics at the finer grids can all
affect TC simulations. How to appropriately separate the effect of turbulent
mixing from other complications resulting from moist convection is an
important issue that needs to be addressed. We will tackle the problem in
our future study. Nonetheless, the sensitivity results shown in Fig. 9 at least

Fig. 4 | Statistics of forecast errors of simulation cycles with hurricane strength.
a total track errors, b absolute cross- and along-track errors, c absolute errors of
VMAX, d error biases of VMAX with sign, e absolute errors of PMIN, and f error
biases of PMINwith sign for simulation cycles with intensity ≥ 64 knots. Light color

shades denote SEM. Green and gray lines scaled to the axes on the right indicate the
P-values of Student’s t-tests of the forecast errors by HFXR and HFXT. Numbers in
cyan color at the bottom indicate the number of simulated cycles at different forecast
lead times.

https://doi.org/10.1038/s41612-025-01117-6 Article

npj Climate and Atmospheric Science |           (2025) 8:223 5

www.nature.com/npjclimatsci


suggest that the 3D-SA TKE scheme functions well in TC simulations for a
range of horizontal resolutions.

Discussion
How to realistically parameterize SGS anisotropic 3D turbulent mixing in
the gray zone is a longstanding problem of NWP. Previous attempts for
developing 3D turbulence parameterization in the gray zonemainly focused
on the dryCBL inhorizontally homogenous conditions19,24. In this study,we
have developed a 3D-SA TKE scheme applicable to all conditions including
weather extremes, such as TCs, for UFS operational models with the FV3
dynamic core and implemented it in HAFS. The goal is to enhance
operationalHAFS’s skill inpredicting storm trackand intensity ofTCsat the
current resolution and higher resolutions in future. The developed 3D-SA
TKE scheme has been tested in the latest version of HAFS (HAFSv2.0.1)
targeting operational implementation of the 2025 season. EMC conducted
two sets of parallel experiments that simulated 11 Atlantic basin storms of
the 2024 season in HAFS real-time operational forecast setting totaling 290
cycles. These two experiments are exactly the same except that one uses
HAFS’s default 1D EDMF TKE scheme, and the other activates the 3D-SA
TKEscheme.Comparisonof the simulated storm tracks and intensitieswith
the Best-Track data shows that the 3D-SA TKE scheme improves HAFS
forecast skill by reducing the forecasting errors of cross-track, VMAX, and
PMIN in day 4 and day 5 of forecast lead time. Classifying the total simu-
lation cycles into the strong and weak categories based on the intensity
threshold of 64 knots (i.e., hurricane strength) reveals that the improve-
ments in forecasting skill mainly come from the strong category where the
improvements are statistically significant at 95% confidence level according
to the Student’s t-tests, suggesting that an appropriate account for the 3D
turbulent transport processes becomes increasingly important for track and
intensity forecasts as a storm intensifies. Comparisons with the satellite and
airborne radar observations also show that the HAFS with the 3D-SA TKE

scheme produces better vortex inner core structures during the storm
intensification than the default HAFS. In short, validations of model’s
performance inHAFSoperational setting showpromising results of the 3D-
SA TKE scheme in enhancing operational HAFS’s skill in storm track and
intensity prediction. The transition from research to operation is now
underway at EMCofNOAA. Finally, we note that although the 3D-SATKE
scheme has been developed within HAFS, its implementation in the FV3
dynamic core and the Common Community Physics Package (CCPP25)
makes it ready to be used in other UFSmodels. In addition to the research-
to-operation transition of the scheme inHAFS, EMC is now also testing the
3D-SA TKE scheme in operational Global Forecast System (GFS) model.

For future work, we will focus on the following areas. First, the main
task of this studywas to develop a 3D-SATKE scheme forUFSmodels and
examine its performance in HAFS operational setting that uses a 2-km
resolution for thenesteddomain.At sucha resolution, the benefit of using a
3D-SA turbulence scheme may be limited. It is expected that the 3D tur-
bulence parameterizationwill have a stronger impact onTC simulations as
model resolution increases. Although in this study we conducted experi-
ments to examine the sensitivity of the 3D-SA TKE scheme to model
resolution, only one storm has been tested with limited cycles. We are
planning to continue exploring the sensitivity of HAFS simulations to
model grid resolution when more computational resources are available.
Second, as stated in Methods, HAFS uses different turbulence closures to
parameterize SGS turbulent mixing: the classic K-closure for handling
vertical mixing closed by eddy diffusivity and divergence damping for
treatinghorizontalmixing closed by damping coefficients. In this study,we
integrated the secondorder divergence dampingwith the vertical turbulent
mixing parameterization based on the predicted TKE. We will continue
working with scientists at the Geophysical Fluid Dynamics Laboratory
(GFDL) of NOAA to explore dynamically consistentmethods to apply the
3D-SA TKE-based damping to physical quantities beyond the horizontal

Fig. 5 | HAFS’s prediction of hurricanes Kirk (2024) and Leslie (2024).
a–f Composite storm intensity (VMAX and PMIN) and track of Hurricanes Kirk
(2024) and Leslie (2024) from multiple simulation cycles by HFXR and HFXT,
respectively, compared with the Best-Track data. The light color shades in the left
and middle columns are SEM of the predicted intensity errors. The vertical and

horizontal bars in the right column denote the standard deviations of the predicted
storm center latitudes and longitudes with respect to the Best-Track data. The
numbers in cyan color indicate the number of simulation cycles at different forecast
lead times.
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winds within FV3. Third, recent studies showed that the improvements in
1D PBL scheme enhance the skill of HAFS-B in predicting TCs26,27. This
motivates us to further examine the performance of the 3D-SA TKE
scheme in HAFS-B simulations in our future study. Finally, current
numericalmodels consist of a dynamic core and a separate physics package
constructed in 1Dvertical column framework. Such amodel infrastructure
works well for coarse-resolution models. However, as model resolution
increases, the 3Dphysical processes become increasingly important, which
raises a concern if the coupling method by transferring data between the

separated dynamic core and 1Dphysicsmodules can realistically represent
the dynamics-physics interaction in the real atmosphere. In the case of our
3D-SATKE scheme, it involves bothFV3dynamic core and1DCCPP.The
data transfer between them is a potential obstacle hindering model effi-
ciency, accurate implementation of physical processes, and tight coupling
between dynamics and physics. One method to solve the problem is to
integrate physical processes directly within the dynamic core. One notable
success has been with the GFDL microphysics28,29, which is implemented
directly within the dynamic core30, allowing for a tight integration between

Fig. 6 | Simulated TC structure compared with satellite observations.
a, d, g Satellite images of 37 horizontally-polarized (37H) SSMIS brightness tem-
peratures TB (K) of Hurricanes Kirk, Leslie, and Milton at an instant time during

their intensification (curtesy to the Naval Research Laboratory MarineMeteorology
Division). b, c, e, f,h, iThe corresponding simulated 37HSSMISTB (K) at the closest
time to satellite images from HFXR and HFXT, respectively.
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dynamic and thermodynamic processes. As indicated by Eq. (1) in
Methods, the tendencies induced by turbulence are directly involved in the
momentum budget, thus, it requires a tight coupling between the resolved
dynamic processes and SGS turbulence processes. This issue may be
addressed by integrating the 3D turbulent mixing parameterization
directlywithin the FV3dynamic core.Wewill explore the possibility in our
future studies.

Methods: A 3D-SA TKE scheme applicable to the
gray zone
Thegrid-boxmeangoverning equationsofmomentummaybe expressed as,

∂�ui
∂t

¼ ��uj
∂�ui
∂xj

� ∂�p
�ρ∂xi

� 2ϵijkΩηj�uk þ δi3g �
∂u0iu

0
j

∂xj
; ð1Þ

where u is the velocity component, subscript indices i; j; k ¼ 1; 2; 3 indi-
cate x; y; z directions in a local Cartesian coordinate, p is the pressure, ρ is
the air density, g is the gravity, Ω is the Earth’s angular velocity,
ηj ¼ ½0; cos ϕ; sin ϕ], ϕ is the latitude, δij is the Kronecker delta function,

ϵijk is the Levi-Civita function, overbar and prime indicates the grid-box

mean and perturbation away from the mean. � ∂u0iu
0
j

∂xj
represents the

tendencies thatmust be determined parametrically by a turbulence scheme.
At the LES resolution, only isotropic small eddies need to be parameterized,
therefore, turbulent flux is often assumed to follow the local down-gradient
transport theory3,

�u0iu
0
j ¼ kmðlesÞ�Sij; �Sij ¼

∂�ui
∂xj

þ ∂�uj
∂xi

 !
; i; j ¼ 1; 2; 3; ð2Þ

where kmðlesÞ is the eddy diffusivity at the LES extreme, which is the same in
all directions under the isotropic assumption. In the 3D Smagorinsky–Lilly
model, kmðlesÞ itself is assumed to be the function of local 3D gradients,

kmðlesÞ ¼ c2s l
2
ðlesÞ �Sij
��� ���; ð3Þ

where cs is Smagorinsky constant. Under the assumption that the rate of
energy cascade equals the rate of energy dissipation, it can be shown

cs ¼ ð3π4=32 αÞ�3=4
, where α is Kolmogorov constant3. In LES applications, cs

Fig. 7 | Simulated Milton (2024) compared with Doppler radar observations.
a, d, gHorizontal distribution of tangential wind at 1-km altitude and radius-height
structure of azimuthal-mean reflectivity and tangential wind of Hurricane Milton

(2024) at 01Z Oct. 7, 2024, from airborne tail Doppler radar retrievals.
b, c, e, f, h, i The corresponding fields at 00Z Oct. 7, 2024, from HFXR and HFXT.
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often takes a value of ~0.1 – 0.28. lðlesÞ is the turbulent mixing length at the
order of model grid spacing.

Alternatively, kmðlesÞ may be parameterized in terms of TKE, e ¼ 1
2u

0
iu

0
i,

as,

kmðlesÞ ¼ cmlðlesÞ
ffiffi
e

p
; ð4Þ

where cm is a coefficient. The first 3D TKE scheme was developed to
simulate themixing layer topped by stratocumulus4. It is now known as the
3DDeardorff TKEmodel inwhichTKE is prognostically determined by the
TKE budget equation,

∂e
∂t

¼ ��uj
∂e
∂xj

� u0iu
0
j
∂�ui
∂xj

þ δi3
g

θv
u0iθ

0
v �

∂

∂xi
u0i eþ p0

�ρ

� �" #
� ε; ð5Þ

where θv is the virtual potential temperature and ε is the TKE dissipation
rate parameterized as,

ε ¼ e3=2

lðlesÞ=cε
; ð6Þ

anddissipation coefficient cε canbe shown tobe cε ¼ πð 23αÞ
3
2 3.

lðlesÞ
cε
is knownas

the TKE dissipation length scale at the LES extreme:
In fact, Eq. (4) may be derived from the simplified TKE budget

equation. Assuming that there is a balance between shear production and

dissipation of TKE, Eq. (5) reduces to �u0iu
0
j
∂�ui
∂xj

¼ ε. Inserting Eq. (2), Eq.

(3), and Eq. (6) into this simplified equation, it yields Eq. (4) with

cm ¼ c4=3s c1=3ε ¼ 1
π ð 23αÞ

3=2. One limitation of the 3D Smagorinsky–Lilly
model is that the effect of static stability on turbulent mixing is not con-
sidered. To solve the problem, stability correction is often added to the 3D
Smagorinsky-Lilly model to account for the complication from the thermal
stratification31. The 3D Deardorff TKE model, on the other hand, success-
fully included the stability effects on SGS turbulent mixing since the TKE
budget includes buoyancy production or suppression of TKE. Moreover, a
TKE scheme does not need PBL height information and can be applied to
both deep and shallow convection regimes provided that TKE production,
suppression, transport, and dissipation can be appropriately determined.
The eddy diffusivity for heat and moisture may be taken as4,

kh lesð Þ ¼ kq lesð Þ ¼ 1þ 2
lðlesÞ
Δs

� �
km lesð Þ; Δs ¼ ðΔxΔyΔzÞ1=3

lðlesÞ ¼ 0:76
ffiffi
e

p ð g
θl

∂θl
∂z Þ

�1=2
; ∂θl

∂z > 0

lðlesÞ ¼ Δs; ∂θl
∂z ≤ 0

8>>>><
>>>>:

; ð7Þ

where �θl is the liquid water potential temperature.
Applying Eq. (2), the 3D shear production of TKE in Eq. (5) may be

expressed in terms of eddy diffusivity and 3D wind shear as,

�u0iu
0
j
∂�ui
∂xj

¼ km lesð Þ 2 ð∂�u
∂x

Þ
2

þ ð∂�v
∂y
Þ
2

þ ð∂�w
∂z

Þ
2� 	

þ ∂�u
∂y

þ ∂�v
∂x

� �2

þ ∂�u
∂z

þ ∂�w
∂x

� �2

þ ∂�v
∂z

þ ∂�w
∂y

� �2
( )

ð8Þ

In a 1DTKE scheme, only vertical shear ð∂�u∂zÞ
2 þ ð∂�v∂zÞ

2
n o

is considered.
However, Eq. (8) cannot be extended to the gray zone since eddy diffusivity
is no longer isotropic in the gray zone.

Fig. 8 | SimulatedTKE fromHurricaneKirk (2024). a,bRadius-height structure of
azimuthal-mean simulated TKE averaged over 00Z Oct. 2–00Z Oct. 4, 2024, from
the simulation cycle 20240912 of Hurricane Kirk (2024) by HFXR and HFXT,

respectively. c Difference of azimuthal-mean TKE between HFXT and HFXR.
d Vertical profiles of azimuthal-mean TKE at the radius of 50 km from HFXR
and HFXT.
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To appropriately account for the directionally different 3D turbulent
mixing induced by the anisotropic eddies in the gray zone, the fundamental
turbulence closure needs to be modified. To allow for anisotropic turbulent
mixing, Eq. (2) may be generalized as,

�u0iu
0
j ¼ km i; j


 � ∂�ui
∂xj

þ km j; i

 � ∂�uj

∂xi
; ð9Þ

where km i; j

 �

and km j; i

 �

are the shear-direction dependent eddy

diffusivity. Note that km i; j

 �

does not necessarily equal km j; i

 �

due to the
anisotropic nature of eddies. For example, for i ¼ 1; j ¼ 3, Eq. (9) becomes
�u0w0 ¼ km x; zð Þ ∂�u∂z þ km z; xð Þ ∂�w∂x , wherekm x; zð Þdenotes the vertical eddy
diffusivity associated with the vertical gradient of x-direction wind
component, whereas km z; xð Þ is the horizontal eddy diffusivity associated
with the x-direction gradient of vertical velocity. For isotropic conditions,
km i; j

 � ¼ km j; i


 � ¼ kmðlesÞ and Eq. (9) reduces to Eq. (2). Assuming that
all horizontal eddy diffusivities associated with horizontal gradients are the
same, and all vertical eddy diffusivities associated with vertical gradients are
the same, i.e.,

km x; xð Þ ¼ km y; x

 � ¼ km z; xð Þ ¼ km x; y


 � ¼ km y; y

 � ¼ km z; y


 � ¼ kðhÞm

km x; zð Þ ¼ km y; z

 � ¼ km z; zð Þ ¼ kðvÞm

(
;

ð10Þ
where kðhÞm and kðvÞm are the horizontal and vertical eddy diffusivity in the gray
zone, respectively. Then, usingEq. (9) andEq. (10), the 3D shear production

becomes,

�u0iu
0
j
∂�ui
∂xj

¼ kðhÞm 2 ð∂�u∂xÞ
2 þ ð∂�v∂yÞ

2
h i

þ ∂�u
∂y þ ∂�v

∂x

� �2
þ ð∂�w∂xÞ

2 þ ð∂�w∂yÞ
2

h i
þ ∂�w

∂x
∂�u
∂z þ ∂�w

∂y
∂�v
∂z

� �� 


þkðvÞm 2ð∂�w∂z Þ
2 þ ð∂�u∂zÞ

2 þ ð∂�v∂zÞ
2

h i
þ ∂�w

∂x
∂�u
∂z þ ∂�w

∂y
∂�v
∂z

� �n o
:

ð11Þ
For isotropic turbulence, kðhÞm and kðvÞm becomes km lesð Þ, and Eq. (11)

reduces to Eq. (8). kðhÞm and kðvÞm in the gray zonemaybe obtained by blending
the eddy diffusivities at the LES and LSMS extremes19,

kðhÞm ¼ 1� f p

� �
kmðlesÞ þ f pk

ðhÞ
mðlsmsÞ

kðvÞm ¼ 1� f p

� �
kmðlesÞ þ f pk

ðvÞ
mðlsmsÞ

8><
>: ; ð12Þ

where kðhÞmðlsmsÞ and kðvÞmðlsmsÞ are the horizontal and vertical eddy diffu-

sivities at the LSMS extreme. Since the 3D-SA TKE scheme will
asymptotically approach to a 1D PBL scheme at the LSMS extreme, and

in our case, it is designed for HAFS, kðvÞmðlsmsÞ is taken as that of HAFS

default 1D EDMFTKE scheme21. However, since the FV3 dynamic core
does not use classic K-closure but employs the so-called divergence

damping to parameterize horizontal momentum diffusion, kðhÞmðlsmsÞ is
not available in HAFS (Details of how to incorporate the 3D-SA TKE

scheme with FV3 are provided in Section 4.5). For this reason, kðhÞmðlsmsÞ is

Fig. 9 | Sensitivity to model horizontal resolution. Statistics of a total track errors,
b absolute along-track errors, c absolute cross-track errors, d absolute errors of
VMAX, e error biases of VMAX with sign, and f absolute errors of PMIN as the
function of forecast lead time for simulations of HurricaneMilton (2024) at different

horizontal resolutions of 800 m, 1 km, 1.5 km, 2 km, 4 km, and 8 km. Numbers in
cyan color at the bottom indicate the number of simulated cycles at different forecast
lead times.
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simply taken as,

kðhÞmðlsmsÞ ¼ cmhA
1=2 ffiffi

e
p

; ð13Þ

where cmh is an adjustable empirical coefficient, here taken as 0.1. A is the
horizontal area of a grid box. One reason to choose Eq. (13) is that both
horizontal and vertical diffusion can be parameterized consistently basedon
the predicted TKE. The horizontal eddy diffusivity for heat andmoisture at
the LSMS extreme, then, is taken as,

kðhÞhðlsmsÞ ¼ kðhÞqðlsmsÞ ¼ kðhÞmðlsmsÞP
�1
r ; ð14Þ

where Pr is the turbulent Prandtl number.
The SA feature of the scheme is realized though a partition function

f p ¼ f pð
ffiffiffi
A

p
Sle
Þ, where Sle denotes the scale of large eddies. When the model

grid spacing
ffiffiffiffi
A

p
is much smaller than Sle (LES extreme), the unresolved

small eddies become isotropic, f p ¼ 0, and the directionally different eddy

diffusivities kðhÞm and kðvÞm become isotropic eddy diffusivity kmðlesÞ. Con-

versely,when themodel grid spacing
ffiffiffiffi
A

p
ismuch larger than Sle, f p ¼ 1 and

kðhÞm and kðvÞm reduce to kðhÞmðlsmsÞ and k
ðvÞ
mðlsmsÞ at the LSMS extreme. For our 3D-

SA TKE scheme, Sle is set to the larger value between the diagnosed PBL
height and the height where TKE decreases to 50%of themaximumTKE in
a vertical column. This is based on the consideration that large eddies in the
boundary layer are constrained by the capping inversion if it exists. How-
ever, when an inversion does not exist like the deep convective eyewall and
rainbands (Fig. 1), the PBL height diagnosed from the bulk Richardson
number21mayunderestimate the scale of large eddies, therefore, we useTKE
as an additional criterion for estimating the scales of large eddies. The
criterion of 50% of the maximum TKE is chosen based on the sensitivity
tests (Supplementary Note 5 and Supplementary Fig. 5). For very stable
conditions, Sle takes the mixing length computed in the 1D TKE scheme.

The empirical formula of f pð
ffiffiffi
A

p
Sle
Þ derived from LESs19 is adopted in our

scheme. The same blending as Eq. (12) is, then, applied to the eddy diffu-

sivity of heat andmoisture to obtain kðhÞh , kðhÞq , kðvÞh , and kðvÞq in the gray zone.

The eddy transport of TKE and pressure diffusion,� ∂
∂xi

u0i eþ p0
�ρ

� �� 	
,

is another term in the TKE budget that needs to be treated anisotropically in
the gray zone. Following the anisotropic down-gradient transport of Eq. (9),
the term may be parameterized as,

� ∂

∂xi
u0i eþ p0

�ρ

� �" #
¼ ∂

∂x
2k hð Þ

q
∂e
∂x

� �
þ ∂

∂y
2k hð Þ

q
∂e
∂y

� �
þ ∂

∂z
2k vð Þ

q
∂e
∂z

� �
:

ð15Þ

For isotropic small eddies, k hð Þ
q and k vð Þ

q become kqðlesÞ at the LES
extreme and Eq. (15) reduces to that of the 3DDeardorff TKEmodel4. TKE
is treated as a tracer in HAFS similar to moisture and hydrometeors, thus,
k hð Þ
q and k vð Þ

q are used in Eq. (15).With the known bottom and top boundary

conditions of TKE, ∂
∂z 2k vð Þ

q
∂e
∂z

� �
is solved implicitly via a tridiagonal solver.

However, since the lateral boundary conditions of TKE are unknown due to
the parallel calculation depending on the assigned computer nodes,
∂
∂x 2k hð Þ

q
∂e
∂x


 �
þ ∂

∂y 2k hð Þ
q

∂e
∂y


 �
is calculated as an explicit tendency term and added into

the TKE budget equation.

Finally, the parameterization of TKE dissipation in the gray zone takes
the form of 32,

ε ¼ e3=2=lε; ð16Þ

where lε is the TKE dissipation length scale in the gray zone, which may be
parameterized by blending the corresponding length scales at the LES and

LSMS extremes as,

lε ¼ 1� f εp

� � l lesð Þ
cε

þ f εp
lðvÞðlsmsÞ
cεðlsmsÞ

; f εp ¼ f εp

ffiffiffiffi
A

p

Sle

� �
; ð17Þ

where f εp is the partition function for dissipation coefficients19. For
f εp ¼ 0 or 1, Eq. (17) reduces to

l lesð Þ
cε
and

lðvÞðlsmsÞ
cεðlsmsÞ

at the LES and LSMS extremes,
respectively. Since cε considers isotropic 3D TKE dissipation and cεðlsmsÞ
considers 1D TKE dissipation, Eq. (17) provides a way to account for ani-
sotropic 3D TKE dissipation in the gray zone as

ffiffiffi
A

p
Sle

changes. The vertical
mixing length lðvÞðlsmsÞ and TKE dissipation coefficient cεðlsmsÞ take those of 1D
EDMFTKE scheme21 since the 3D-SA scheme asymptotically approaches a
1D PBL scheme at the LSMS extreme.

The 3D-SA TKE scheme is designed for UFS operational models
applicable to all weather conditions. Latent heating is an important
mechanism for the buoyancyproductionofTKE in the clouds. Studies show
that the turbulent transport induced by cloud processes above the boundary
layer in the eyewall and rainbands plays an important role in TC
intensification13,33. The effect of cloud induced buoyancy onTKEgeneration
maybe included in the schemeusing theBrunt-Väisälä frequencyN2 for the
saturated atmosphere containing liquid- and solid-phasehydrometeors. For
a “dry” scheme formulated by the thermodynamic variables not conserved
formoist adiabatic process, such as, temperature,potential temperature, and
water vapor mixing ratio, a stability correction is needed by explicitly
including the effects of liquid- and solid-phase hydrometeors in the formula
of N233. Alternatively, N2 can be calculated using the thermodynamic
variables conserved for moist adiabatic process, such as liquid-ice static
energy Hli ¼ cpdT þ gz � L ql þ qi


 �� Lf qi and total water mixing ratio
qt ,

N2 ¼ bh
∂�Hli

∂z
þ bq

∂�qt
∂z

; ð18Þ

where bh and bq are coefficients resulting from the derivations of moist
thermodynamics21,34. Once N2 is determined, the buoyancy production of
TKE can be calculated as,

g

θv
w0θ0v ¼ �k vð Þ

h

g
�θv

∂ �θv
∂z

¼ �k vð Þ
h N2: ð19Þ

The non-local mixing at the LES extreme is typically negligible as the
local down-gradient transport induced by small eddies dominates, but it
becomes increasingly important asmodel grid resolution decreases into the
gray zone. For the current 3D-SA TKE scheme, only vertical non-local
mixing is considered. We are working on the methods to parameterize
horizontal non-local mixing, which will be included in the future version of
the scheme. The total vertical turbulent fluxes in the gray zone may be
decomposed into local and non-local components as,

u0iw0 ¼ �kðvÞm
∂�ui
∂z þ u0iw0NL

ϕ0w0 ¼ �kðvÞh
∂�ϕ
∂z þ ϕ0w0NL

8<
: ; ð20Þ

where ϕ is a generic scalar. �kðvÞm
∂�ui
∂z and �kðvÞh

∂�ϕ
∂z are handled by the local

down-gradient parameterization described previously. u0iw0NL and ϕ0w0NL

represent the non-local vertical fluxes in the gray zone, which can be
calculated by blending their counterparts at the LES and LSMS extremes19,

u0iw0NL ¼ f pnl
ffiffiffi
A

p
Sle

� �
u0iw0NL

ðlsmsÞ; i ¼ 1; 2

ϕ0w0NL ¼ f pnl
ffiffiffi
A

p
Sle

� �
�ϕ0w0NLðlsmsÞ

8><
>: ; ð21Þ

https://doi.org/10.1038/s41612-025-01117-6 Article

npj Climate and Atmospheric Science |           (2025) 8:223 11

www.nature.com/npjclimatsci


where f pnl
ffiffiffi
A

p
Sle

� �
is a partition function fornon-localfluxeswith f pnl ¼ 0 and

1 at the LES and LSMS extremes respectively. Note that the non-local
transport is assumed to be zero at the LES extreme. The non-local vertical
fluxes at the LSMS extreme are determined using themass-flux approach21,

u0iw0NL
ðlsmsÞ ¼ Mup uiup � �ui

� �
þMdw uidw � �ui


 �
ϕ0w0NLðlsmsÞ ¼ Mup ϕup � �ϕ

� �
þMdw ϕdw � �ϕ


 �
8><
>: ; ð22Þ

where Mup and Mdw are the convective mass flux associated with the
coherent updrafts and downdrafts, and uiup, uidw, ϕup, and ϕdw are the
horizontal wind components and scalar associated with updrafts and
downdrafts, respectively. The terms on the right-hand side of Eq. (22)
represent the non-local fluxes induced by the coherent updrafts and
downdrafts resulting from the bottom-up forcing associated with the
surface heating and top-down forcing associated with the cloud-top
radiative cooling and cloud-top entrainment instability of shallow
stratocumulus, which are calculated following 1D EDMF TKE scheme21.

As stated previously, turbulence parameterization is to parametrically
determine the tendencies induced by SGS turbulence in the grid-box mean
governing equations. Using the momentum budget as an example, it is

� ∂u0iu
0
j

∂xj
. HAFS parameterizes the horizontal component of the tendency

(� ∂u0u0
∂x � ∂u0v0

∂y and� ∂v0u0
∂x � ∂v0v0

∂y ) in the FV3 dynamic core and the vertical

component (� ∂u0w0
∂z and� ∂v0w0

∂z ) in the 1D EDMFTKE scheme. In FV3, the
so-called divergence damping is used to parameterize the horizontal
momentum diffusion. The governing equations of horizontal winds are
expressed as20,

�unþ1 ¼ �un þ � � � þ δ
δx ðνd∇2NDÞ þ δ

δx ðν2dDÞ
�vnþ1 ¼ �vn þ . . .þ δ

δy ðνd∇2NDÞ þ δ
δy ðν2dDÞ

(
; ð23Þ

where D is the horizontal divergence along a Lagrangian surface. The

divergence damping consists of the second-order damping δðν2dDÞ
δx;δy and high-

order damping
δ νd∇

2NDð Þ
δx; δy with N ¼ 2 used in the operational HAFS. The

damping coefficient of the second-order damping is parameterized as

ν2d ¼ csAΔt
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2 þ ς2

p
, which is similar to the 2D Smagorinsky model35

but with the unit of m2. cs is the Smagorinsky constant, ς is the vertical
relative vorticity, andΔt is the time step ofmodel integration. The damping
coefficient of the high-order damping is parameterized as
νd ¼ ðd2NAÞNþ120 with the unit of ðm2ÞNþ1, where d2N ¼ 0:15 is an
empirical coefficient. It is evident thatνd∇2ND and ν2dD have the sameunit
ofm2s�1. Apparently, the horizontal turbulence diffusion parameterized by
the divergence damping in Eq. (23) is independent from the vertical
turbulence diffusion parameterization based on the predicted TKE.

From the perspective of turbulence parameterization, both divergence
damping and local down-gradient K-closure are themeans to parameterize
the unclosed turbulent fluxes induced by the unresolved eddies. Thus, a
comparison between them may shed new light on developing consistent
horizontal and vertical turbulent mixing parameterization within the fra-
mework of FV3. Using the local down-gradient transport formula, for
i; j ¼ 1; 2, Eq. (1) may be rewritten in the same format as Eq. (23) to yield
(Supplementary Note 7),

�unþ1 ¼ �un þ � � � þ Δt kðhÞm ∇2�uþ 1
2
δkðhÞm
δx S11 � S22

 �þ δkðhÞm

δy S12
h i

þ δ ΔtkðhÞm Dð Þ
δx

�vnþ1 ¼ �vn þ � � � þ Δt kðhÞm ∇
2
�v þ 1

2
δkðhÞm
δy S22 � S11

 �þ δkðhÞm

δx S21
h i

þ δ ΔtkðhÞm Dð Þ
δy

8><
>: ;

ð24Þ
The last term in Eq. (24) is equivalent to the second-order divergence

damping with ΔtkðhÞm / ν2d . This provides a way to parameterize the
damping coefficient ν2d in terms of the predicted TKE consistent with the

vertical turbulent mixing parameterization. Given the grid spacing of
operational HAFS, for the HAFS experiments with the 3D-SA TKE scheme
performed in this study, we parameterizeν2d in Eq. (23) in terms of TKEvia
kðhÞm . Meanwhile, we leave the high-order damping terms untouched. In the
future, we will explore venues for applying TKE-based horizontal diffusion
to the full momentum equation and other physical quantities (potential
temperature, air mass, etc.).

Finally, the implementation of the 3D-SA TKE scheme in HAFS
involves both FV3 and CCPP. Specifically, the components involving 3D
calculations are implemented in FV3,whereas blending the 3D schemewith
1D scheme takes place in CCPP. Global variables are defined to link FV3
withCCPP.Aflowchart of how the 3D-SATKE is implemented in FV3 and
CCPP is shown in Supplementary Fig. 6.

Data availability
A version of HAFSv2 with the 3D-SA TKE scheme can be downloaded at
https://github.com/hafs-community/HAFS/tree/feature/hafs.v2.0.1_3dtke.
The simulation output generated by this study are stored in NOAA’s High
Performance Storage System (HPSS). The track and intensity data from the
simulations are available at https://ftp.emc.ncep.noaa.gov/zzhang/3DTKE/.
The 3D output from the simulations can be retrieved from HPSS upon
request and placed at https://ftp.emc.ncep.noaa.gov/zzhang/3DTKE/. The
airborneDoppler radar data collected inHurricaneMilton (2024) is available
at https://www.aoml.noaa.gov/ftp/pub/hrd/data/radar/level2/2024/milton/.
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