
Received <day> <Month>, <year>; Revised <day> <Month>, <year>; Accepted <day> <Month>, <year>

DOI: xxx/xxxx

RESEARCH ARTICLE1

Grid independence studies applied to a field-scale Computational2

Fluid Dynamic (CFD) Model using the Detached Eddy Simulation3

(DES) technique along a reach of the Colorado River in Marble4

Canyon5

Abstract

Grid independence studies have emerged as essential methodological frameworks
for comprehending the impact of domain resolution on simulating anisotropic tur-
bulence at the river-reach scale using Large Eddy Simulation models. This study
proposes a methodology to assess the loss of information in turbulent flow patterns
when coarsening the computational domain, examined in a 1-km transect of the
Colorado River along Marble Canyon. Seven computational domain resolutions are
explored to analyze the sensitivity of turbulent flow to spatial resolution changes,
utilizing the Turbulent Kinetic Energy (TKE) spectrum technique and spatiotempo-
ral analysis of eddy structures via statistical metrics such as Root Mean Square Error
(RMSE), Kullback-Leibler (KL) divergence, Nash-Sutcliffe Model Efficiency Coef-
ficient (NSE), wavelet power spectrum, and Grid Convergence Index (GCI). Based on
physical principles and statistics, these metrics quantify information loss and assess
domain resolutions. A Computational Fluid Dynamic (CFD) model is developed by
employing the Detached Eddy Simulation (DES) technique, with Boundary Con-
dition (BC) integrating the rough wall extension of the Spallart-Allmaras model in
cells near the bed. Evaluation of domain resolutions aims to identify grid cell sizes
capturing flow behavior and hydraulic characteristics, including primary and sec-
ondary flows, return currents, shear layers, and primary and secondary eddies. The
study observes an increase in data representation of the TKE spectrum with finer
spatial domain resolution. Additionally, surface analysis, conducted via RMSE, KL,
and NSE metrics, identifies specific areas within the flow field showing high sensi-
tivity to refining the grid cell sizes.
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1 INTRODUCTION7

Computational Fluid Dynamic (CFD) models commonly used in river systems are statistically parameterized, such as8

Reynolds Averaged Navier-Stokes (RANS) models and Unsteady RANS (URANS), or eddy-resolving models, such as the9

Large Eddy Simulation (LES) and Detached Eddy Simulation (DES) (Ferziger and Peric 2002). In RANS and URANS tech-10

niques, Reynolds stress tensors are modeled using the Boussinesq approximation, which assumes that turbulence is isotropic11

(Durbin and Reif 2011; Pope 2000). Therefore, in RANS and URANS techniques, turbulence scales are modeled by isotropic12

eddy viscosity (Durbin and Reif 2011; Nagata et al. 2005; Nikora et al. 2007; Sinha et al. 1998; Pope 2000), except for13

Reynolds Stress Modeling (RSM) where anisotropic turbulence from Reynold’s stress tensor is simulated directly by solving14

a transport equation for each stress component (Safarzadeh and Brevis 2016). As supercomputer capabilities advance, current15

turbulence-resolving models can be implemented on a large scale to understand fluid dynamics in rivers when treated as learn-16

ing environments (Alvarez et al. 2017; Alvarez and Grams 2021; Khosronejad et al. 2023). Eddy-resolving models can be used17

to quantify anisotropic turbulence by solving the Navier-Stokes equations using Large Eddy Simulation (LES), Direct Numeri-18

cal Simulation (DNS), and Detached Eddy Simulation (DES) techniques. DNS cannot be applied at the river reach scale due to19

its significant computational expenses (Almohammadi et al. 2013; Kuwata and Kawaguchi 2019; Onofre R. and Mura 2022).20

Currently, DNS techniques are mainly limited to studying anisotropic turbulence at laboratory scales (Im et al. 2004; Noto 2009;21

Özyilmaz et al. 2008; Zhao and Xu 2023; Zaynetdinov et al. 2023). In contrast, DES techniques can be applied to the river-reach22

scale by implementing sub-grid scale (SGS) models. In these techniques, turbulence above the grid scale is directly resolved by23

the filtered Navier-Stokes equations, while eddies smaller than the grid scales are modeled. DES techniques offer computational24

savings compared to LES because it combines RANS near grid bed cells and LES away from boundary conditions (Aupoix and25

Spalart 2003; Ferziger 1985; Grinstein et al. 2007; Squires 2004a; Squires 2004b; Alexandrov et al. 2022; Bhushan et al. 2022).26

27

Grid independence studies have become relevant tools for understanding the effect of domain resolution in a simulation28

of anisotropic turbulence at the river reach scale while using LES or DES models. The studies conducted by Roache (1994),29

Roache (1997), Roache (1998), and Lee et al. (2020) and Samion et al. (2019) proposed a theoretical framework to quantify30

and numerically analyze errors of different grid sizes using the Grid Convergence Index (GCI). However, Roache (1998) GCI31

method requires a more complex calculation than the conventional grid independence test (Lee et al. 2020). Eça and Hoekstra32

(2014) established a procedure to estimate the numerical uncertainty of any integral or local flow quantity resulting from33

fluid flow simulations based on grid refinement studies. Later, Samion et al. (2019) implemented a grid convergence study for34

the DES of flow over the rod-airfoil configuration using the Computational Fluid Dynamic Solver: OpenFOAM (Open Field35

Operation And Manipulation) (Chen et al. 2014). More recently, Piasecka et al. (2022) and Van Hoecke et al. (2023) performed36

a mesh dependency analysis using the GCI method recommended by the Fluid Engineering Division of the American Society37

of Mechanical Engineers (ASME) based on the Richardson extrapolation principle. This research aims to study the loss of data38

representation of macro-turbulence under a set of spatial domain resolutions (Lee et al. 2020). Thus, a grid convergence study39

allows the evaluation of resolved anisotropic turbulence and eddy structures based on the filtered governing continuity and40

momentum equations under the DES implementation. The relative error gap versus the experimental data between the coarse41

and fine meshes shows the sensitivity of the DES results to grid refinement (Huck et al. 2019; Squires 2004a). Previous grid42

independence studies have shown an improvement in the performance of parallelized eddy-resolving models by optimizing the43

spatial domain resolution and saving computational expenses (Baker et al. 2020a; Seifollahi Moghadam et al. 2021; Xiao et al.44

2017). Therefore, resolved quantities such as velocity and pressure could be sensitive to resolution and mesh characteristics.45

46

When tested on the scale of fluvial systems, eddy-resolving models could benefit from a methodological study that clarifies47

how turbulence is represented and how information is lost when grid cells are coarsened within the computational domain.48

The loss of information can be interpreted in terms of spatial detail; fine mesh resolutions capture smaller-scale features and49

variations in the data. As the resolution becomes coarser, these fine details are no longer represented, leading to a loss of spatial50

detail. In addition, there is yet to be a definitive method framework to guide the construction of an accurate computational mesh51

to develop field-scale turbulence models for river systems. Furthermore, the appropriate resolution of a simulation depends on52

both the model’s purpose and the accuracy requirements. Therefore, independent studies are needed on turbulence-resolving53

models applied to fluvial systems at both the field and the laboratory scales and establish a research framework to evaluate data54

representation in multiple computational domains (Lee et al. 2020; Roache 1997; Roache 1998; Roache 1994; Samion et al.55

2019). The proposed study aims to fill the gaps in the literature, particularly the topic of grid convergence studies and their role56

in simulating turbulent flow in river systems at the field scale.57
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3

Two primary questions are addressed. First, how are large-scale hydro-morphodynamic patterns, including primary and sec-58

ondary flows and shear layers, simulated under different domain resolutions? The sensitivity of field-scale models to the spatial59

resolution of the computational domain is calculated to identify complex turbulent flow patterns in river systems. Second,60

how can the loss of information from a benchmark LES model be quantified as a result of implementing coarser grids? The61

model representation of turbulent flow is evaluated using physical and statistical techniques to quantify information gain or62

loss across a set of domain resolutions. The grid independence analysis is applied to an eddy-resolving model at the river-reach63

scale, along a transect of the Colorado River in Marble Canyon, Arizona. A river transect is denoted as a specific reach of64

the river. The river transect under analysis is the Eminence Break (EM) fan eddy complex, located at Kilometer 97 of the65

Colorado River from 108 Lees Ferry in Marble Canyon. The methodological framework used seven different computational66

domain resolutions to analyze the sensitivity of field-scale models to spatial resolution changes employing various techniques67

such as the turbulent kinetic energy spectrum, spatiotemporal analysis of eddy structures, Kullback–Leibler (KL) divergence,68

Nash–Sutcliffe model efficiency coefficient (NSE), wavelet power spectrum, and GCI calculation. A statistical method based69

on the Root Mean Square Error (RMSE) metric was used to assess the accuracy of the model’s representation of flow behavior,70

hydraulic characteristics, primary and secondary flows, shear layers, and primary and secondary eddies. A frequency spectrum71

analysis was performed to evaluate the ability of the different grid resolutions to capture eddy pulsations of various scales by72

analyzing the energy spectrum of turbulence in the frequency domain and the time series of velocity fluctuations (Navah et al.73

2020; Wang et al. 2023; Al-Jumaili and Mulahasan 2023). The KL - divergence function was used to quantify the information74

loss between the prior and posterior probability model distributions for all domain resolutions (Patel et al. 2023; D’Ortenzio75

et al. 2022; Smith et al. 2006). NSE was used as a goodness-of-fit index (𝐸𝑓 ) to evaluate the accuracy of the results obtained for76

each grid resolution compared to the benchmark case scenario. Wavelet analysis was performed to assess the ability of the six77

computational domain resolutions to capture eddy pulsations at spatial-temporal scales relative to the benchmark case scenario78

(Fiedler 1988; Chen et al. 2019). The wavelet time-frequency analysis helped identify fluctuations that produce kinetic energy79

at larger scales and captured localized processes at smaller scales that contain high-energy events in time series. Finally, GCI80

calculation was utilized to estimate the numerical error due to discretization and determine the necessary grid resolution for81

achieving the desired level of accuracy (Roache 1998; Phillips and Roy 2014; Baker et al. 2020b).82

83

2 STUDY AREA84

Canyon-bound rivers with debris fan constrictions are conducive to rapids and pools and are characterized by large eddy-flow85

structures due to the morphology of the channel (Garrett et al. 1993; Grams 1997; Howard and Dolan 1981). Fine sediment86

deposition and erosion occur in areas closely related to secondary flow structures within a fan eddy complex (Figure 1 ).87

Schmidt and Rubin (1995) described the fan-eddy complex as a combination of geomorphic elements, including a debris fan88

and a rapid, along with a lateral separation zone where primary and secondary eddies recirculate. The fan-eddy complex also89

includes a downstream gravel bar consisting of coarse material derived from the reworked debris fan. Other notable features of90

the fan-eddy complex include channel constriction, channel expansion, and a deep pool downstream of the constriction (Garrett91

et al. 1993; Grams 1997; Howard and Dolan 1981; Leopold 1969; Schmidt 1990; Schmidt et al. 1999; Wright and Kaplinski92

2011). The study area is essential for its ecological, biological, tourist and economic value (Converse et al. 1998; Draut and93

Rubin 2008; Alvarez and Schmeeckle 2013; Hartwell 2020). For example, the lower part of the Colorado River basin provides94

water to the states of California, Arizona, and Nevada and produces hydroelectric power (Harpman 1999; Melis et al. 2015;95

Schmidt et al. 1999; Webb et al. 1999). Lateral separation eddy bars have been important for environmental and recreational96

resources, the protection of archeological sites, and tourist purposes. Eddy bars play a role in the habitat for endangered fish97

species (Converse et al. 1998; Dodrill et al. 2015; Gerig et al. 2014; Korman et al. 2004; Turner et al. 2016); Therefore, an98

accurate representation and prediction of the flow and sediment patterns would help to manage this ecosystem.99

100

The DES model proposed in this study was used to simulate the geomorphologic features of the fan eddy complex in the101

main channel and the lateral separation zone downstream of the rapids, which extends from the separation point to the reattach-102

ment points. The focus is on primary and secondary flows, return currents, and other complex features, such as shear layers,103

that occur when there is a significant velocity gradient in the transition from the lateral recirculation zone to the main channel.104

The research is conducted at the Eminence Break (EM) fan eddy complex, located on kilometer 97 of the Colorado River from105

Lees Ferry in Marble Canyon (Figure 1 ). Massive flow separation, strong secondary flows, and complex sediment transfer106

dynamics from the main channel characterize the lateral separation zone in this area.107

108
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FIGURE 1 Map of the study area, Eminence Break (EM) fan-eddy complex, situated at the 97th-km mark along Marble Canyon
of the Colorado River, starting from Lees Ferry.

The Colorado River descends approximately 670 meters in elevation over a distance of 450,616 meters through the Grand109

Canyon, resulting in an average river slope of approximately 0.0015 (Leopold 1969). The modeled river reach extends about110

1 km in length, with widths ranging from 78 m to 149 m and depths varying between 0.6 m and 17 m, and energy slope was111

calculated to be equal to 0.00282. Table 1 provides a statistical summary of the width and depth within the computational112

domain. The median grain size 𝐷50 of the riverbed was determined from field measurements, with a representative value113

of 0.05 m selected to characterize the riverbed composition within the modeled reach. This value corresponds to the grain114

composition, typical of the main channel. However, due to the natural variability in grain size, using a single 𝐷50 value of 0.05115

m for this study reach is a simplification (Buscombe et al. 2014). While the main channel exhibits grain sizes in this range,116

other sections, such as lateral recirculation zones, may contain significantly finer sediments. In the OpenFOAM model, the117

roughness height 𝐾𝑠 was prescribed as a constant value. Applying the relationship 𝐾𝑠 equal to 2𝐷50 (Garcia 2008) resulted in118

a roughness height of 0.10 m, implemented using OpenFOAM’s nutURoughWallFunction boundary condition. This approach119

ensured that the model simulated the roughness imposed by the riverbed material, maintaining consistency between measured120

grain composition characteristics and computational roughness parameters.121

122

3 METHODOLOGY123

This study used the parallelized, three-dimensional eddy-resolving model developed by Alvarez (2015), Alvarez et al. (2017),124

and Alvarez and Grams (2021) as the benchmark case to analyze the model sensitivity to grid scales and to identify complex125

turbulent structures of the canyon-bound rivers. Thus, the DES model was validated at the 𝑅𝑒5 resolution according to previous126

results published in Alvarez et al. (2017). The dataset used to validate such DES model (including its selected domain resolu-127

tion) consisted of Acoustic Doppler Current Profiler (ADCP) data collected during the 2008 controlled flood release from Glen128

Canyon Dam, with velocity profiles measured at 4920 sites across ten transects within the EM and WT fan-eddy complexes.129

These data were used to build the computational domain, define initial and boundary conditions, and validate three-dimensional130

flow structures. The model’s predictive capabilities were assessed through point-to-point comparisons of time-averaged sim-131

ulated and observed velocities, using metrics such as Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and132

Pearson Correlation Coefficient (R). The model accurately predicted the flow characteristics, including eddy size, position, and133

return currents, with an MAE of 0.296 m/s, an RMSE of 0.4 m/s, and a Pearson correlation of 0.874. Despite errors in complex134

regions, such as lateral separation zones, the DES-3D model outperformed two-dimensional models, accurately capturing135

turbulence and short-term eddy pulsations critical for understanding turbulence and sediment transport (Alvarez et al. 2017).136

137

The benchmark scenario employed the DES technique with a spatial resolution of 5,625,000 cells. The simulation required138

24 hours of processing time on 128 processors to simulate 15 min at a time step of 0.1 s. The accuracy of the model was139

evaluated through point-to-point verification by comparing its ability to reproduce Acoustic Doppler Current Profiler (ADCP)140
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TABLE 1 The depth and width statistics of the computational domain, adopted from Alvarez and Grams (2021), are presented.

Statistics Min 1st Quartile Median Mean 3rd Quartile Max
𝐷𝑒𝑝𝑡ℎ(𝑚) 0.6 3.8 6.0 6.3 8.2 17.0
𝑊 𝑖𝑑𝑡ℎ(𝑚) 78.5 111.4 124.6 121.0 135.0 149.0

flow measurements obtained during a controlled flood. The validation process and statistical metric values of the eddy-resolving141

used as a benchmark case in this study can be found in Alvarez et al. (2017). The developed solver and data are publicly available142

and have been published in Grams et al. (2021). The validation process involved the use of six statistical metrics to quantify143

spatially distributed velocity field errors against field observations to evaluate grid resolution and model forecasting capabilities.144

The skill metrics used for evaluation included four absolute error scores: Mean Absolute Error (MAE), Mean Forecast Error145

(MFE), RMSE, and Pearson correlation coefficient (R), as well as two relative error metrics: Mean Absolute Percentage Error146

(MAPE) and Median Absolute Percentage Error (MdAPE). The statistical scores used to evaluate the model indicated relatively147

small error values for all six metrics. Additionally, the similarity between the cumulative and probability density functions of148

observed and simulated data suggested a good fit between the observed and simulated density functions (Alvarez et al. 2017).149

3.1 Numerical Methods and Governing Equations150

This model employed the DES technique under its decomposition, where variable fields greater than the spatial filter are151

termed filtered variables and are represented with an overline. Components smaller than the spatial filter are termed sub-grid152

scale variables and are represented by a prime. The continuity (equation 1) and Navier-Stokes (equation 2) equations are the153

governing equations for the flow field. These equations are shown below in terms of the LES decomposition:154

155

Continuity:156

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 (1)

Momentum:157

𝜕𝑢𝑖
𝜕𝑡

+
𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= −1
𝜌
𝜕𝑝̄
𝜕𝑥𝑖

+ 𝜕
𝜕𝑥𝑗

(

(𝜈′ + 𝜈′𝑡)
𝜕𝑢𝑖
𝜕𝑥𝑗

)

(2)

Where 𝑢̄ and 𝑝 are the filtered velocity and pressure components, 𝜌 is the density, 𝜈 is the molecular viscosity, and the 𝜈𝑡 is158

the eddy viscosity. The term containing the molecular viscosity and eddy viscosity is (𝜈′ + 𝜈′𝑡) and represents the unresolved159

subgrid (SGS) stress tensor, and it is modeled using the Spallart Allmaras (S-A) turbulence closure. This model was chosen160

because it is a non-zonal technique; therefore, prior declaration of RANS zones versus LES zones is not necessary (Squires161

2004a). The length scale 𝑑 of the S-A model is equal to the minimum of the distance to the bed or banks, d, and the length162

scale, proportional to the local grid spacing, 𝐶𝐷𝐸𝑆Δ𝐺. The term 𝐶𝐷𝐸𝑆 is the adjustable model constant, the value of 𝐶𝐷𝐸𝑆163

varies with mesh size because it is related to the representation of turbulence features in the flow. In this analysis the empirical164

constant 𝐶𝐷𝐸𝑆 is represented as the ratio between the benchmark case and the generated grid resolutions 𝑅𝑒0. The lower values165

of 𝐶𝐷𝐸𝑆 were assigned to finer mesh resolutions to account for the increased spatial detail captured by the grid. Δ is based166

on the largest dimension of the local grid cell between Δ = 𝑚𝑎𝑥(𝛿𝑥, 𝛿𝑦, 𝛿𝑧) and 𝑑 = 𝑚𝑖𝑛(𝑑, 𝐶𝐷𝐸𝑆Δ𝐺). The CDES value of167

0.65 was employed in the DES model, as commonly recommended in the DES literature (Spalart et al. 1997; Spalart 2009;168

Shur et al. 1999; Travin et al. 2000). This value is computed internally by the OpenFOAM code and ensures consistency with169

established DES methodologies.170

171

The Pressure Implicit with Splitting of Operators (PISO) algorithm was used as a computational method to solve the Navier-172

Stokes equations. This iterative algorithm enhances the accuracy of pressure and velocity coupling through a predictor-corrector173

approach, ensuring the satisfaction of both the momentum and continuity equations. By iteratively refining the pressure and174

velocity fields, PISO effectively handles the nonlinearity of the governing equations and achieves faster convergence compared175

to other methods, making it particularly efficient for this DES model.176

177
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3.2 Boundary conditions and initial conditions178

The boundary condition (BC) at the bed is non-slip and integrates the rough wall extension of the S-A model (Aupoix and179

Spalart 2003) in the cells near the bed. For solid boundaries, Ligrani and Moffat (1986) from the log-law equation is employed,180

where 𝑧0 equals 0.033𝑘𝑠. This formulation is based on experimental data from Nikuradse (Garcia 2008). The rough wall181

function (nutRoughWallFunction) is built into the OpenFOAM environment and uses the velocity in the first grid cell near the182

bed to calculate the turbulent viscosity 𝜈′𝑡 at the wall. The roughness height (𝑘𝑠) was required as input to most of the 𝜈′𝑡 wall183

equations to ensure a layer of rough wall logs between the center of the first grid cell near the bed and the wall. The first grid184

cell closest to the bed was 5 cm, 𝑘𝑠 was estimated to be 10 cm, and therefore 𝑧0 was equal to 0.3 cm. The BC roughness in the185

bed and the BC roughness at the entrance resulted in flow structures that propagated throughout the domain and established186

fully developed turbulence. The boundary condition at the water surface was specified as free slip, while a rough wall condition187

was imposed along the lateral boundaries. The Initial Condition (IC) for the flow at the input of the numerical model was set to188

coincide with the constant maximum discharge of the 2008 controlled flood, equal to 1189𝑚3∕𝑠.189

190

The "mapped" boundaryField condition from the OpenFOAM environment was used to specify the boundary conditions191

for the inlet boundary based on mapped values from the benchmark case mesh and ensure a fully developed turbulent flow.192

The "mapped" boundary condition reads the mapping files at each time step and interpolates the flow properties from the193

benchmark case mesh to the specified inlet boundary of the generated mesh. These interpolated values were used as the inlet194

boundary condition to simulate the generated computational domains. The "cell" interpolation scheme was used, which utilizes195

cell-based interpolation to transfer the flow properties accurately.196

197

The selected boundary distance of 160 meters ensures a fully developed turbulent state upstream of the lateral separation198

zones, which are the focus of this study. This distance was determined based on several key factors. Primarily, large-scale199

turbulent eddies typically scale with flow depth; thus, setting the mapped boundary at 10 times the maximum depth allows for200

adequate resolution of macroturbulence before it enters the computational domain. The largest turbulent eddies are captured201

using the maximum depth of the simulated river reach—a crucial aspect for this study, given its focus on complex flow features202

such as primary and secondary eddies, return channels, and free shear layers. Furthermore, this distance stabilizes the inflow203

profile, minimizing the risk of numerical instabilities. A smaller boundary depth would risk under-resolving these large-scale204

eddies, reducing simulation accuracy. Overall, the selected range balances resolving turbulence and maintaining computational205

efficiency. Simulation results demonstrated that this chosen value enhances accuracy by enabling large eddies to resolve within206

the grid effectively.207

3.3 Computational Domain208

A two-dimensional depth-averaged model was developed to determine the water surface elevation, subsequently used to con-209

struct the computational domain at the water level (Grams et al. 2021). The computational domain was constructed using a210

structured grid of hexahedral cells (Figure 2 ). The Finite Volume Method (FVM) discretized the computational domain into211

control volumes and applied conservation laws to solve the Navier-Stokes equations, ensuring accurate flux calculations across212

volume boundaries. Six computational domains were developed (Table 2 ), and the grid was partitioned into subdomains by213

domain decomposition, with each subdomain assigned to 128 processors. Communication between processors at the High-214

Performance Computing (HPC) facility of the University of Texas at El Paso was facilitated through Open MPI (Message215

Passing Interface). The scalability of the model, previously evaluated by Alvarez et al. (2017), was found to be stable up to 128216

processors. The processing time for the model run ranged from approximately 28 to a maximum of 85 hours for a simulated217

time of 33 min, with a time step of 0.1 seconds. In Table 2 , 𝑅𝑒 represents the ratio between the benchmark case and the gener-218

ated grid resolutions. To ensure stability at each time step and mesh resolution, the Courant-Friedrichs-Lewy (CFL) condition219

(Courant et al. 1928) was maintained at ≤ 1.0.220

221

In Figure 3 , a comparison is presented between three different mesh resolutions: the coarser mesh (𝑅𝑒0), the medium size222

mesh (𝑅𝑒3), and the fine mesh obtained from the benchmark case. The refinement of these meshes is depicted in Table 2 ,223

which highlights that the refinement occurred in the X and Y directions while keeping the Z direction constant. The Z-resolution224

in the computational domain varies with river depth, as the total number of cells remains constant at 25. The only fixed cell225

is the first near-bed grid cell, which is set to 5 cm. The finest grid resolution, consisting of 7.2 million elements, was refined226

only in the Y direction. If the grid resolution 𝑅𝑒0 is 99 times coarser than the mesh size of the benchmark case 𝑅𝑒5, it means227
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FIGURE 2 Computational domains at different grid resolutions. A) Coarser grid resolution (𝑅𝑒0). B) Finest grid resolution
(𝑅𝑒6). C) Benchmark case (𝑅𝑒5).

TABLE 2 Domain resolution specifications

Name Number of cells Total #
of elements (Cell Size 𝑅𝑒) ÷(Cell Size 𝑅𝑒5)

Representative
volume (𝑚3)

Total core-hours

𝑅𝑒0 119 x 19 x 25 56525 99.5 38.08 28.4
𝑅𝑒1 450 x 120 x 25 1350000 4.2 1.71 50
𝑅𝑒2 650 x 130 x 25 2112500 2.7 0.95 56
𝑅𝑒3 850 x 140 x 25 2975000 2 0.75 63.16
𝑅𝑒4 950 x 150 x 25 3562500 1.6 0.64 66.75

𝑅𝑒5 (BC) 1500 x 150 x 25 5625000 1 0.39 82.1
𝑅𝑒6 1150 x 250 x 25 7187500 0.78 0.33 85.6

FIGURE 3 Representation of the cell size at different resolutions. The Coarser grid resolution, (𝑅𝑒0), is 99 times coarser than
the benchmark case domain resolution. The grid resolution (𝑅𝑒3), represented in blue, is two times coarser than the benchmark
case.

that within a single cell of 𝑅𝑒0, it is possible to fit 99 cells of 𝑅𝑒5. In other words, the cell size of 𝑅𝑒0 is significantly larger228

compared to the cell size of 𝑅𝑒5, allowing a much greater number of smaller cells to fit within it.229

230

The resolution of the bathymetry at the riverbed is approximately 1 m x 1 m in the horizontal (x-y) plane. The bathymetry was231

derived from a digital elevation model (DEM) created using field-measured bathymetric data, which served as the boundary232

condition at the bed for the DES model. The horizontal coordinates are based on the North American Datum of 1983 (NAD83),233

Arizona State Plane Central Zone, while elevations are ellipsoid heights referenced to the Geodetic Reference System 1980234
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8

(GRS 80) ellipsoid defined by NAD83.235

236

This bathymetic data was used to render the Delaunay 3D triangulation employed to construct the computational domain at237

the bed. The computational grid was generated using a mass-conservative mesh generation solver, that was coded and imple-238

mented in the OpenFOAM environment. This code, publicly available through Grams et al. (2021), enables the vertical axis (z)239

to adapt to bed elevation, while the horizontal axes (x and y) remain constant. A one-parameter hyperbolic tangent stretching240

function was applied along the z-axis to calculate the vertical resolution of the grid. The grid spacing was designed to refine241

near-bed cells while gradually increasing resolution toward the surface water level.242

243

4 RESULTS244

4.1 Velocity and vorticity patterns245

The study was conducted using seven resolutions in the computational domain. The spatial computational domain resolutions246

included six generated simulations (𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6) and the benchmark case (𝑅𝑒5), as listed in Table 2 .247

This subsection aims to evaluate the sensitivity of field-scale generated computational models to the spatial resolution of the248

computational domain to identify complex turbulent flow patterns in the hydraulic features present in the Colorado River in249

Marble Canyon, Arizona. Domain resolutions 𝑅𝑒0 (lowest resolution), 𝑅𝑒3 (medium resolution), 𝑅𝑒5 (Benchmark case), and250

the finest resolution 𝑅𝑒6 were analyzed. Several simulation videos (Appendix D) and figures were produced to better illustrate251

the findings, mainly focusing on velocity vector structures (Figure 4 and Movie 1), velocity field (Figure 5 and Movie 2),252

Q-criterion (Figure 6 and Movie 3), and vorticity (Figure 7 and Movie 4).253

254

FIGURE 4 Simulated velocity vectors at near-surface grid cells for the domain resolutions. A) Lowest resolution (𝑅𝑒0). B)
Medium resolution (𝑅𝑒3). C) Finest resolution (𝑅𝑒6). And D) Benchmark case (𝑅𝑒5), based on the simulated averaged velocity
(m/s). The red and black arrows indicate the primary and secondary eddy,s respectively

The purpose of analyzing velocity vectors is to assess how well the generated domain resolutions can reproduce short-term255

temporal changes in velocity vector directions, anisotropic turbulence with massive flow separation away from solid boundaries,256

and the presence of eddy pulsations. According to Figure 4 and Movie 1, a secondary eddy in a clockwise direction formed257
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9

near the separation zone on the left side of the riverbank. The computational resolution 𝑅𝑒0 (Figure 4 A) could not reproduce258

the formation of the secondary eddy structure and the return current. Instead, it depicted a significantly large primary eddy259

structure with a weak return current with velocities between 1 and 1.5m/s. In resolution 𝑅𝑒3 (Figure 4 B), the velocity vectors260

showed a well-defined primary eddy and a return current with velocities between 1 and 1.5 m/s similar to those observed in261

𝑅𝑒5 and 𝑅𝑒6, resolution 𝑅𝑒3 also captured the formation of the secondary eddy. The models with resolutions 𝑅𝑒6 (Figure 4 C)262

and 𝑅𝑒5 (Figure 4 D) displayed a large primary eddy with a strong return channel and a relatively smaller secondary eddy.263

Additionally, increased temporal variability in the velocity direction was observed in the EM transect within the separation264

and reattachment zones. The findings of this analysis indicated that the resolutions of the medium to finer domain, starting at265

𝑅𝑒3, can simulate the main recirculation zones along the lateral recirculation zone. Specifically, the resolution 𝑅𝑒3 accurately266

captured the main patterns of the velocity vectors for the primary and secondary eddies and the return current.267

268

The velocity field simulated for the domain resolutions 𝑅𝑒0, 𝑅𝑒3, 𝑅𝑒5, and 𝑅𝑒6 is shown in Figure 5 and Movie 2. On the269

left bank, the velocity values are higher compared to the lateral separation zone. Furthermore, the minimum velocity values are270

found in the lateral recirculation zone in the separation and reattachment zones. 𝑅𝑒0 (Figure 5 A) did not accurately reproduce271

these patterns compared to the results of the benchmark case scenario, while the resolutions 𝑅𝑒3, 𝑅𝑒5, and 𝑅𝑒6 (Figures 5 B,272

C, and D, respectively) successfully captured these turbulent flow patterns. The results obtained from simulations at resolutions273

𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒5 successfully captured the deceleration of flow at the expansion as it transitions from rapid to pool (see274

Figures 5 B, C, and D). Hence, the velocity field along the main channel during this transition was well captured compared275

to the benchmark case. In contrast, the resolution 𝑅𝑒0 failed to reproduce this process, as velocities ranging from 1.5 to 2 m/s276

were observed along the main channel during the transition to the pool, which is significantly lower compared to the velocities277

observed in the benchmark case scenario 𝑅𝑒5, ranging from 2.5 to 3.7 m/s, as shown in Figures 5 A and D.278

279

FIGURE 5 Simulated velocity field at near-surface grid cells for the domain resolutions. A) Lowest resolution (𝑅𝑒0). B)
Medium resolution (𝑅𝑒3). C) Finest resolution (𝑅𝑒6). And D) Benchmark case (𝑅𝑒5), based on the simulated averaged velocity
(m/s).

Figure 6 and Movie 3 showed a two-dimensional plan of a transient turbulent structure identified by the iso-surfaces of the280

Q-criterion, equal to 1 cm, are colored by velocity magnitude for domain resolutions 𝑅𝑒0, 𝑅𝑒3, 𝑅𝑒5, and 𝑅𝑒6 at the near-bed281

grid cells. The results indicated that resolution 𝑅𝑒0 (Figure 6 A) provided a coarse representation of the Q-criterion iso-282

surfaces and could not capture the shape and magnitude of the velocity field of the turbulence structures. The resolutions 𝑅𝑒3283

and 𝑅𝑒6 (6 B and C) showed transient vortical structures formed along the main channel and in the secondary eddy zone; these284

patterns were also identified in the benchmark case scenario. Resolutions 𝑅𝑒3 and 𝑅𝑒6 successfully captured the Q-criterion285

iso-surfaces generating similar results to the ones obtained for 𝑅𝑒5 (Figure 6 D).286

287
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10

FIGURE 6 Iso-surfaces of Q-criterion colored by velocity magnitude for the domain resolutions. A) Lowest resolution (𝑅𝑒0).
B) Medium resolution (𝑅𝑒3). C) Finest resolution (𝑅𝑒6). And D) Benchmark case (𝑅𝑒5).

The vertical component of vorticity for domain resolutions 𝑅𝑒0, 𝑅𝑒3, 𝑅𝑒5, and 𝑅𝑒6 at the near-bed grid cells is shown in288

Figure 7 and Movie 4. The vorticity patterns for turbulence structures in the vertical component are illustrated in Figure 7 .289

Figures 7 B, C, and D showed the presence of large-scale turbulence structures with positive vorticity values along the main290

channel and the return current, which exhibited counterclockwise rotation. However, the turbulence structures in the secondary291

eddy and the separation zone, which rotate in a clockwise direction, showed negative vorticity values. The highest vorticity292

values were observed along the main channel and the secondary eddy zone.293

FIGURE 7 Vertical component of vorticity for the domain resolutions. A) Lowest resolution (𝑅𝑒0). B) Medium resolution
(𝑅𝑒3). C) Finest resolution (𝑅𝑒6). And D) Benchmark case (𝑅𝑒5).

The results indicated that the domain resolutions 𝑅𝑒3 and 𝑅𝑒6 successfully captured the magnitude and direction of large-294

scale turbulent structures, with vorticity predominantly in the vertical direction compared to the benchmark case scenario 𝑅𝑒5,295
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11

showing no sensitivity to the refinement of the computational domain beyond the resolution 𝑅𝑒3 which is twice as coarse as296

the benchmark case 𝑅𝑒5.297

298

4.2 Time series analysis299

4.2.1 Energy spectrum300

This analysis was developed through the turbulence energy spectrum in the frequency domain (readers are referred to Appendix301

A1, Figure A1 for an explanation of the energy spectrum) and a time series of velocity fluctuations at eight representative302

points located at separation, reattachment zones, primary and secondary eddy in the lateral separation zone of the fan-eddy303

complex (see Figure 8 ). This analysis helped to identify fluctuations that produced kinetic energy at larger scales and captured304

localized processes at smaller scales that contained high-energy events in the time series. The location of the point probes for305

this analysis is primarily at two and at six-tenths of the channel depth, which represents the near-surface grid cells and the306

average velocity of the velocity profile, respectively. Figure 8 A shows the EM transect, which serves as the main focus of this307

analysis, and Figure 8 B shows the specific site locations of the point probes. The energy spectrum of turbulence was obtained308

by performing a Fast Fourier Transform (FFT) on the velocity data.309

310

FIGURE 8 (A) Map showing the location of EM transect (in yellow), the primary area of interest for this analysis. (B) Point
probes in sites W, Z, X, and Y are located at separation, reattachment zones, and primary and secondary eddies. The point probes
are located 1) at two-tenths of the total depth (near-surface grid cells) with coordinates 𝑃 (𝑥, 𝑦, 𝑧): 𝑃𝑤(219362, 597443, 841.11),
𝑃𝑧(219218, 597232, 839.18), 𝑃𝑥(219356, 597397, 838.951) and 𝑃𝑦(219384, 597373, 839.812) and 2) at six-tenths of the channel
depth grid cells (average velocity for the velocity profile) with coordinates: 𝑃𝑤(219361, 597445, 835.782), 𝑃𝑧(219210, 597227,
838.77), 𝑃𝑥(219354, 597401, 835.677) and 𝑃𝑦(219384, 597374, 837.823).

The energy distribution in the frequency domain within the inertial scaling regime was characterized by Kolmogorov’s311

postulated negative 5/3 power law. In other words, the main contribution to the total velocity variance and energy motion312

comes from the low frequencies. Thus, the dominant frequencies of turbulence range from 0.002 to 0.04 Hz in the separation313

zone and secondary eddy (see Figures 9 A and B, and 10 A and B) and from 0.002 to 0.01 Hz in the reattachment zone and314

primary eddy (see Figures 9 C and d, Figures 10 C and D), with a rapid energy decrease as frequency increases. Most of the315

energy peak occurs at frequencies ranging from 0.002 to 0.05 Hz. This suggested a predominant pattern of eddy pulsations in316

the separation and reattachment zones at six-tenths of the channel depth grid cells, as shown in Figures 9 and Figure 10 . It317

was observed that in the six simulated computational domain resolutions, the flow fluctuations at the separation zone and the318

primary eddy exhibited a higher amplitude and frequency than those at the reattachment and secondary eddy zones, indicating a319

stronger and more frequent pattern of eddy pulsations at the separation and primary eddy zones and a lower frequency and less320

pronounced pattern at the secondary eddy and reattachment zones. At the near-surface grid cells, the power spectra reflected321

the presence of frequencies with higher energy compared to those observed at six and two-tenths of the total depth. The low-322

frequency components of the power spectra showed dominant eddy pulsations in the flow, while the higher frequencies showed323

smaller fluctuations. These eddy pulsation patterns are also consistent with studies conducted by Rubin and McDonald (1995).324

325
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FIGURE 9 Power Spectral Density (PSD) of the velocity fluctuations (𝑚∕𝑠)2𝐻𝑧−1) versus the frequency (Hz) at six-tenths of
the channel depth grid cells at A) and B) Separation zone for site W; C) and D) Reattachment zone for site Z.

FIGURE 10 PSD of the velocity fluctuations (𝑚∕𝑠)2𝐻𝑧−1) versus the frequency (Hz) at six-tenths of the channel depth grid
cells at A) and B) Secondary eddy for site X , C) and D) Primary eddy for site Y.

The power spectrum was associated with three regions of different spectral behavior in the separation zone, primary and326

secondary eddy (Figures 9 A and B, Figures 10 A, B, C, and D). The signal exhibited a flat Power Spectral Density (PSD)327

across all frequencies below 0.001 Hz, indicating white noise in that frequency region. The second region, between 0.001 and328

0.5 Hz, corresponds to a Brownian walk, representing the random motion of particles influenced by turbulent eddies at larger329

scales and molecular diffusion at smaller scales. The power spectrum in this range captures the energy transfer across scales330

and highlights the dominance of dissipative, Brownian-like motion at the smallest scales. In the third region, with frequencies331
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higher than 0.5 Hz, there is a change to a flatter spectrum, where the power or energy distribution is more uniform at different332

frequencies. A spectrum flattening is observed in the reattachment zone along the power spectrum (Figures 9 C and D). In the333

region where turbulent flow cascades dissipated within the inertial range, high-energy frequency fluctuations were character-334

ized by a well-defined slope consistent with the Kolmogorov exponent of -5/3.335

336

The PSD of velocity fluctuations captured frequencies ranging from 0.001 to 5 Hz in all the computational domain resolu-337

tions. In the separation zone, at a frequency of 5 Hz, the finest computational resolutions, 𝑅𝑒4 𝑅𝑒5 and 𝑅𝑒6, captured energy338

levels of 0.1(𝑚∕𝑠)2𝐻𝑧−1, while resolutions 𝑅𝑒2 and 𝑅𝑒3 captured an energy level of 0.001(𝑚∕𝑠)2𝐻𝑧−1 at the same frequency339

(see Figures 10 A, and B). These results revealed that at this location, the finer resolutions (𝑅𝑒4, 𝑅𝑒5, and 𝑅𝑒6) captured 100340

times more energy at a frequency of 5 Hz than the coarser resolutions (𝑅𝑒2 and 𝑅𝑒3) at the same location. Similar behavior341

was observed in resolutions 𝑅𝑒0 and 𝑅𝑒1, where energies less than 0.089 (𝑚∕𝑠)2𝐻𝑧−1 were captured at a frequency of 5 Hz342

(Figure 10 B). In the primary eddy zone at site X, it was observed that the finest resolution 𝑅𝑒6 showed an energy value of343

0.1 (𝑚∕𝑠)2𝐻𝑧−1 at a frequency of 5 Hz, followed by the resolution 𝑅𝑒5, which captured an approximate energy value of 0.01344

(𝑚∕𝑠)2𝐻𝑧−1. However, at resolutions of 𝑅𝑒2 and 𝑅𝑒3, the energy values at a frequency of 5 Hz were below 10−3 (𝑚∕𝑠)2𝐻𝑧−1,345

as shown in Figure 10 C. The resolutions 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒4 showed energy values lower than 0.01 (𝑚∕𝑠)2𝐻𝑧−1 (Figure 10 D).346

The PSD analysis of the secondary eddy at the same frequency revealed an energy value of 0.1 (𝑚∕𝑠)2𝐻𝑧−1 for 𝑅𝑒5, while the347

resolutions 𝑅𝑒4 and 𝑅𝑒6 obtained energy values close to 0.5(𝑚∕𝑠)2𝐻𝑧−1. The resolutions 𝑅𝑒0 and 𝑅𝑒1 captured values below348

0.01 (𝑚∕𝑠)2𝐻𝑧−1, and 𝑅𝑒2 had values below 0.001 (𝑚∕𝑠)2𝐻𝑧−1. The resolutions 𝑅𝑒3, 𝑅𝑒4, 𝑅𝑒5, and 𝑅𝑒6 captured higher349

energy values at higher frequencies in the PSD than those captured by the resolutions 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2; these frequencies350

correspond to smaller-scale fluctuations with shorter wavelengths.351

352

In terms of the TKE spectrum, the higher resolution computational domains (𝑅𝑒4 and 𝑅𝑒6) exhibited a closer fit to the results353

obtained for the benchmark case in contrast to the low-resolution outputs (𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, and 𝑅𝑒3), as shown in 11 . The354

energy spectra for the separation and reattachment zone (Figure 11 A and Figure A1) and primary and secondary eddy (Figures355

11 C and D) showed high energy accumulation on the largest scales. In contrast, on small scales, where the spatial frequency356

of the eddy was greater than 10 𝑚−1, the energy was overdissipated. A flattened profile was observed in the separation zone up357

to the rapid decreased in turbulence kinetic energy at the 10 m wavelength (See Figure11 A). In contrast, for the reattachment358

zone, primary and secondary eddy, the kinetic energy spectrum decreases smoothly up to a wavenumber of 8 𝑚−1 (see Figures359

11 B, C and D). At wavenumbers greater than 8 𝑚−1, there is a high dissipation of kinetic energy; in this range the energy360

showed values within 10−3 and 10−13 𝑚2∕𝑠2. This pattern was observed for all the sites (W, X, Y, and Z). The results demon-361

strated that resolutions 𝑅𝑒6 and 𝑅𝑒4 captured smaller scales of turbulence and provided a more accurate representation of the362

TKE spectrum compared to the benchmark case scenario 𝑅𝑒5. The TKE spectrum exhibited a range of scales, from large-scale363

motions associated with the overall flow behavior to small-scale motions associated with highly localized turbulence for all the364

computational domain resolutions.365

366

4.2.2 Wavelet spectrum analysis367

In this research, wavelet analysis assessed the capabilities of six computational domain resolutions (𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, 𝑅𝑒3, 𝑅𝑒4,368

and 𝑅𝑒6) to capture eddy pulsations at spatial-temporal scales, compared to the benchmark case scenario (𝑅𝑒5). The theoretical369

foundations and equations of the wavelet theory can be found in Torrence and Compo (1998) and Lee and Yamamoto (1994).370

The Python wavelet software based on Torrence and Compo (1998) was used to compute the wavelet power spectrum. The371

wavelet transform was applied to the time series of velocity fluctuations at the sites W, X, Y, and Z at six-tenths of the channel372

depth grid cells, located at the separation zone, primary and secondary eddy and the reattachment point, respectively (see373

Figure 8 B). These sites were located in the mass transfer exchange from the main channel to the eddy zone. This approach374

analyzes the periodicity of velocity fluctuations along the plane or intersection of the main channel and the separation zone375

where sediment import and export occur. Wavelet time-frequency analysis helped identify fluctuations that produce kinetic376

energy on larger scales and capture localized processes at smaller scales that contain high-energy events in the time series.377

378

The frequency spectrum of the Wavelet Power Spectral Density (WPSD) displayed the relationship between velocity fluc-379

tuation amplitude and frequency, as revealed by the wavelet transform. Figures 12 and 13 show the power spectrum of the380

magnitude of the simulated velocity in the near surface and six-tenths of the channel depth grid cells, respectively, for the381

domain resolutions 𝑅𝑒0 (coarser grid) and 𝑅𝑒5 (benchmark case) at separation (see Figures 12 A and B, Figures 13 A and382
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FIGURE 11 Turbulent kinetic energy spectrum for the velocity field in 𝑚2∕𝑠2 versus the wavenumber k in 𝑚 at six-tenths of
the channel depth grid cells in sites W, X, Y, and Z (defined in Figure 5).

B) and in the reattachment zone (see Figures 12 C and D, Figures 13 C and D). The wavelet spectrum of velocity was used383

to compare the ability of the six computational domain resolutions to capture eddy pulsations at spatial-temporal scales to384

the benchmark case scenario. At six-tenths of the channel depth grid cells, the results showed a 12-min periodic signal in the385

reattachment zone (see Figures 12 C and D), which was more noticeable during the 15 to 20-min simulation for the resolution386

𝑅𝑒0, in contrast to the resolution 𝑅𝑒5 showed a 17-min signal featured during the 19 to 30-min simulation. In the separation387

zone (see Figures 12 A and B), a strong 5-min periodic signal was captured and exhibited from 10 to 25 min in resolution 𝑅𝑒0.388

For resolution 𝑅𝑒5, this signal became stronger and more noticeable during 15 to 30 min. The results indicate a trend for higher389

values and frequent eddy pulsations at the separation zones. In contrast, the eddy pulsations at the reattachment zones are less390

pronounced and occur at lower frequencies.391

392

Figures 13 A and B showed the wavelet power spectrum in the near-surface grid cells in the separation zone. The resolution393

𝑅𝑒0 (Figure 13 A) indicated a strong periodicity with signals of 2-min and 4-min period at 10 to 15 min and 20 to 25 min,394

respectively. On the other hand, the resolution 𝑅𝑒5 (Figure 13 B) showed a less prominent signal with a higher periodicity395

between 10 to 20 min, oscillating between periods from 0.25 to 4 min. In the reattachment zone, the wavelet power spectrum396

in the cells of the near-surface grid cells is shown in Figures 13 C and D. The resolution 𝑅𝑒0 (Figure 13 C) indicated a397

higher periodic signal from 10 to 20 min of simulation than a lower signal from 20 to 30 min. Conversely, the resolution 𝑅𝑒5398

(Figure 13 D) showed a weaker signal from 15 to 30-min. The findings demonstrated that using higher grid resolution (𝑅𝑒5)399

enabled the detection of smaller length scales, resulting in a more accurate representation of turbulence structures and a better400

identification of the patterns in the wavelet spectrum.401

402

4.3 Spatiotemporal distributed analysis403

We selected four forecasting metrics (RMSE, NSE, KL-divergence, and GCI) because they provide a holistic diagnosis of the404

model results. Model validation based on just one or two metrics could lead to misinterpretation, as they evaluate different char-405

acteristics of the data distribution. Using four metrics helps compensate for shortcomings in individual metrics. For instances,406

the (RMSE) is easy to interpret and measures overall model accuracy but is sensitive to outliers and does not distinguish between407

error types. The NSE effectively compares model predictions to observed data but is also sensitive to extreme values and fails408

to differentiate between over- and underestimation errors. Kullback-Leibler (K-L) divergence is advantageous for measuring409

the difference between two probability distributions, providing a clear and interpretable metric for comparing distributions in410

various fields such as information theory and machine learning. It is beneficial for applications in model selection and entropy411
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FIGURE 12 Wavelet velocity power spectrum at six-tenths of the channel depth grid cells for A) domain resolution 𝑅𝑒0 in the
separation zone (site W). B) domain resolution 𝑅𝑒5 (benchmark case) in the separation zone (site W). C) domain resolution 𝑅𝑒0
in the reattachment zone (site Z). And D) domain resolution 𝑅𝑒5 in the reattachment zone (site Z). Note: the thick red-colored
contour lines represent areas with a confidence level greater than 95% for a red-noise process with a lag-1 coefficient of 0.9. The
shaded sections located on both ends of the lines indicate the cone of influence.

calculations. However, if the Probability Density Function (PDF) of the benchmark case scenario has zero values when the it412

is compared the evaluated coarser resolution, the divergence becomes infinite, complicating the interpretation of its result. The413

Grid Convergence Index (GCI) is advantageous for providing a standardized estimate of discretization error in numerical simu-414

lations, helping to assess grid independence. It offers a systematic approach to quantify convergence and can be applied across415

various computational domains. Hovever the GCI has several shortcomings, including its dependence on grid quality and the416

requirement for a consistent grid refinement ratio. It typically assumes second-order accuracy, referring to the rate at which the417

numerical error decreases as the grid is refined, which can lead to inaccuracies if this condition is not met. Additionally, GCI418

provides a single error estimate that may not capture the full range of spatial changes in the eddy structures.419

4.3.1 RMSE statistical metric values420

A statistical method based on the RMSE metric was employed to evaluate the accuracy of the model’s representation of flow421

behavior, hydraulic characteristics, primary and secondary flows, shear layers, and primary and secondary eddies. A spatiotem-422

poral distribution analysis was performed to study the distribution of the RMSE values over space and time. It involves spatial423

analysis and data visualization of the RMSE variations across different spatial locations along the EM transect for each domain424

resolution. The EM transect was analyzed spatio-temporally integrated using 20,000 randomly distributed point probes. This425

random sample was generated using the ArcGIS spatial random sampling tool, creating 20,000 random point features inside the426

EM transect polygon feature (see Figure 14 ) (Rees 2014). The ArcGIS spatial join tool was used to spatially match the created427

random sample of points with the center points of each cell of the computational domain based on their relative spatial locations428

assigning each random point a coordinate within the computational domain corresponding to the center of the nearest cell.429

The magnitude of the simulated velocity values was collected for each computational domain in 33 minutes at a time step of430

15 seconds. As a result, 20,000 time series of velocity magnitude for each domain were obtained. The time series were used to431

calculate a point-to-point value of the RMSE between the coarser simulated domain resolutions and the benchmark case sim-432

ulated velocity values. The resulting data were then employed to create an interpolated surface of spatially distributed RMSE433

along the EM transect, enabling the assessment of the model’s grid resolution and forecasting capabilities by quantifying the434

errors between the simulated and benchmark case’s spatially distributed velocity field.435

436
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FIGURE 13 Wavelet power spectrum of velocity at near-surface grid cells for A) domain resolution 𝑅𝑒0 in the separation
zone (site W). B) domain resolution 𝑅𝑒5 (benchmark case) in the separation zone (site W). C) domain resolution 𝑅𝑒0 in the
reattachment zone (site Z). And D) domain resolution 𝑅𝑒5 in the reattachment zone (site Z). The thick, red-colored contour
lines represent areas with a confidence level greater than 95% for a red-noise process with a lag-1 coefficient of 0.9. The shaded
sections located on both ends of the lines indicate the cone of influence.

FIGURE 14 Random spatial sampling coordinate points in the Eminence Break (EM) transect.

The distribution of RMSE values across the area were found on surfaces obtained at the near-surface and six-tenths of the437

channel depth grid cells, as illustrated in Figure 15 and Figure 16 , respectively. The results for the near-surface grid cells438

indicated that at low domain resolutions (𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2), the main channel, the separation, and reattachment bars had the439

highest RMSE values ranging from 0.65 to 3.8 m/s. The RMSE values in the lateral separation zone and the primary eddy440

ranged from 0.09 to 0.44 m/s, respectively, while the secondary eddy zone had RMSE values between 0.25 and 0.44 m/s (see441

Figure 15 A, B and C). At medium and high resolutions (𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6), lower RMSE values were found throughout the442

area. The smallest values were located downstream of the lateral separation zone, near the reattachment bar, and close to the443

primary eddy. These values ranged between 0.05 and 0.24 m/s (see Figures 15 D, E, and F). The highest RMSE values were444

located along the main channel ranging from 0.65 to 1.2 m/s (see Figure 15 F).445

446
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The results indicated that in the near-surface grid cells, lower RMSE values were observed along the lateral separation zone447

compared to the results obtained at six-tenths of the channel depth grid cells, except for resolution 𝑅𝑒3 which showed higher448

RMSE values at this location (Figure 16 ). The lateral separation zone and primary eddy had RMSE values ranging from 0.09449

to 0.44 m/s, while the secondary eddy zone had RMSE values between 0.25 and 0.44 m/s (Figure 16 A, B, and C); at these450

low resolutions (𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2), the main channel and the separation and reattachment bars had the highest RMSE values451

ranging from 0.65 to 3.8 m/s (see Figure 16 A). At the six-tenth location of the channel depth grid cells, Figure 16 showed452

lower RMSE values throughout the area at medium and high resolutions (𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6), with the smallest values located453

in the southern region of the lateral separation zone, near the reattachment bar (see Figures 16 D and E), and close to the454

primary eddy (Figure 16 F). These values ranged from 0.02 to 0.34 m/s. The highest RMSE values were found along the main455

channel, ranging from 0.35 to 0.64 m/s (Figures 16 E and F).456

457

FIGURE 15 RMSE surface values for domain resolutions: A) 𝑅𝑒0, B) 𝑅𝑒1, C) 𝑅𝑒2, D) 𝑅𝑒3, E) 𝑅𝑒4, and F) 𝑅𝑒6 at near-surface
grid cells.

Tables B1 and B2 summarized the percentages of the total area corresponding to each range of RMSE values for each458

computational domain in the six-tenths generated from the channel depth and near-surface grid cells. For the RMSE values459

located in the near-surface grid cells, the 97.3% of the total area of the RMSE surfaces for resolutions 𝑅𝑒4 and 𝑅𝑒6 showed460

a value of less than 0.84 m/s, in the surface 𝑅𝑒0, the 90% of the area registered RMSE values less than 2 m/s. Regarding the461

resolutions 𝑅𝑒1 and 𝑅𝑒2, 90% of the total area showed RMSE values less than 1.2 m/s, and in the resolution 𝑅𝑒3, approximately462

79.1% of the total area had RMSE values less than 0.84 m/s (Appendix B).463

464

Analysis of RMSE values in six-tenths of the channels depth grid cells revealed that at resolutions 𝑅𝑒4 and 𝑅𝑒6, approxi-465

mately 98% of the total area had values lower than 0.84 m/s, primarily located along the lateral separation zone close to the466

right river bank. In resolutions, 𝑅𝑒0 and 𝑅𝑒1, the 89% of the total area showed RMSE values of less than 1.2 m/s. For the467

resolutions 𝑅𝑒2 and 𝑅𝑒3, 87% of the total area showed RMSE values of less than 0.84 m/s. For domain resolutions higher than468
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FIGURE 16 RMSE surface values for domain resolutions: A) 𝑅𝑒0, B) 𝑅𝑒1, C) 𝑅𝑒2, D) 𝑅𝑒3, E) 𝑅𝑒4, and F) 𝑅𝑒6 at six-tenths
of the channel depth grid cells.

𝑅𝑒3, the RMSE values for over 60% of the total area of the EM transect were less than or equal to 0.44 m/s.469

470

The results showed that the RMSE values for the near-surface cells and six-tenths of the channel depth grid were relatively471

small, despite the wide range of measured velocities along the river transect ranging from 0.13 to 4 m/s in the base case scenario472

(16 and 17 ). However, the resolutions 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6 exhibited the lowest RMSE values compared to 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2.473

In the near-surface grid cells, the RMSE values in the lateral recirculation zone for 𝑅𝑒3 were similar to those obtained in finer474

resolutions such as 𝑅𝑒4 and 𝑅𝑒6, ranging from 0.05 to 0.44 m/s. These values were also observed downstream of the lateral475

separation.476

477

Similar results were observed in the region corresponding to the secondary eddy, with RMSE values ranging from 0.35 to478

0.64 m/s for resolutions 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6. The RMSE results remained relatively the same for the 𝑅𝑒3 resolution, obtaining479

similar values for finer resolutions 𝑅𝑒4 and 𝑅𝑒6 (see Figure 17 A and B). These results suggest that when the computational480

resolution is at least twice as coarse as the benchmark case resolutions, no significant differences were observed in the RMSE481

values for the lateral and downstream area of the lateral recirculation zone. These findings indicated that the RMSE became482

insensitive to grid refinement after reaching domain resolution 𝑅𝑒3.483

4.3.2 KL - divergence statistical skill metric484

KL - divergence was employed to measure the proximity between the benchmark case and the generated probability distri-485

butions within the computational domains. These measures are known as information divergence and relative entropy (Joyce486
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FIGURE 17 (A) RMSE results located at near-surface grid cells. (B) RMSE results located at six-tenths of the channel depth.
X-axis shows the computational domain resolution (Re), and the y-axis RMSE values for each domain resolution.

2011). Thus, the information was measured as a change in the probability distributions (Nearing and Gupta 2015). For distri-487

butions 𝑃 and 𝑄 of a continuous random variable, the relative entropy is given by: 𝐷(𝑃‖𝑄) = ∫ℝ𝑑 𝑝(𝐱) log 𝑝(𝐱)
𝑞(𝐱)𝑑𝐱 ≥ 0., where488

𝑝 and 𝑞 denote the probability densities of 𝑃 and 𝑄. 𝑃 represents the "true" distribution of the data given by the simulation489

results of the benchmark case, while 𝑄 represents each constructed domain resolution that approximates 𝑃 (Joyce 2011). Pre-490

vious studies have used the KL - divergence as a metric of the information obtained from the data to optimize the experimental491

design (Lomeli et al. 2021; Chaloner and Verdinelli 1995). This metric was commonly employed in information theory as an492

equivalent to mutual information gain (Ryan et al. 2016; Huber HA 2023). Other researchers employed KL - divergence to493

quantify information loss (Smith et al. 2006). In this research, the KL - divergence served as a means to connect estimation494

theory and model selection, effectively bringing them together within a shared optimization framework. The KL - divergence495

function was used as a metric to quantify the information loss as the difference between the prior and posterior probability496

model distributions for all domain resolutions.497

498

A sample of 20,000 points randomly distributed along the EM transect of interest was used to calculate the KL - divergence499

for each computational domain. This random sample of points was generated using the ArcGIS spatial random sampling500

tool, this tool created 20,000 random points generated inside the EM transect polygon feature (Rees 2014). The values of the501

time-averaged velocity associated with each point were obtained for each resolution of the computational domain. The sample502

points were located at depths of two-tenths (near-surface grid cells) and six-tenths (average velocity of the velocity profile).503

The Python scipy library was employed to compute the relative entropy.504

505

The probability density functions were found to be positively skewed across all the computational domain resolutions. At506

the near-surface grid cells (Figure 18 ), the KL-divergence showed values between 124 and 221 (Table 4 ) for resolutions507

𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2, as shown in Figures 18 A, B, and C. For resolutions 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6, the KL- divergence values were508

between 3.4 and 8.7. The large KL - divergence values obtained for resolutions 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2 compared to those obtained509

for the benchmark case indicated a large discrepancy between these resolution distributions and the benchmark case. Similar510

behavior was observed in six-tenths of the channel depth grid cells (Figure 20 and Table 3 ), where the KL - divergence for511

resolutions 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6 was between 1.99 and 8.512

513

Figures 18 A, B, and C; and Figures 19 A, B, and C showed that the PDF curves for domain resolutions 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6514

followed a similar distribution pattern observed for the benchmark case 𝑅𝑒5. For resolutions 𝑅𝑒3, 𝑅𝑒4, 𝑅𝑒5, and 𝑅𝑒6 PDFs515

the mean and variance values were 0.15 m / s and 0.020 m / s, respectively (Table C3 , Appendix C). These values did not516

change significantly with posterior grid refinement, indicating that KL-divergence results were insensitive to further refinement517

beyond 𝑅𝑒3. The findings suggested that the use of moment-based filters, such as mean and variance, is an optimal approach518

that minimizes information loss in CFD computations rather than just arbitrary techniques. These results are significant for519

minimum divergence filtering algorithms, which aim to minimize KL- divergence rather than MSE.520

521
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FIGURE 18 Representation of the KL-divergence at near-surface grid cells for A) resolution 𝑅𝑒0, B) resolution 𝑅𝑒1, C) reso-
lution 𝑅𝑒2, D) resolution 𝑅𝑒3, E) resolution 𝑅𝑒4, F) resolution 𝑅𝑒6. Note: the divergence areas were marked in blue.

The KL-divergence can also be interpreted in terms of information loss. This information loss is known as the relative522

entropy between the benchmark case 𝑅𝑒5 and the domain resolutions 𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6. Thus, the finer grid523

resolutions (𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6) at both sites near-surface grid cells and six-tenths of the channel depth grid cells (see Figures524

18 D, e, and f; and Figures 19 D, E, and F) exhibited a value of KL-divergence between 2 and 8.73. These values represent525

the information lost when using the distributions (𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6) to approximate the benchmark case distribution 𝑅𝑒5.526

However, the results were relatively low compared to those obtained for resolutions 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2 (Figures 18 A, B and527

C; and Figures 19 A, B, and C). In these resolutions, the computational domain poorly captured the details of the velocity528

field, resulting in higher KL-divergence values and hence a higher amount of information lost.529

530

Domain resolutions with less information loss were 𝑅𝑒4 with a value of 2 at six-tenths of the channel depth grid cells and531

resolution 𝑅𝑒3 at near-surface grid cells, with a value of 3.4 (Tables 3 and 4 ). The results in Figures 20 A and B showed532

that the resolutions 𝑅𝑒3 and 𝑅𝑒4 led to a more accurate approximation of the probability distributions between the simulated533

computational domains and the reference case, which, in turn, can reduce the amount of information lost when using one534

distribution to approximate another.535

536

4.3.3 NSE efficiency coefficient statistical skill metric537

The NSE coefficient is commonly used to evaluate hydrological or environmental models. Assesses residual variance relative538

to measured variance and has a range of [−∞, 1], with 1 indicating a complete correspondence between the modeled and539

observed data (Nash and Sutcliffe 1970; Gupta et al. 2009). The method of calculation is described in 𝐸𝑓 = 1 −
∑𝑛

𝑖=1(𝑦𝑖−𝑦𝑖)
2

∑𝑛
𝑖=1(𝑦𝑖−𝑦̄)2

,540

where 𝑦𝑖 is the observed value, 𝑦𝑖 is the predicted value, 𝑦̄ is the observed average and 𝑛 is the sample size. NSE was used as 𝐸𝑓541
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FIGURE 19 Representation of the KL-divergence at six-tenths of the channel depth grid cells for A) resolution 𝑅𝑒0, B) resolu-
tion 𝑅𝑒1, C) resolution 𝑅𝑒2, D) Resolution 𝑅𝑒3, E) resolution 𝑅𝑒4, F) resolution 𝑅𝑒6, the divergence areas were marked in blue.

TABLE 3 RMSE, NSE, and KL-divergence results of the random point probe samples located at six-tenths of channel depth
grid cells for resolutions: 𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6

Six-tenths of the channel depth grid cells

Resolutions 𝑅𝑒0 𝑅𝑒1 𝑅𝑒2 𝑅𝑒3 𝑅𝑒4 𝑅𝑒6
KL-divergence 204 106.04 147 5.76 1.99 8

NSE 0.583 0.865 0.927 0.876 0.911 0.921
RMSE 1.37 0.78 0.57 0.749 0.634 0.60

to evaluate the accuracy of the results obtained for each grid resolution. To assess how well the average velocity values of each542

domain resolution represent the benchmark case average velocity results, the NSE was calculated for a randomly distributed543

sample of 20,000 points located near the surface and six-tenths of the channel depth grid cells. These points were matched with544

the time-averaged velocity values. When the value of NSE is closer to 1, the accuracy and stability of the model simulation545

results are higher. Conversely, when the simulation results are closer to 0, the average value of the measured samples is also546

closer, making the overall model more reliable, but the process error is greater. However, if the value of NSE is less than 0, the547

simulation results of the model cannot be considered credible (Moriasi et al. 2007; McCuen et al. 2006).548

549

Figures 20 C and D show the NSE results of a randomly distributed sample of 20,000 points in the near-surface grid cells550

and six-tenths of the channel depth grid cells. For resolutions 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2, it was observed that the NSE values increased551
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TABLE 4 RMSE, NSE, and KL-divergence results of the random point probe samples located in the near-surface grid cells for
resolutions: 𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6

Near-surface grid cells

Resolutions 𝑅𝑒0 𝑅𝑒1 𝑅𝑒2 𝑅𝑒3 𝑅𝑒4 𝑅𝑒6
KL-divergence 221.05 124.22 141.89 3.39 8.73 3.91

NSE -0.012 0.563 0.605 0.775 0.772 0.749
RMSE 1.21 0.8 0.76 0.571 0.574 0.60

rapidly, from -0.012 to 0.605 for near-surface grid cells and values from 0.583 to 0.927 for cells located six-tenths of the channel552

depth. The values taken by the NSE for resolutions 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6 remained in the range between 0.775 and 0.749 for near-553

surface grid cells and between 0.876 and 0.921 for cells located six-tenths of the channel depth grid cells. The findings indicated554

that the value of the NSE coefficient was not affected by the mesh resolution after 𝑅𝑒3, as there was no significant variation in555

the results for resolutions 𝑅𝑒4 to 𝑅𝑒6. After reaching the grid resolution of 𝑅𝑒3, the value of the NSE coefficient became insen-556

sitive to further grid refinement. Therefore, any further refinement of the grid would not significantly impact the NSE results.557

558

FIGURE 20 (A) KL-divergence at near-surface grid cells. (B) KL- divergence at six-tenths of the channel depth grid cells. (C)
NSE coefficient at near-surface grid cells. And (D) NSE coefficient at six-tenths of the channel depth grid cells.

4.3.4 Grid convergence index (GCI) analysis559

The GCI employs Richardson extrapolation given by: 𝑓𝑒 ≅ 𝑓1 +
𝑓1−𝑓2
𝑟𝑝−1

, where 𝑓1 and 𝑓2 represent numerical solutions for the560

analyzed variables on two distinct grids, with discrete spacings denoted as ℎ1 (fine grid) and ℎ2 (coarse grid), respectively.561

𝑟 = ℎ2

ℎ1
represents the grid refinement ratio and 𝑝 is the accuracy order of the discretization scheme. Richardson extrapolation562

aims to approximate the exact solution (𝑓𝑒) by using numerical solutions 𝑓1 and 𝑓2. The relative numerical error (𝐸0) between563

the finest grid solution and 𝑓𝑒 is described in 𝐸0 = 𝜀
𝑟𝑝−1

. The relative error between 𝑓1 and 𝑓2, is represented by 𝜀 defined in:564

𝜀 = 𝑓1−𝑓2
𝑓1

.565

566
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The numerical error 𝐸0 is multiplied by a safety factor 𝐹𝑠 and the GCI is given by 𝐺𝐶𝐼 = 𝐹𝑠
|𝜀|
𝑟𝑝−1

. According to Roache567

(1998), when more than two grids are used, the safety factor is set to 1.25. This approach allows for an estimation of the exact568

solution. The solution to this method is accurate only in an asymptotic range, which is achieved when a smaller grid cell does569

not change the resolved quantities (Coelho and Argain 1997; Phillips and Roy 2014; Roache and Knupp 1993). The GCI570

estimator assesses the precision of the grid scheme by determining the percentage error between the calculated values and an571

asymptotic numerical value, which is the true solution. This is accomplished by comparing the results obtained using the finest572

grid, which serves as the reference grid, with those obtained using coarser grids. The uncertainty of this metric is estimated by573

multiplying the absolute value of the Richardson extrapolation error by a safety factor determined based on knowledge of the574

nearness to the asymptotic range (Phillips and Roy 2014; Roy 2005; Roache 1998).575

576

The present GCI analysis employs the method proposed by Celik et al. (2008) to minimize the discretization error to optimize577

modeling performance. (Baker et al. 2020a; Eça and Hoekstra 2014; Samion et al. 2019). Three grid resolutions, denoted as578

𝑅𝑒6, 𝑅𝑒5, and 𝑅𝑒4, were created to conduct the computation. These grids are called fine, middle and coarse, consisting of N1,579

N2 and N3 elements. Initially, the average spacing for each grid (ℎ𝑖) was determined by ℎ𝑖 =
[

1
𝑁𝑖

∑𝑁𝑖
𝑗=1 Δ𝑉𝑗

]1∕3
, where Δ𝑉𝑗580

denotes the volume of each grid element. The observed accuracy order 𝑝 was determined after calculating the grid refinement581

ratios 𝑟54 =
ℎ5

ℎ4
and 𝑟65 =

ℎ6

ℎ5
. The GCI indicated the change in the solution with further refinement and determined how far the582

solution was from the asymptotic range. A small value of GCI means that the results are within the asymptotic range (Baker583

et al. 2020b).584

585

The GCI study employed three different grids, as listed in Table 5 . The least refined grid contained about 3.5 million586

elements, while the most refined had approximately 7.2 million elements. Refinement ratios, 𝑟, exceeding 1.1 were utilized587

to generate all grid resolutions (Celik et al. 2008). In this study, the time step was set to equal to Δ = 0.1 seconds. The CFL588

stability condition denoted by 𝐶𝐹𝐿 = 𝑢Δ𝑡
ℎ

≤ 1, was considered when performing the mesh independence study. This condition589

guaranteed not only stability but also greater numerical accuracy. Estimation of the exact solution in the GCI method was based590

on a series of numerical computations to estimate the error in the numerical solution.591

592

Table 5 presents the results for the GCI values in percent. These values determined the convergence rate of the numerical593

solution as compared to the grid resolution. The GCI asymptotic was equal to 0.95, indicating that the resolutions 𝑅𝑒3, 𝑅𝑒5,594

and 𝑅𝑒6 reached a grid-independent solution. The apparent order achieved in the simulation 𝑝 is large due to a small grid595

refinement ratio of 1.1. The GCI percentage values for 𝑅𝑒5 and 𝑅𝑒6 are below the asymptotic threshold of 0.947, which implies596

convergence toward a grid-independent solution. The extrapolated value suggests that the solution obtained on the grid (𝑅𝑒3)597

achieved an independent result.598

599

TABLE 5 Grid convergence study over 3 grids. 𝜙 represents the value for the average velocity and 𝜙𝑒𝑥𝑡𝑟𝑎𝑝𝑜𝑙𝑎𝑡𝑒𝑑 its extrapolated
value. 𝑁𝑐𝑒𝑙𝑙𝑠 is the number of grid elements, 𝑟 the refinement ration between two successive grids. 𝐺𝐶𝐼 is the grid convergence
index in percent and its asymptotic value is provided by 𝐺𝐶𝐼𝑎𝑠𝑦𝑚𝑝𝑡𝑜𝑡𝑖𝑐 , where a value close to unity indicates a grid independent
solution. The order achieved in the simulation is given by 𝑝.

𝜙 𝑁𝑐𝑒𝑙𝑙𝑠 𝑟 𝐺𝐶𝐼 𝐺𝐶𝐼𝑎𝑠𝑦𝑚𝑝𝑡𝑜𝑡𝑖𝑐 𝑝 𝜙𝑒𝑥𝑡𝑟𝑎𝑝𝑜𝑙𝑎𝑡𝑒𝑑

𝑅𝑒6 5.409e+00 7187500 1.1 4.26%
0.947 2.23 4.67e+00𝑅𝑒5 5.76e+00 5625000 1.2 4.73%

𝑅𝑒3 6.61e+00 3562500 - -

5 DISCUSSION600

Grid independence studies for hydro-geomorphologic models applied to fluvial systems at both field and laboratory scales are601

essential for improving the performance of parallelized physics-based models, minimizing computational expense, maximizing602

model accuracy, and evaluating data representation across multiple computational domains. Fluvial models must consider how603

computational domain resolution affects simulated flow quantities, as simulations can vary with grid size (Lee et al. 2020;604

Samion et al. 2019; Roache 1998). This study addressed the gaps in grid convergence studies and their role in simulating605

turbulent flow in river systems at the field scale. To our knowledge, this research is one of the few grid independence studies606
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on CFD models for fluvial applications (some studies addressing this issue are Altenau et al. (2017), Yu and Lane (2011), and607

Lane et al. (1999)) and one of the first to apply grid independence to field-scale LES models in a river reach.608

609

This study presented a novel approach to evaluate the impact of changes in spatial resolution on field-scale DES models610

to identify turbulent flow patterns in hydraulic features in canyon-bound rivers. The methodological framework incorporated611

seven different computational domain resolutions to analyze the sensitivity of field-scale models to spatial resolution changes612

by employing techniques such as TKE spectrum, spatiotemporal analysis of eddy structures, KL-divergence, NSE coefficient,613

wavelet power spectrum, GCI calculation. This study evaluated the loss of information and the data representation of anisotropic614

turbulence in a fine to coarse computational domain resolution set. The proposed metrics could evaluate the sensitivity of the615

field-scale model to the spatial resolution of the computational domain in the ability to identify complex turbulent flow patterns616

and hydraulic features in river systems, such as primary, secondary flows, vorticity patterns, and shear layers. The spatiotem-617

poral distributed analysis clarifies the understanding of how domain resolution can affect the simulation results. Thus, this618

research work can contribute significantly to the computational modeling field in fluvial geomorphology, as the applications619

of eddy-resolving models are increasing to simulate field-scale river reaches. Overall, the proposed methodological frame-620

work can be employed to develop more efficient grid resolutions to simulate complex fluvial environments. Furthermore, this621

research can serve as a methodology for model transferability in other river-reach settings. Nonetheless, a validation process is622

necessary to assess the loss of information of an eddy-resolving model compared with a data collection.623

624

The results suggest that the use of moment-based statistical metrics, such as mean and variance, is an optimal approach that625

minimizes information loss in DES models, compared to arbitrary techniques. Minimum divergence filtering algorithms are626

aimed at minimizing the KL-divergence and are based on entropy minimization. This finding has significant implications for627

minimum divergence filtering algorithms, which aimed to minimize KL-divergence instead of MSE. The medium and fine628

grid resolutions showed less information loss and a minimized divergence between the simulated and benchmark probability629

distributions. However, using a higher grid resolution also increased the computational cost of the simulation. The analysis630

derived from RMSE surfaces, KL-divergence, NSE coefficient, GCI approach, and flow structures suggested that the medium631

domain (𝑅𝑒3) resolution is the minimum grid size required to obtain accurate simulation results in terms of capturing flow632

behavior and hydraulic characteristics, including secondary flows, return currents, shear layers, and primary and secondary633

flows. Below this threshold, the simulation results may be unreliable or significantly different from the benchmark case scenario634

results. Areas of the flow field were identified where the simulation is particularly sensitive to grid sizes, such as the separation635

and reattachment zones and the zones near the secondary eddy. These areas may require a larger grid resolution to capture the636

flow behavior accurately.637

638

The increased computational cost of eddy-resolving models can make them impractical and unjustifiable for some applica-639

tions, particularly those involving large spatial and temporal scales or long simulation times, scale order of days, or months.640

This grid independence study required multiple simulations at different grid resolutions. For instance, the finest grid resolution641

simulation required 85.6 hr of processing time on 120 processors to simulate 15 min in a 1-km river transect. Future work could642

focus on developing Machine Learning (ML) to enhance physics-based modeling (e.g., LES models) for domain geometry643

redefinition according to dominant physical processes. Overall, merging the PB and ML frameworks could contribute to opti-644

mizing the level of grid refinement in areas of interest, reducing the computational expenses of the simulation, and optimizing645

the grid refinement.646

647

The findings of this study represent a significant advancement in our understanding of turbulent flow dynamics and sediment648

transport in large-scale river systems. By employing a physics-based modeling approach validated through field observations,649

this research has specifically focused on canyon-bound rivers, particularly in areas characterized by rapids and pools. Further650

investigation is necessary to assess the applicability of these findings to other river geometries that experience massive flow651

separation, such as sharp meander bends, river confluences, vegetated channels, or channels with hydraulic structures. These652

environments introduce different flow complexities, including secondary flows and localized turbulence, which may influence653

sediment transport and morphodynamic processes. The DES model used in this study has effectively captured macro-turbulence654

in the context of large-scale canyon-bound rivers. Still, its application to more diverse river settings requires further validation.655

Future research should aim to test the model in environments with varying bathymetric and hydraulic conditions, ensuring the656
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framework can accurately predict flow behavior across a broader range of river systems.657

658

In the future, eddy-resolving models augmented with ML could introduce prior knowledge on the domain topology by cou-659

pling an adaptive mesh resolution algorithms module to the LES model to dynamically re-define the computational domain660

where the turbulent processes need to be represented and resolved, such as the lateral separation zones and main hydraulic661

features. ML can be used to learn complex relationships in simulations of eddy-resolving models, including augmentation of662

simulated data, identification of hidden patterns, and time series analysis. Furthermore, data compression ML algorithms can663

improve computational cost and data storage of objective simulated data analysis. Thus, data compression techniques, such664

as lossless and lossy compression, could potentially reduce the data size without compromising the simulated output results665

(Ju et al. 2022; Lagares and Araya 2013; Margetis et al. 2023). Post-processing techniques, such as data reduction and feature666

extraction, could be explored to extract objective information from the simulations.667

6 CONCLUSIONS668

The computational domain resolutions 𝑅𝑒3, 𝑅𝑒4, 𝑅𝑒5 and 𝑅𝑒6 successfully captured higher energy values at higher frequen-669

cies in the PSD than those captured by resolutions 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2; these results are relevant for examining frequencies that670

correspond to smaller-scale fluctuations with shorter wavelengths. The resolutions 𝑅𝑒6 and 𝑅𝑒4 captured smaller scales of tur-671

bulence and provided a more accurate representation of the TKE spectrum compared to the benchmark case scenario 𝑅𝑒5. The672

TKE spectrum exhibited a range of scales, from large-scale motions associated with the overall flow behavior to small-scale673

motions associated with highly localized turbulence for all the computational domain resolutions. Small-scale turbulence, such674

as that found in the viscous sublayer of a boundary layer, can experience significant TKE dissipation due to high turbulence675

levels, shear forces, and rapid fluctuations in velocity. Furthermore, it can affect the dynamics of turbulent eddies and the676

overall flow structure, especially in the near-wall region where TKE dissipation is most pronounced.677

678

The wavelet spectrum of velocity successfully captured the ability of the six computational domain resolutions to repre-679

sent eddy pulsation patterns at spatial-temporal scales to the benchmark case scenario. For domain resolutions 𝑅𝑒3, 𝑅𝑒4,680

and 𝑅𝑒6, the separation zone displayed a high-frequency eddy pulsation with a high amplitude. In contrast, lower-frequency681

eddy pulsations characterized the reattachment zone. Domain resolutions 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2 produced results that varied in682

frequency, period, and amplitude compared to the benchmark simulation 𝑅𝑒5. The power spectrum analysis for all domain683

resolutions identified three distinct regions with different spectral behaviors in the separation zone, primary, and secondary684

eddy. The first region exhibited a flat PSD across all frequencies below 0.001 Hz, indicating the presence of white noise in that685

frequency region. The second region, between 0.001 and 0.5 Hz, showed a Brownian walk behavior. The third region, with686

frequencies higher than 0.5 Hz, showed a flatter spectrum with a more uniform energy distribution at different frequencies. The687

non-stationary signals exhibited periodic and coherent signals of high amplitude and high frequency in the separation zone and688

low frequencies in the reattachment zone, as captured by the model. These signals were weaker in the near-surface grid cells689

compared to the signals observed at six-tenths of the channel depth grid cells. The resolution 𝑅𝑒5 captured the eddy pulsations690

in greater detail, representing more periodic and persistent signals between 4 and 2 min.691

692

The RMSE values suggest that once the domain resolution 𝑅𝑒3 is reached, the RMSE values become relatively insensitive to693

further grid refinement. The RMSE surface analysis identified areas of the flow field that are particularly sensitive to grid sizes694

and may require a larger grid resolution to capture the flow behavior accurately. Minimum divergence filtering algorithms that695

aim to minimize KL-divergence instead of MSE were observed to minimize information loss. According to the KL and NSE696

results, 𝑅𝑒3 resolution was identified as a critical threshold or the minimum grid size required to obtain accurate simulation697

results to capture flow behavior and hydraulic characteristics, including secondary flows, return currents, shear layers, and698

primary and secondary eddies. The GCI quantitative analysis was used to estimate the numerical error due to discretization and699

determine the necessary grid resolution for achieving the desired level of accuracy. When using a fixed time step (0.1s), the700

extrapolated solution will inevitably contain a time discretization error.701

702

In summary, the PSD of velocity fluctuations showed that resolutions 𝑅𝑒3, 𝑅𝑒4, 𝑅𝑒5, and 𝑅𝑒6 captured higher energy values703

at higher frequencies compared to 𝑅𝑒0, 𝑅𝑒1, and 𝑅𝑒2, indicating better resolution of smaller-scale fluctuations. The TKE spec-704

trum for higher resolution domains (𝑅𝑒4, 𝑅𝑒5, and 𝑅𝑒6) closely matched the benchmark case, unlike lower resolutions. RMSE705

values were lowest for 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6, becoming insensitive to further refinement beyond 𝑅𝑒3. KL-divergence values were706

lowest for 𝑅𝑒3 and 𝑅𝑒4, suggesting these resolutions reduce information loss and better approximate the benchmark. NSE707
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values stabilized for 𝑅𝑒3 and higher resolutions, indicating grid refinement beyond 𝑅𝑒3 did not significantly impact results.708

GCI values confirmed that 𝑅𝑒3, 𝑅𝑒5, and 𝑅𝑒6 achieved a grid-independent solution. Based on RMSE, KL-divergence, and709

GCI, the model showed predictive capabilities after reaching domain resolution 𝑅𝑒3.710

711

𝑅𝑒3 is recommended as the optimum grid, based on the statistical metrics PSD, RMSE, NSE, and GCI. This grid resolution712

could be transferred and applied to the study of other fan eddy complexes located along the Colorado River downstream of the713

Glen Canyon Dam with similar geomorphologic and bathymetric conditions and perhaps other similar canyon-bound rivers714

featured by rapids and pools.715

716
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982

Appendix983

A Grid independence study using time series analysis984

A.1 Energy spectrum985

The energy cascade is described as the transfer of energy from low wavenumbers to high wavenumbers. This transfer brings986

turbulent kinetic energy (TKE) from large to small scales. The small-scale eddies affected by viscous forces are within the987

dissipation range of the scales; here, the turbulent energy is dissipated as heat (Figure A1 ). In the intermediate range of988

scales, the so-called inertial subrange, Kolmogorov’s hypotheses led to the following universal form for the energy spectrum989

(Kolmogorov 1941): 𝐸(𝑘1) = 𝐶𝜀2∕3𝑘−5∕3, where the energy spectrum of turbulence, 𝐸(𝑘), is related to the mean turbulence990

kinetic energy per unit mass, 𝜀 is the rate of turbulence kinetic energy dissipation, k is the wavenumber, and C is a Kolmogorov991

constant. In the inertial subrange, the rate at which turbulent energy is transferred to smaller scales depends only on the992

dissipation rate of turbulent energy. Eddy resolving models can only resolve the eddies above the grid cells, constraining the993

resolved energy cascade to the smallest eddies of the grid cell dimensions (Navah et al. 2020). The turbulent kinetic energy not994

resolved by the predetermined mesh must be taken into account in the subgrid scales. The Kolmogorov’s turbulence spectrum995

equation 𝐸(𝑘1) = 𝐶𝜀2∕3𝑘−5∕3 can be written as: 𝐸(𝑘1) =
1

Δ𝑘1
1
𝑁2

∑𝑁∕2−1
𝑗=0 𝑢̂𝑗 𝑢̂∗𝑗 , where N is the number of points probes that are996

transformed, 𝑢̂𝑗 is the Fourier transform of 𝑢′1, 𝑢̂
∗
𝑗 is the Fourier transform’s complex conjugate, and Δ𝑘1 is the spacing between997

points in the 𝑘1 domain. This expression provides a representation of how the energy of a signal is distributed across different998

frequencies, and was used to determine the ability of the different grid resolutions to capture eddy pulsations and to evaluate999

the performance of the numerical models to capture turbulent structures of different scales (Wang et al. 2023; Al-Jumaili and1000

Mulahasan 2023).1001

1002

-25pt

FIGURE A1 Representation of the process of production, energy cascade, and dissipation in the energy spectrum of turbulence
according to Kolmogorov’s theory.

A.2 Wavelet spectrum:1003

The wavelet analysis technique involved adjusting the window of the short-time Fourier transform by either stretching or1004

compressing it based on the desired frequency to be detected. This process helps to create scales in both the time and frequency1005

domains, which is useful in identifying intermittent flow features such as coherent structures. Coherent structures refer to1006

patterns or structures within a fluid flow that are dominant and recurring in time and space (Fiedler 1988). These structures are1007

often responsible for the transfer of energy and momentum within the fluid and can significantly impact the flow behavior. Over-1008

all, wavelet analysis can be viewed as a method of identifying and locating specific frequencies that are of interest. (Chen et al.1009
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2019). Wavelets are signal processing tools for investigating time-varying frequency spectrum characteristics of nonstationary1010

signals. The study by Rubin and McDonald (1995) has shown that nonperiodic eddy pulsations occur along the studied reach of1011

the EM fan-eddy complex, and turbulence is one of the main processes responsible for generating these eddy pulsations (Rubin1012

and McDonald 1995; Rubin et al. 2020). The study also found that the intrinsic behavior of the eddy structures characterized1013

non-periodic pulsations, as evidenced by time series measurements of the flow velocity and the position of the reattachment1014

point (Rubin and McDonald 1995).1015

1016

B Root Mean Square Error (RMSE) values1017

The objective of Appendix B is to present the percentages of the total area corresponding to different ranges of RMSE values1018

for each computational domain resolution at six-tenths of the channel (averaged velocity of the vertical profile) and near-surface1019

grids (maximum simulated velocity). Tables B1 and B2 provide additional support to the results discussed Subsection 4.3.1,1020

Figures 15, 16, and 17, specifically about RMSE statistical values.1021

TABLE B1 Percentages of the total area corresponding to each range of RMSE values for each generated computational domain
resolutions 𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6 at six - tenths of the channel depth grid cells.

Six - tenths of the channel depth grid cells

RMSE (m/s) 𝑅𝑒0 𝑅𝑒1 𝑅𝑒2 𝑅𝑒3 𝑅𝑒4 𝑅𝑒6
0.04 - 0.24 1.36 4.95 8.30 0.02 23.63 18.26
0.25 - 0.34 7.10 10.09 10.36 18.49 26.60 24.67
0.35 - 0.44 7.22 16.50 14.54 27.53 9.89 17.61
0.45 - 0.64 32.83 39.24 40.85 15.59 29.34 26.04
0.65 - 0.84 33.23 15.09 13.00 26.47 9.89 12.10
0.85 - 1.2 7.52 4.55 3.81 10.79 0.65 1.19

1.3 - 2 6.65 6.38 5.79 1.11 0.00 0.13
2.1 - 3.8 4.08 3.21 3.35 0.00 0.00 0.00

TABLE B2 Percentages of the total area corresponding to each range of RMSE values for each generated computational domain
resolutions 𝑅𝑒0, 𝑅𝑒1, 𝑅𝑒2, 𝑅𝑒3, 𝑅𝑒4, and 𝑅𝑒6 at the near-surface grid cells.

Near-surface grid cells

RMSE 𝑅𝑒0 𝑅𝑒1 𝑅𝑒2 𝑅𝑒3 𝑅𝑒4 𝑅𝑒6
0.04 - 0.24 0.38 2.25 3.95 0.00 17.48 13.20
0.25 - 0.34 2.91 7.04 8.74 14.00 33.16 28.06
0.35 - 0.44 8.76 13.63 11.41 35.62 12.86 20.07
0.45 - 0.64 40.67 41.13 37.90 13.85 17.58 20.36
0.65 - 0.84 25.31 17.70 21.87 15.66 17.32 15.64
0.85 - 1.2 7.97 6.60 5.23 17.51 1.57 2.36

1.3 - 2 8.32 7.24 6.48 3.29 0.02 0.31
2.1 - 3.8 5.68 4.42 4.42 0.06 0.00 0.00

C Results of Probability Density Functions (PDFs) at each domain resolution1022

Appendix C displays the values of the moments of PDFs for the KL-divergence across all simulated computational domain1023

resolutions. Table C3 is supplementary information to the findings discussed in Subsection 4.3.2, specifically complementing1024

Figures 19 and 20.1025
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TABLE C3 Moments of Probability density functions (PDFs) values of the Kullback-Leibler for all simulated computational
domain resolutions.

Domain
resolution Min 1st

Quantile Median Mean Standard
Deviation Variance 3rd

Quantile Max

𝑅𝑒0 0.000 0.003 0.041 0.101 0.186 0.035 0.061 0.647
𝑅𝑒1 0.000 0.088 0.197 0.227 0.171 0.029 0.379 0.469
𝑅𝑒2 0.000 0.146 0.177 0.242 0.171 0.029 0.381 0.469
𝑅𝑒3 0.000 0.028 0.115 0.149 0.137 0.019 0.282 0.432
𝑅𝑒4 0.000 0.035 0.104 0.148 0.143 0.020 0.274 0.462
𝑅𝑒5 0.000 0.035 0.120 0.153 0.141 0.020 0.061 0.462
𝑅𝑒6 0.000 0.020 0.095 0.150 0.143 0.020 0.197 0.476

D Simulated videos from the DES model1026

Appendix D presents animated movies that correspond to the simulated videos derived from the post-processing data of the1027

DES model. The videos were created using the ParaFOAM tool, an open-source, multi-platform application designed for data1028

analysis and visualization. These animated videos have been developed to illustrate the processes of turbulent flow and vortex1029

structures. Specifically, they provide a comparison between the coarse grid resolution and the current grid, showcasing near-bed1030

and surface velocity vectors, as well as elucidating large-scale vorticity structures in both the vertical and horizontal dimen-1031

sions. A detailed analysis of these videos can be found in the manuscript in subsections 4.1 (velocity and vorticity patterns).1032

The captions associated with the videos are presented in this appendix. The videos have been uploaded as separate AVI files.1033

1034

Movie 1. Simulated video of velocity vectors at near-surface grid cells for the domain resolutions A) 𝑅𝑒0 (lowest resolu-1035

tion), B) 𝑅𝑒3 (medium resolution), C) 𝑅𝑒6 (finest resolution), and D) 𝑅𝑒5 (Benchmark case), based on the simulated averaged1036

velocity (m/s). The length of mean surface velocity vectors ranges from 0 to 4.5 m/s.1037

1038

Movie 2. Simulated video of the velocity field at near-surface grid cells for the domain resolutions A) 𝑅𝑒0 (lowest resolu-1039

tion), B) 𝑅𝑒3 (medium resolution), C) 𝑅𝑒6 (finest resolution), and D) 𝑅𝑒5 (Benchmark case), based on the simulated averaged1040

velocity (m/s).1041

1042

Movie 3. Simulated video of iso-surfaces of Q-criterion colored by velocity magnitude for the domain resolutions A) 𝑅𝑒01043

(lowest resolution), B) 𝑅𝑒3 (medium resolution), C) 𝑅𝑒6 (finest resolution), and D) 𝑅𝑒5 (Benchmark case).1044

1045

Movie 4. Simulated video of the vertical component of vorticity for the domain resolutions A) 𝑅𝑒0 (lowest resolution), B)1046

𝑅𝑒3 (medium resolution), C) 𝑅𝑒6 (finest resolution), and D) 𝑅𝑒5 (Benchmark case).1047
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