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RECENT EXPERIMENTS IN THE USE OF MODEL OUTPUT STATISTICS
FOR FORECASTING SNOW AMOUNTS

Joseph R. Bocchieri

1. INTROCDUCTION

A Model Output Statistics (MOS) system for forecasting heavy snow has been
operational within the National Weather Service since October 1977 (Bocchieri,
1979a); National Weather Service, 1978). Heavy snow is defined as a fall of
24 inches during & 12-h period at a station. In MOS (Glahn and Lowry, 1972),
a statistical relationship is determined between the forecast output of a
numerical prediction model (or models) and observed occurrences of a particu-
lar weather element. For the operational heavy snow system, we used cutput
from both the Limited-area Fine Mesh (LFM) model (¥ational Weather Service,
1971; Gerrity, 1977) and a finer mesh version of the LFM, called LFM-II
(National Weather Service, 1977; Newell angd Deaven, 1981), to develop predic-
tion equations that give the conditionsl probability of heavy snow for 12-24 h
periods after Q000 GMT and 1200 GMT. An estimate of the unconditicnal prob-
ability of heavy snow and a categorical ferecast are also provided. The
unconditional probability is derived by taking the product of the cenditicnal
probability, the probability of precipitation (PoP) {Lowry and Glahn, 1976;
National Weather Service, 1980), and the conditional probability of frozen
precipitation (PoF) (Bocchieri, 197%h).

We've recently derived a set of experimental snow amount forecast equations
with the goal of developing a new operational system which would provide fore-
casts for other snow amcunt categories, not just heavy snow, and other fore-
cast projections other than 12-24 hours. In the process of deriving these .
equations, we performed a number of experiments. In one experimehi, we deter-
mined the effect of removing LFM boundary-layer type predictors from the fore-
cast equations, since future operational numerical models at the National
NMeteorclogical Center may not include a boundary layer in; the form presently
used ip the LFM. The results indicate that forecast equations that didn't
include boundary-layer predictors were only slightly less accurate than equa-
tions that included boundary~layer predicteors. In anotheriexperiment, ve
determined the optimum number of predictors to include in the forecast egua-
tions and found that 12 predictors was about right.

Conditional prohability of heavy snow forecasts made by the experimental
equations were then compared to similar forecasts made by the operaticnal
system; the results indicate that there was little difference in the accuracy
of the two systems. This was encouraging because the experimental equations
didn't include boundary-layer type predictors.

After performing these experiments for the 12-24 h projection, we developed
conditional probability eguations for several snow amount categories for the
12-18, 18-24, and 24-3%6 h projections from Q0CO GMT. We then compared two
methods for estimating the unconditional probability of occurrence of the snow
amount categories, given the conditional probvabilities from the experimental
system. One method, called PRODUCT, consisted simply of multiplying the
conditicnsl probabilities for each snow amount cstegory by the PoP for the
12~h period and the average PoF for the same 12-h period. This is quite




similar to the method used in the operational system. The other method,
called MOSSQR, inveived the derivation of regression equations to predict the
uwnconditional probabilities. Potential predictors for these equations wgre
conditional snow amount probabilities, FPoP and PoF forecasts, and various
products thereof. A comparative verification showed there was little differ-
ence between the two methods. Hence, the PRODUCT method was then used to
estimate the unconditional probabilities of the various snow amount categories
and probability threshold values were determined on the developmental sample
so that categorical snow amount forecasts could be made. We verified the
categorical forecasts for each projection on both developmental and indepen-
dent data. The results indicate the scores generally deteriorated on the
independeni sample, especially for the 18-24 and 24~3%6 h projections. We also
compared the gxperimental forecasts with operational forecasts for the 24 inch
category and found that the two systems were of comparasble accuracy.

Based on these results, we decided to continue the developmeni and testing
of forecast equations for the 12-24 h projection. We concluded that the
asccuracy of the forecasts for the other projections was not good enough to
warrant further development efforts at this time.

2. DEVELOPMENT AND TESTING OF
CONDITIONAL SHOW AMOUNT FORECAST EQUATIONS

The potential predictors from the LFM and LFM-II models used in the develop-
ment of experimental, conditional probability of snow amount [PoSA(S)] egua-
tions are listed in Table 1. Model output variables valid for 6-~, 12-, 18-,
24 -, %6-, 42, and 48-h projections were included in addition to station
elevation and the sine and cosine of the day of year. The table also gives
the acronyms by which the various predictors will be referred in this paper.
The predictors were used in both unsmoothed and Y-point, space-smeothed form.

T6 form the predictand for the PoSA(S) equations, we included only 'pure
snow" events in our developmental sample. A pure snow event is defined as the
cccurrence &t a station of >0.1 inches of snow and/or sleetr, and no other iype
of precipitation during a 6- or 12-h period depending on the projection.
Therefore, the PoSA{S) equations produce probability forecasts for a site
given that a pure snow event occurs. '

hotually, we could isolate only quasi-pure snow evenis in the developmental
gample. The basic data were 6-h snowfall amounts at 195 stations in the
conterminous United States. In order to isolate the pure snow events we
examined the "weather” observations to determine the type of precipitation
falling within the period. However, weather observations were available only
every third hour. Therefore, since we couldn't be certain that only pure snow
fell within the 12-h period, a number of snow events may have been only
quasi-pure.

We used the Regression Estimatiorn of Bvent Probability {REEP) screening
technique (Miller, 1964) to develop PoSA(S) forecast equationms. This tech-
nique objectively selects a subset of effective predictors from a large set of
potential predictors to use in multiple linear regression equations. The
equations give estimates of the probabjlities of occcurrence of a given set of
binary-type predictands. As discussed later, snow amount was categorizsed into
cumulative, binary-{iype predictands, >1, >2, 23, 24, and >6 inches. The




predictand'is called binary because in the developmental phase it was assigned
a value of 1 or O in & given case depending, respectively, upon whether or not

that particular snow amount category occurred. The potential predictors in
Table 1 were included in both binary and continuous form. The use of binary
predictors helps o account for non-linear relationships which may exist
between the predictors and predictands. A good description of the screening
procedure can be found in Glahn and Lowry (1972).

a. Preliminary Experiments

In the process of developing the experimental PoSA(S) equations, we did a
nunber of experiments. We first determined the effect of removing LEM
boundary-layer predictors from the PoSA(S) equations. Two PoSA(S) forecast
systems were developed with data combined from 195 conterminous United States
stations and seven winter seasons, September through April, 1972-73 through
1978-79, One system included boundary-layer predictors, among others, and the
other system didn't. The REEP technique was used in conjunction with the
potential predictors in Table 1 to develop 1Z2-term equatiocns for each system.
The twe PoSA(S) systems forecast the probability of >4 inches of snow, given
that snow occurs, in the 12-24 h period after 0000 GMT.

We did a comparative verification between the two PoSA(S) systems with inde-
pendent data from the winter season of 1979-80. The results show that the
Brier score (Brier, 1950) for the PoSA(S) system which included boundary-layer
predictors was about 1% better than the Brier score of the system that didn't
have these predictors. We judged that this improvement was not large enough
to include boundary-layer predictors in further development of PoSA(S) equa-
tions, since these fields may not be available from future numerical models
run at the National Meteorclogical Center.

In another experimen:, we determined the optimum number of predictors to
inciude in PoSA(S) equations. First, PoSA(S) equations were derived for the
12-24 h period after 0000 GMT for each of several geographic regions. The
developmental sample consisted of data from 195 stations. apd eight winter’
seasons (1972-73 through 1979-80). The regions were determined in the follow-
ing manner. We derived PoSA(S) equations for the >1 and'>4 inch categories
for the 12-24 n period from both G000 GMT and 1200 GMT with data combined from
195 stations for the developmental sample--the so-called generalized operator
approach. Ve then evaluated the equations to obtain forecdasts for each statiocn
on the developmental sample. A statistic called the relative probabiiity bias
was computed for each station and for each snow amount category by:

Relative Probability Bias = PoSA(S) - RF , (1)
RF

where PoSA(S) is the average conditional probability forecast for a particular
snow amount category for each station and RF is the relative frequency of that
category for each station for the developmentsl sample. We subjectively
determined the regions shown in Fig. 1 by grouping stations having similar
relative probability bias characteristics; other factors we considered were
the density of stations and the climatic frequency of snow amount. We needed
to make the regions large to insure that a sufficient number of snow amount
cases would be available for equation development.




After determining the regions, separate PoSA(S) equations sets containing 1,
2, 4 ..., 20 predictors were derived for >1, >2, >3, >4, and »6 inch categories
for each region. We then computed Brier scores for forecasts from each equsa-
tion set on independent data combined for 195 stations from the winter seasons
of 1980-81. The results in Table 2 indicate that the improvement (decrease)
in the Brier score as the number of predictors increases depends on the snow
amount categery. For instance, for the >1 inch category, the i€-predictor
equation improved upon the 1-predictor equation by 5.7%. For the >3 inch
category, the 10-predictor equation improved upon the 1-predictor equation by
1.5%. However, for the >& inch category, the number of predictors in the
egquations made little difference in the Brier score. Overall, there was
1ittle improvement in the Brier scores beyond about 12 predictors and wve
decided this number was optimum. These results generally agree with those
found by othér investigators for other forecast variables (Annett et al.,
19723 Bocchieri and Glahn, 19725 Zurndorfer and Bermowitz, 1976).

We then compared forecasts from 12-term PoSA(S) equations for the >4 inch
category with forecasts from the operational conditional probability of heavy
snow system. The Brier score was computed for both systems for an independent
sample consisting of about 1400 cases from the winter season of 1880-81. The
results indicate the experimental forecasts were hetter than the operational
heavy snow forecasts by 1.4% in the Brier score. Although the level of
improvement is small, it should be noted that boundary-layer type predictors
from the LPM were not included in the experimental equations, but they are
used in the operational system. Experiments described previously in this
paper indicate that equations without boundary-layer predictors were about 1%
worse than equations with boundary-layer prediciors. Based on this comparison,
we decided to proceed with development of experimental PoSA(S) equations for
other forecasit projections.

b. Further Development of Experimental PoSA(S) Equations

Tn addition to deriving experimental equations for the 12-24 h' projection,
we also developed PoSA(S) equations for the 12-18 h, 18-24 h, and 24-36 b
projections from 0000 GMT. For the two 6-h periods, thret categories of snow
amount were were: >1, >2, and >3 inches, For the 24-%6 h projection, we used
the same snow amount categories as for the 12-24 h period; 21, 22, 23, >4, and
>6 inches. The potential predictors in Table 1 were used. to develop PoSA(S)
equations for these additional projections for each of the regions in Fig. 1.
The developmental sample for the 12-18 h and 18-24 h periods consisted of data
from eight winter seasons, 1972-73 through 1979-80. For the 24-3%6 h projec-
tion, we had about 4 1/2 seasons of data available, February 1976 through
April 1980,

Tahle 3 shows the total reduction of variance for 12-term PoSA(S) equations
for eamch region for the 12-24 h projection from 00C0 GMT. The relative
frequency for each snow amount category and the toial number of pure snow
cases are also given. As expected, the reduction of variance was generally
lower over the western, more mountainous portion of the United States
(regions 1 and 2); it's generally more difficult to predict snow amounts in
mountainous areas because of local, orographic effects. Also, as expected,
the reduction of variance was generally lower for the higher, less frequent
snow amount categories. However, in regions 3, 4, and 5 the reduction of
variance for the >2 inch category was higher than for the >1 inch category
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even though the later category occurred much more frequently. A possible
reason is that those weather systems producing at least 2 inches of snow are
more organized, occur on a larger scale, and are easier teo predict than
weather systems producing lesser snow amounts.

In Table 4, the predictor types are ranked as determined by the REEF screen-
ing procedure for the 12-24 h and 24-3%6 h projections from 0000 GMT. This
1ist was determined by both frequency and order of selection; for the purpose
of this ranking, all predictor prjections, smoothings, and binary limits were
combined for each type of variable. The results indicate the LFM forecasts of
P ANT and MEAN R HUN were the most important predictors for both projections.
Various parameters derived at 850-mb, such as 850 biv, 85C VORT, and
850 M CONV, ranked next in importance at 12-24 hours, and 850 U and 850 DIV
ranked next in importance at 24-36 hours. Other investigators such as Browne
and Younkin (1970}, Brandes and Spar (1971}, and Spiegler and Fisher (1971)
also found the 850-mb level to be useful for snow amount prodiction.

Variables at 700-mb, such as 700 U and 700 VV followed the 850-mb parameters
for 12-24 hours. TFor the 24-36 h projection, the 500 VORT ranked next
followed by 700 U. Goree and Younkin (1966) and Weber (1978} alsc found
various parameters at 500-mb to be useful. 10-5 THICK ADV ranked relatively
high for the 12-24 h projection; Yourkin (1968) found strong warm advection to
be associated with heavy snow in the western United States.

3, EXPERIMENTS IN ESTIMATIRG THE
UNCONDITIONAL PROBABILITY OF SHOW AMOUNT

We experimented with two methods for obtaining vneconditional probability of
snow amount, PoSA, forecasts for the 12-24 h pericd after Q000 GMT. One
method, called PRODUCT, consists simply of multiplying the conditional prob-
ability forecast, PoSA(S), for each snow amount category, by the PoP for the
corresponding 12-h period and the average Fol (Po¥) for the same 12-h period.
This is expressed mathematically1, for instance for the >1! inch category, by:

PoSA(>1 inch) = PoSA(S)(>1 inch) x PoP x PoP.: o (2
This method is essentially the one used in the operational sysfem to obtain
estimates of the unconditional prohability of heavy snow..

The other method, called MOSSQR, invelved derivation of "REEP equations 1o
predict PoSA. Potential predicicrs for these equations were PoSA(S), PoP, and
PoF forecasts, and various products thereof. The developmental sample for
this derivation consisted of the months October through March, 1972-73 through
1979-80. We first developed generalized-operator PoSA equations with data
combined from 192 stations for the 21, >2, >3, 24, and 26 inch categories. Ve
then attempted to determine regions in a manner similar to that used for the
PoSA(S) equations in Section 2, That is, we computed the relative probability
bias for each station by Bq. (1) using the developmental sample and then tried
to combine stations with similar bias characteristics to determine the regions

11n a true mathematical sense, this method dcesn't give the unconditional
probability of snow amount for 12~h periods in which mixed precipitation
occurs, since PoSA(S) equations were developed with pure snow cases only.




However, the bias values were rather erratic and we had trouble grouping
stations into regions. A possible reason for this is that the predictors used
in the PoSA equations, i.e., PoSA(S), PoP, and PoF forecasts, were obtained
from systems that had already been regionalized sc¢ that much of the bias was
implicitly sccounted for.

Table 5 shows the 12-predictors included in the MOSSQR prediction equations
in the order determined by the REEP procedure. The additional reduction of
variance accounted for by each predictor for each snow amount category is also
shown. The first predictor chosen, for example, is an estimate of PoSA for
the >1 inch snow amount category and is given by the product of Posa(s) for
21 inch, and the PoP and PoF for the 12-24 h period. This predictor was
chosen because of its coniribution to the reduction of variance of the »>1 inch
predictand category (27.4%). Some of the predictors chosen were binary in
form. For instance the third predictor takes on the value 1 if the estimate
of PoSA for »2 inches is 570%; otherwise, this predictor is given the value O.

We did a comparative verification between the PRODUCT and MOSSQR methods for
both the developmenial and independent data samples. The independent sample
consisted of data from Cctober 1980 through ¥arch 1981, Table 6 shows the
Brier scores for both samples for 192 stations combined and for each snow
amount category. The results indicate the following: 1) for the developmental
sample, there was little difference between the methods, except for the >4 and
Zﬁ inch categories where MOSSQR improved upon the PRCDUCT method by 1 5% and
4.2%, respectively; and 2) for the independent sample, there was little
difference between the PRODUCT and MOSSQR methods for all snow amcunt
categories. Based on these results, we decided to use the PRODUCT method for
further development and testing of experimental PoBA equations, since it will
be easier to apply this method in operstions.

4, VERIFICATION OF CATEGORICAL SHOW AMOUNT FORECASTS,

To help us determine whether the experimental snow amount forecast system
would be suitable for operational implementation, 'we examlned two factors on
independent data: 1) the stability of verification scores’computed for cate~
gorical snow amount forecasts, and 2) a comparative verification betwveen the
experimental and operational system for the categorical heavy snow forecasts.

In order to make categorical snow amount forecasts from: the probability
forecasts, we developed threshold probability values for each snow amount
category, each region, and each forecast projection. This was done by maxi-
mizing the threat score? for each category while restricting the categorical
biasd to <1.30. The threat score is used at the Heavy Precipitation Branch
of the National Meteorological Center to¢ verify operational heavy snow forecasts.

27hreat score = H/(F + O - H) where H is the number of correct forecasts of
a category and F and O are the number of forecasts and observations of that
category, respectively.

JBias is the pumber of forecasts of a category divided by the number of
observations of that category. A categorical bias equal to 1.00 means
unbiased foreczsts of that category.



As described by Bermowitz and Zurndorfer (1979), maximizing the threat score
requires calculation of a threshold probability that will maximize the threat
score for dichotomous forecasts of a category. The threshold prebability for
a category, say »1 inch of snow, is a value that if exceeded by a probability
forecast for that category would result in a categorical forecast of >1 inch.
If the threshold value is not exceeded, the categorical forecast would be
<1 inch.

Threshold probabilities were computed with the use of an empirical iterative
technique. On each iteration, threat scores were computed for categorical
forecasts made by comparing probability forecasts against threshold probabili-
ties. Tor the initisl iteration, a first guess threshold probability was
provided. For subsequent ilteration, the thresheld probability was incremented
by a preselevted value. Threshold values were chosen so that the categorical
bias was <1.30, even if the maximum threat score was asscciasted with a bias
>1.30.

As as example, assume that the probability forecasts for the 12-24 h pericd
for the categories >1, >2, >3, >4, and >6 inches are C.40, 0.%0, 0.20, C.15,
and 0.05, respectively. PFurthermore, assume that the threshold probabilities
that maximize the threat score for each of the five categories are 0.38, 0.32,
0.2%, 0,16, and 0.08. The procedure starts at the category »1 inch and
compares the probability forecast (0.40) with the threshold value for that
category (0.%8). Since the threshold value is exceeded, at least 1 inch is
predicted. The next step is to proceed to the category >2 dinch and see 1f the
probability forecast (0.30) exceeds the threshold value T0.32) for that cate-
gory. Since it doesn't, the procedure is terminated and the forecast amount
is 1 to 2 inches. Of course, if the probability forecasts had exceeded the
threshold values for all categories, the forecast amount would have been
ZE inches. Similarly, if the probability forecast was less than the threshold
value for the category »1 inch, the forecast amount would have been <1_inch.

After determining the threshold probability values, we pqoducqﬁ and verified
categorical snow amount forecasts for both the developmental and independent
data samples, which were the same as those used in Sectioh 3. . Table 7 shows
the threat score and bias for the 12-24, 12-18, 18-24, and 24-%6 h forecast
projections from 0000 GMT. For the two 12-h periods, wve.verified five cate-
gories of snow amount, >1, >2, >3, 24, and >6 inches; for the two &-h periods,

we verified three categories, Zj, 22, and 23 inches. The results indicate the
following:

1. Tor the developmental sample, the blases were generally between
1,00 and 1.30. The bias was forced to be such when the threshold
probability values were derived. Yor these bias values, the threat
scores were between .20 and .30 for the >1, >2, and ?3 inch
categories for the 12-24 and 24~36 h projections and for the >1 and
>2 inch categories for the two 6-h pericds., The threat scores were
generally between .15 and .20 for the remaining categories for each

projection.

2. TFor the independent sample, both the threat score and bias deterio-
rated as compared to the developmental sample. The deterioration
vas worse Tor the 18-24 h and 24-~3%6 h periods than for the 12-18 h
and 12-24 h periods. Also, the deterioration was generally worse
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' for the upper snow amount categories as compared to the lower cate-
gories for each forecast period. For instance, for the 12-24 h
period, the bias decreased to .83 for >1 inch and decreased to
between .60 and .65 for >2, >3, and >4; the threat score remained
about the same for >1 1nch decreased to .19 for 22 inch, and
decreased to befween .10 and .15 for the other categories. How-
ever, for the 24-36 h projection, the decrease in the bias was more
extreme for the >3, »4, and >6 inch categories as compared to the
12-24 h period; the'aecrease in the threat scores was also more
extreme, and, in fact, the threat scores were near O for the 23,
24, and >6 inch categories. A similar scenario can be noted when
results for the 18-24 h period are compared to results for the
12-18 h period.

We als¢ compared the experimental system %o the operational system for the
>4 inch category for the 12-24 h pericd after O000 GMT. The bias and threat
score for the operational system were .69 and .15, respectively, while, as
shown in Tavle 7, the scores for the experimental system were .64 and .15,
respectively. The two systems, therefore, were of comparable accuracy.
Recall that when we compared the experimental and operafional systems for
conditional probability of heavy snow forecasts in Section 2, we also found
the results %o be similar.

5. SUMMARY AND CONCLUSIOXNS

A MOS system for forecasting heavy snow (24 inch in a 12-h period) has been
operational within the National Weather Service since October 1977. For that
system, we used LFM model output to develop prediction equations for the
conditional probability of heavy snow during the 12-24 I period after COOD GHT
and 1200 GMT. Estimates of the unconditional probabilities of heavy snow and
categorical forecasts are also provided. N

We've recently done several experiments with the goal of- developlng an
improved operational system which would provide forecasts for other snow
amount categories, not just heavy snow, and other forecast projections, in
addition to the 12-24 h projection. First, we determined the effect of
removing LFM boundary-layer predictors from experimental conditional prob-
ability of snow amount [POSA(S)] equations. Two PoSA(S) forecast systems were
developed with the REEP screening procedure. One system included boundary
layer predictors and the other didn't. A comparative verification between the
two systems on independent data shows the system which included boundary~layer
predictors was about 1% more accurste than the system that didn't have these
predictors. We judged that this improvement was not large enough to include
boundary-layer fields in further development of PoSA(S) equations, since these
predictors may not be available from future numerical models run operationally
at the Naticnal Meteorological Center.

In another experiment, we determined the optimum number of predictors to
include in PoSA(S) equations. Regionalized equations were developed for Pa
>2, >3, >4, and 26 inch snow amount categories for the 12-24 h period after
0000 GMT. Separate equation sets were derived containing 1, 2, 4, ..., 20
predictors. We then verified probability forecasts from each equation set on
independent data. The improvement in the Brier scere as the number of
predictors increased depended on the snow amount category. Overall, there was

little improvement in the Brier scores beyond about 12 predictors.




We then compared forecasts from 12-term PoSA(S) eguations for the >4 inch
category with forecasts from the operational conditional probability of heavy
enow system. The Brier score computed for forecasts from both systems for an
independent sample indicate that the experimental forecasts were about as
accurate as the operational forecasts, in spite of the fact that the experi-
mental equations didn't include boundary-layer type predictors while the
operational equations did. We therefore proceeded with the development of
experimental PoSA(S) equations for other projections.

PosSA(S) equations were developed for the 12-18 h, 18-24 h, and 24-36 h
projections from 0000 GMT. An analysis of the predictor types chosen by the
REEP screening procedure for the 12-24 h and 24~36 h projecticns showed that
LFM forecasts of precipitation amount and surface to 500-mb mean relative
humidity were- the most important predictors for both prejections. Various
parameters derived at the 850-mb level, such as divergence, vorticity,
moisture convergence, and wind components ranked next in imporfance. Similar
variables at the T700-mb and 500-mb levels followed.

We also expermented with two methods for obtaining unconditional probability
of snow amount, PoSA, forecasts for the 12-24 h period after 0000 GMT. One
method, called PRODUCT, consists simply of multipliying PoS4(S) forecasts for
each snow amount category by the PoP for the corresponding 12-h period and the
average conditional probability of frozen precipitation, PoF, for the same
12-h period. This is quite similar fo the method used in the present opera-
tional heavy snow system. Another method, called NO3SQR, involved derivation
of regression equations to p edict PoSA. Potential predictors for these equa-
tions were POSA(S), PoP, and PoF forecasts, and various products therecf. A
comparative verification between PRODUCT and MOSSQR on independent data indi~
cates there was little difference in Brier scores for the two systems. Hence,
we decided to use the PRODUCT method to estimate PoSA, since it will be easier
to put into operation.

To help us determine whether the experimental snow amount forecast.systen
would be suitable for possible operafional implementation,'We verified cate~-
gorical snow amount forecasts on independent data. Firsty we used the PRODUCT
method to estimate PoSA for each projection, each region, and for both the
developmental and independent data samples. The PoSA forecasis were then ‘
transformed into categorical snow amount forecasts; fo do-this, we derived
threshold probability values for each snow amount category, each region, and
each forecast projection using the developmental sample. The threshold values
were chosen such that the threat score was maximized while restricting the
bias to <1.30. We then computed the threat score and bias for categorical
anow amount forecasts for the independent data sample. The results indicate
that both the threat score and bias deteriorated as compared to these scores
for the developmental sample. The deterioration was worse for the 18-24 h and
24-36 h periods than for the 12-18 h and 12-24 h periods. Alsc, the deterio-
ration in the scores was generally worse for the higher snow amount categories
compared to the lower categories for each forecast period. We also compared
the threat score and bias for the >4 inch category for the experimental system
to the same scores computed for the operational heavy snow system. The
results indicated that the two systems were of comparable accuracy.
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Based on the verification of the categorical forecasts, we concluded that
the experimental forecasts for the 12-18, 18-24, and 24-36 h pericds were not
good enough to consider operational implementation of snow amount forecasts
for these periods at this time. On the other hand, we think that the results
for the 12-24 h period are promising enough to warrant further development of
snow amount forecast equations for this period for possible operational imple-
mentation, especially since test results show the experimental forecasts for
the heavy snow category are of comparable accuracy to the present operational
system. We plan to combine the developmental and independent data samples to
redevelop the snow amount forecast equations for the 12-24 h projection and
then retest the equations on a different sample. The results of this new
development ané testing will be reported later.
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Table 1. The potential predictors used to develop experimental, conditiconal
probability of snow amount equations.

Acronym Degscription
B L REL HUM Boundary~layer relative humidity
B I, DIV Boundary-layer divergence
B L VORT Boundary-layer relative vorticity
B L M CONV Boundary-layer moisture convergence
BLU - Boundary-layer east-west wind component
BLV Boundary-layer north-south wind component
8 L P TEND =~ Sea-level pressure tendency
850 HGT 850-mb height
850 HGT TEHND 850~-mb height tendency
850 VORT 850-nb relative vorticity
850 T ADV 850-mb temperature advection
850 DIV 850-mb divergence
B0 M CONV 850-mb moisture convergence
850 U 850-mb east~-west wind component
850 V 850-mb north-gouth wind component
700 VORT T00-mb relative voriticity
TCO VORT ADV T00-mb vorticity advection
700 DIV T00-mb divergence
700 M CONV T700-mb moisture convergence
TOO T ADV 700-mb temperature advection
700 VV T00-mb vertical velccity
T00 U TO00-mb east-west wind component
7CC v 700-mb north-south wind component
500 HGT TEND 500-mb height tendency
500 VOR?T 500-mb relative vorticity N

500 VORT ADV
10~5 THICK ADV

500 U
500 V
MEAN R H
P ANMT
P WATER
STA ELEV
SIN DOY
Cos DOY

500-mb vorticity advection

Advection of 1000-5C0 mb thlckness with
700-mb geostrophic wind |

500-mb east-west wind component

500-mb north-south wind component

Mean relative humidity (sfc.-500 mb)

Precipitation amount -

Precipitable water (sfc.-500 mb)

Station elevation

Sine of the day of year

Cosine of the day of year
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Table 2. Brier scores computed for snow amount forecasts from regionalized
PoSA(S) equation sets containing 1, 2, 4, ..., 20 preditors. The sample
consiste of independent dats combined from 195 stations for the winter
season of 1980-81. The forecast projection is the 12-24 h period from
0000 GMT.

Brier Scores
Snow Amount Category (inches)
Number of
Predictors 21 22 >3 >4 26
1 L 406 252 133 072 .023
2 « 395 252 133 07% 023
4 . %89 232 133 L0735 022
6 . 588 . 23% 32 071 022
8 . 387 . 230 52 LO0T1 .023%
10 « 386 229 L1351 LOTH L023
12 . 585 230 132 LOTh .02%
16 . 383 .229 351 L0772 023
20 . 584 229 . 151 L0 023

Table %. The reduction of variance for REEP conditional probability of snow
amount equations for the 12-24 h projection from 0000 GMT for each of the
five regions shown in Fig. 1. The developmental data were from 8 winter
seasons (1972-73 through 1979-80). The relative frequency (%)”of each
snov amount category is also shown in parentheses. N .

Total Reduction of Variance (%) B
Region Snow Amount Category (inches) i : Total Number
21 22 >3 24 Zﬁ L of Snow Cases
1 10.9 9.9 T3 8.6 T4 1307
(37.3) (16.9) (7.4) (3.1) (0.9)
2 19.2 15.8 14,5 11.6 6.8 | 1100
(49.3) (27.9) (17.8) (10.3) (3.4)
3 17.8 17.9 17.9 18.3 1%.2 4170
(36.7) (17.9) (9.2) (4.6) (1.4)
4 18.0 24.9 20.6 18.9 18.2 5785
(39.4) (19.6) (11.1) (6.4) (2.3)
5 22.8 24.1 22.5 20.8 17.% 2799

(36.4) (17.8) (9.8) (5.9) (2.5)
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Table 4. The ranking of predictors in the conditional prebability of snow
amount equations for the 12-24 h and 24-36 h projections from CO0C GMT.
Ranking is based both on the order and frequency of selection ss determined
by the REEP screening procedure. Predictor acronyms are defined in Table 1.

12-24 h Projection 24-%6 h Projection

P AMT P AMT

MEAN R HUM MEAN R HUM
850 DIV 850 U

850 VORT 850 DIV

850 M COnv 500 VORT

700 U 700 U

700 VV 850 M CONV
10-5 THICK ADV 700 VV

700 V P WATER

850 U 500 VORT ADV
P WATER 850 HGT TEND
500 VORT 700 V

700 VORT 700 ¥ CONV
700 M CONV 10-5 TH ADV

14



Table 5. The predictors included in the MOSSQR eguations (2¢ determined by the
REEP screening procedure} to predict PoSA for the 12-24 h projection after
0000 GHT. The developmental sample consisted of data combined from 192
stations for October through March, 1972-73 through 1979-80. The additional
reduction of variance given by each predictor is shown. The number of cases
for each snow amcunt category is given in parentheses.

Predictors

Additional Reduction of Variance (%)

Snow Amount Category {inches)
21 22 3 24 26

(6599) (3170) (1679) (899)  (307)

Posa(S) (% in) x PoP
PoSA(S) (»6 in) x PoP
PoSA(S) (>2 in) x PoP
PoSA(S) (>3 in) x PoP
PoSA{S) (>4 ir) x PoP
PoSA(S) (02 in) x PoP
PosA(S) (06 in) x PoP
PoSA(S) (>2 in) x PoP

PoSA(S) (_4 in) x PoP
Ciimatic Freguency >6

PoSA(S) (>6 in) x PoP

PoSA(S) (>2 in) x PoP

x PoF
x PoF
x Pof <70%
x PoF
x PoF <50%

|
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g
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Q
TR

|

4
g
<&
bz
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=
w1
R

|

o
o
o
j
~
0
BR

|

as]
=

x Po
in

x PoF <1.5%

x PoF ﬁﬁO%

27.4 19,8 13,7 9.3 4.5
0.1 1.5 2.8 4.5 7.2
0.0 0.0 0.1 0.6 1.4
0.0 0.5 0.8 0.5 0.0
0.0 0.0 0.0 0.0 0.5
0.0 0.0 0.1 0.3 .1
0.0 0.0 © 0.0 0.0 0.2
0.1 0.2 .1 0.1 0.1
0.0 0.0 00 0.2 0.0
0.0 0.0 ';vo.o ‘ 0.1 0.1
0.0 0.0 40.0 0.0 0.1
0.0 0.0 0.0 0.0 0.1
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Table 6. The Brier scores for the PRODUCT and MOSSQR methods for obtaining
unconditional probability of snow amount forecasts. The developmental
{independent) sample consisted of data from 8 winter seasons (1 winter
geason) 1972-73% through 1979-80 (1980-81), Data were combined from 192
stations. The percent improvement of the MOSSQR method over the PRODUCT
method is also shown.

Snow Amount Category (inches)

System
> 22 >3 24 26
Developmental Data (236,535 cases)
PRODUCT L0401 L0212 L0119 .0068 L0024
MOSSQR L0400 0212 .ot18 L0067 L0023
% Improvement +0.,2 +0.0 +0,8 . +1.5 +4.,2
(MOSSQR/PRODUCT)
Independent Data (32,053 cases)

PRODUCT L0296 L0152 ., 0085 L0046 L0016
MOSSQR L0294 L0152 .0086 L0046 L0016
% Improvement +0.7 +0.0 “1.1 +0.0 +0.0

{MOSSGR/PRODUCT)
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Table T.

Verification scores for categerical snow amount forecasts made from

experimental PoSA equations for both developmental (D) and independent (1)

samples.

The samples are the same as those used for Table 6.

combined from 192 stations.

Data were

Forecast Snow Amount Category (inches)
Projection
from Verification >1 e >3 >4 >6
0000 GMT Score D I D~ I p 1 D~ I D I
12-24 h Threat score| .30 .28 .25 .19 .21 .14 A6 15 .18 .12
Bias 1.08 831 1.10 651 1.07 .61 11.09 B4 11.0% 1.00
Rumber of |65%99 629 | 3174 298] 1671 150 | 902 83 | 310 27
snov cases
12-18 h Threat score| .27 . 26 .21 .16 A7 A0 -- - - -
Bias 1.10 T 1113 LT101.02 56 - - - -
¥umber of F4T70 306 | 1353 126 584 55 - - - -
sSnow cases
18-24 hn Threat score| .26 19 .21 .11 .18 .12 - - - -
Bias 1.22 L6% 11,05 39 | 1.20 .40 - - - -
Number of 2980 305 (1212 119 528 47 - — - -
snow cases
24-36 h Threat score| .28 .22 .22 .13 .20 .05 A7 .00 .12 00
Bias 1.29 1.09 |1.14 15 11,19 BT H1ate - .25 [ 1.1 14
Number of 4387 655 | 2082 273 11108 133 185 21

snow cases
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