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Unit–A Instrument 
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Abstract— A few deficiencies remain in the current NOAA 

Integrated Calibration/Validation System (ICVS) noise 
calculation method for characterizing Noise Equivalent 
Differential Temperature (𝑵𝑵𝑵𝑵∆𝑻𝑻)  performance of on-orbit  
Advanced Microwave Sounding Unit–A (AMSU-A) instruments. 
This ICVS method only accounts for the noise contribution 
resulting from one calibration parameter (warm count). The 
calculation is also dependent upon an assumption that the 
calibration gain equals to the sensitivity of warm count to 
temperature. In addition, the dependency of scene temperature is 
not considered. This study establishes a new methodology by 
accounting for the noise components resulting from all calibration 
parameters such as warm counts, warm target temperatures, 
space view (cold) counts and their covariance. Each noise 
component is computed using the product of the overlapping Allan 
deviation of corresponding parameter and the sensitivity of Earth 
scene temperature to the parameter. The new method also 
comprises the variation of scene temperature via scene count in 
noise estimation. For the AMSU-A instruments aboard the 
NOAA-18 to NOAA-19 and Metop-A to Metop-C satellites, the 
magnitudes of the orbital average 𝑵𝑵𝑵𝑵∆𝑻𝑻 calculated using the ICVS 
method exceed those from the new method by approximately 8% 
to 38%,  corresponding to a range from 0.02 to 0.07K. Particularly, 
the deviations at the upper temperature sounding channels from 
10 to 14 are around 0.05K. The magnitude of AMSU-A instrument 
noise can vary by around 18% for sounding channels and 40% for 
window channels due to scene temperature change. Therefore, the 
new method demonstrates its significant improvements in 
characterizing on-orbit AMSU-A instrument noise more 
accurately and comprehensively.  
 

 
Index Terms—Advanced Microwave Sounding Unit–A (AMSU-

A) instrument noise (𝑵𝑵𝑵𝑵∆𝑻𝑻), Microwave Humidity Sounder, 
data assimilation, error propagation, overlapping Allan 
deviation, and temperature dependency of instrument noise 
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I. INTRODUCTION 
HE Advanced Microwave Sounding Unit-A (AMSU-A) T instrument is a microwave radiometer consisting of 15 
channels and its major specifications are shown in Table I 

[1]. The AMSU-A instrument has flown aboard NOAA-15 
through NOAA-19 and Metop-A through Metop-C. AMSU-A 
offers key information on atmospheric and surface properties 
via three antenna units, A1-1, A1-2 and A2. A1-1 contains 
channels 6-7 and 9-15; A1-2 contains channels 3-5 and 8; and 
A2 contains channels 1 and 2. The 12 oxygen-band channels 
(channels 3-14) provide temperature soundings from the 
Earth's near-surface to an altitude of about 42 km. The 
remaining three "window" channels (channels 1, 2, and 15) aid 
the temperature sounding by correcting for the surface 
emissivity, atmospheric liquid cloud water, and total 
precipitable water. AMSU-A Sensor Data Record (SDR) data 
in past decades has contributed significantly to improving 
weather forecasts by Numerical Weather Prediction (NWP) 
Systems [2]-[6], retrieving environmental products [7], and 
monitoring climate change reliably [8].       

    An important parameter to characterize AMSU-A radiometer 
performance for these applications is the instrument noise, 
Noise Equivalent Differential Temperature ( 𝑵𝑵𝑵𝑵∆𝑻𝑻), which 
represents the smallest temperature difference that an 
instrument can distinguish when looking at Earth scenes. This 
parameter helps weight satellite data by channel in the data error 
covariance matrix used by satellite Environmental Data Record 
(EDR) product retrieval systems [7] as well as NWP data 
assimilation systems [2]-[3]. In climate studies, instrument 
noise affects the detection of long-term climate trends of Earth-
scene temperature data [9]-[10]. In practice, the AMSU-A 
measures the radiation from two calibration targets during 
every scan cycle [1]. The first one is the cosmic background 
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radiation (often called as “cold space”). The second one is an 
internal blackbody calibration target (often called as “warm 
load”). Measured radiometric counts corresponding to the 
warm load and the cold space are warm and cold counts 
respectively. The instrument noise can be affected by 
fluctuations in any of calibration target temperatures and 
counts, i.e., warm counts, cold counts, warm load Platinum 
Resistance Thermometers (PRT) temperature, and cold space 
temperature. However, the specifications in Table I do not 
provide any information regarding the temporal evolution of 
instrument noise resulting from fluctuations in calibration target 
parameters. Therefore, monitoring the noise performance of in-
flight AMSU-A instruments is of paramount importance to a 
broader user community.   
 

Table I AMSU-A Instrument Specifications [1]. 

Ch. 
Center 

Frequency  
(MHz) 

Bandwidth 
(MHz) 

Temperature 
Sensitivity 
NE T (K) 

Polarization 

1 23800 270 0.3 V 
2 31400 180 0.3 V 
3 50300 180 0.4 V 
4 52800 400 0.25 V 
5 53596 ±115 170 0.25 H
6 54400 400 0.25 H 
7 54940 400 0.25 V 
8 55500 330 0.25 H 
9 fo= 57290.344  330 0.25 H 
10 fo ± 217 78 0.4 H 
11 fo ± 322.2 ± 48 36 0.4 H 
12 fo ± 322.2 ± 22 16 0.6 H 
13 fo ± 322.2 ± 10 8 0.8 H 
14 fo ± 322.2 ± 4.5 3 1.2 H 
15 89000 1500 0.5 V 

 

     

    Currently, the noise performances of AMSU-A and other 
microwave instruments are routinely monitored in satellite 
instrument monitoring systems by national meteorological
agencies such the American National Oceanic and
Atmospheric Administration (NOAA), the European
Organisation for the Exploitation of Meteorological
Satellites (EUMETSAT) and the United Kingdom Met Office 
(UKMO). The instrument noise is characterized by the  
corresponding to the instrument warm load, which is
computed from the quotient of the fluctuation (standard
deviation or overlapping Allan deviation) of warm radiometric 
counts (or warm counts) and the calibration gain during one 
orbit of observations. Specifically, the Integrated
Calibration/Validation System (ICVS) monitoring system in 
NOAA uses the overlapping Allan deviation [11]-[13],
hereinafter referred to as the ICVS method. Recently, Hans et 
al. [14] offered a method, hereinafter named as Hans method, 
to assess the Microwave Humidity Sounder (MHS) instrument 
noise. This method is similar to the ICVS method except for 
an additional noise component resulting from cold counts 
among the MHS calibration targets. However, those methods 
show deficiencies in accurately characterizing onboard
AMSU-A instrument noise. Firstly, the   is converted 
based on an assumption that the calibration gain equals to the 
sensitivity of warm count parameter to temperature. This 
assumption does not work for an onboard instrument (see 
Sections II and IV). This is because the gain only denotes the 

 
 
 
 

 
 

 

 

 

ratio of the difference of two calibration target counts (i.e., 
warm counts and cold counts) to the difference of two 
calibration target temperatures [15]-[18].  In addition, the 
existing methods also neglect the noise contributions resulting 
from some calibration parameters as described in the last 
paragraph. Lastly, the variation of earth scene temperature is 
not taken into account, which is not consistent with noise 
feature of a pre-launch instrument. These deficiencies call for 
development of a new methodology on accurately 
characterizing in-flight AMSU-A instrument noise.   

    This study develops a new noise methodology for on-orbit 
AMSU-A instrument noise estimation by using the standard 
instrument calibration equation [16]-[18] and the error 
propagation formulas [19]. The new method accounts for the 
noise contributions resulting from all calibration parameters 
such as the warm count, cold counts, warm load PRT 
temperature, and cold space temperature. The final formula of 
the new method is acquired with certain simplifications based 
on assessments of each noise component by using AMSU-A 
measurements on NOAA-18, NOAA-19, Metop-A and 
Metop-B satellites. In addition, the new noise calculation 
formula is a function of earth scene temperature. Moreover, 
this study employs the new method to analyze the temperature 
dependence of on-orbit AMSU-A instrument noise 
performance and the theoretical limitations of the existing 
methods. Following it, we apply all of the new formula and 
two existing methods to the above four legacy AMSU-A 
instruments to quantify the noise errors caused by the existing 
methods. The lifetime noise performance of Metop-C AMSU-
A instrument is also assessed.  

    After this section, Section II briefs the nature of the problem 
in the gain-based noise calculation methods (i.e., ICVS and 
Hans methods). Section III introduces the new noise 
computation formula for an onboard AMSU-A instrument. 
Section IV discusses advantages of the new method over the 
ICVS and Hans methods. Section V analyzes the orbital 
averaged AMSU-A instrument noise performance by applying 
the ICVS, Hans and new methods to NOAA-18 to NOAA-19, 
and Metop-A to Metop-C. Section VI provides a summary and 
conclusions.  
 

II. NATURE OF THE PROBLEM IN THE EXISTING METHODS   
 

    The two gain-based computation methods, i.e., the ICVS in 
[11] and the Hans method in [14], have been widely adopted 
to monitor the noise performance of in-flight AMSU-A 
instruments and other microwave instruments.  

    According to the ICVS method [11], the orbital AMSU-A 
instrument noise, , is expressed to be 

 = (i + 1) (i) + (i + 1) (i)  ( ) ( )  
(1)   
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where N is the number of scans per orbit; ‘i’ is the scan index 
per orbit;   𝐶𝐶𝑊𝑊1  and 𝐶𝐶𝑊𝑊2 denote the first and second samples of 
the radiometric warm counts per scan. The index of the 
channel is omitted throughout this study for clarity.  

    In addition, the �𝐺𝐺���0(��𝚤𝚤�) represents the channel gain, an 
averaged sensitivity about two calibration target count 
parameters to temperature per scan, which is expressed by 

������� ��𝐶𝐶����� �𝐺𝐺 (𝚤𝚤) = | 𝑊𝑊(�𝚤𝚤�)−�𝐶𝐶���𝐶𝐶(��𝚤𝚤�)�
0 �𝑇𝑇�������� ������� |,          (2)          

𝑤𝑤(𝚤𝚤)−𝑇𝑇𝐶𝐶(𝚤𝚤)�
             

where  �𝐶𝐶������ ��������
𝐶𝐶(𝚤𝚤) 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝑊𝑊(𝚤𝚤) are the average of 2 samples of cold 

and warm counts per scan respectively; �𝑇𝑇���(�𝑤𝑤 𝚤𝚤��) is the average of 
5 or 7 samples of warm load PRT temperatures per scan. The 
scan index ‘𝑖𝑖’ in the variables are frequently omitted for clarity 
in the following analyses. 

     The Hans method was originally developed for calculating 
MHS scene noise based on a linear interpolation of cold and 
warm count noise components, each of which is computed 
using a scheme similar to the ICVS method. By extending it 
to AMSU-A, the noise is expressed as  

 
�𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼− 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼�

𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 =  𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼 + (𝑇𝑇 − 𝑇𝑇𝑇𝑇) 𝐶𝐶𝑊𝑊 𝐶𝐶𝐶𝐶
𝐴𝐴 𝐶𝐶𝐶𝐶 𝐴𝐴 ,             (3) 

(𝑇𝑇𝑤𝑤−𝑇𝑇𝑇𝑇)

 

where 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  is evaluated using (1); 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶  adopts the 
same approach as that of 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  but for cold counts, i.e.,  

 
𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶 =

1 1 2 2
�  ∑𝑁𝑁−1

𝑖𝑖=1 �������2 ��𝐶𝐶𝐶𝐶1(i + 1) − 𝐶𝐶𝐶𝐶1(i)� + �𝐶𝐶𝐶𝐶2(i + 1) − 𝐶𝐶𝐶𝐶4(𝑁𝑁−2) 𝐺𝐺 2(i)� �,        
0(𝚤𝚤)

(4)                                   

 

where  𝐶𝐶𝐶𝐶  and 𝐶𝐶
1 𝐶𝐶2 denote the first and second samples of the 

cold counts per scan. Other variables are referred to the above 
explanations.  

    These two methods have a key problem. They converted the 
fluctuation in the warm and cold counts into 𝑁𝑁𝑁𝑁∆𝑇𝑇 (the 
fluctuation in temperature) by using the channel gain. The 
accuracy of this conversion is subject to the assumption that 
the gain needs to equal to the sensitivity of the warm counts 
and the cold counts to temperature. However, in fact, this 
assumption does not work for an onboard AMSU-A 
instrument. The SDR data from AMSU-A instruments 
onboard NOAA-18 to NOAA-19, and Metop-A to Metop–B 
reveal that warm counts and cold counts typically vary by 
different magnitudes with each scan, though they display a 
similar cyclical pattern with every orbit. Fig.1 shows a time 
series of ∆𝐶𝐶𝑊𝑊 and ∆𝐶𝐶𝐶𝐶  for 150 scans for channel 2 of AMSU-
A onboard NOAA-18/19 and Metop-A/B. Here, ∆𝐶𝐶𝑊𝑊(𝑖𝑖) =
𝐶𝐶𝑊𝑊(𝑖𝑖) − 𝐶𝐶𝑊𝑊(𝑖𝑖 − 1), ∆𝐶𝐶𝐶𝐶(𝑖𝑖) = 𝐶𝐶𝐶𝐶(𝑖𝑖) − 𝐶𝐶𝐶𝐶(𝑖𝑖 − 1), and 𝑖𝑖 =
 2 ~ 𝑁𝑁. The limited 150 scans are used to provide observable 
differences of ∆𝐶𝐶𝑊𝑊 and ∆𝐶𝐶𝐶𝐶  in magnitude. From the time 
series of  ∆𝐶𝐶𝑊𝑊 and ∆𝐶𝐶𝐶𝐶 , their differences distribute primarily 

within a few counts depending upon scan position and 
channel. This inconsistent count change with scan can result 
in different sensitivities of warm and cold counts individually 
to temperature. Moreover, each of those sensitivities deviates 
from the calibration gain, causing errors in computing 𝑁𝑁𝑁𝑁∆𝑇𝑇 
(see Section IV.B). 

 
Fig. 1. Time series of the variation of warm counts (𝐶𝐶𝑤𝑤) and cold 
counts (𝐶𝐶𝐶𝐶) within 150 scan lines (X-axis) of the data sets between two 
neighboring scan lines (single Allan deviation) for AMSU-A channel 
2 on-board NOAA-18 through Metop-B satellites. Symbols in (a) and 
scan number (#) in X-axis’ title in (d) are applied to all sub-graphs in 
the figure. 
 

III. NEW 𝑁𝑁𝑁𝑁∆𝑇𝑇 FORMULA FOR IN-FLIGHT AMSU-A 
INSTRUMENTS  

 
    Below, we first derive the expression consisting of noise 
contributions occurred in all calibration target parameters for 
on-orbit AMSU-A instrument. Then, we assess the magnitude 
of each noise component to produce a simplified noise 
calculation formula. 
 

A. Development of New 𝑁𝑁𝑁𝑁∆𝑇𝑇 Formula  
 
    In theory, the noise of a radiometer is related to a series of 
instrumental quantities (e.g., radiometer system noise 
temperature, pre-detection bandwidth, and integration time 
[20]). In practice, some of these parameters, such as the system 
noise temperature, are not easily accessible for both pre-launch 
and post-launch instruments. The instrument noise for a pre-
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launch radiometer is calculated from the standard deviation of 
the radiometer output (in Kelvins) when an antenna system is 
viewing a reference scene target at 300K [21]. However, this 
approach is not applicable for onboard instrument noise
calculations. It is difficult, if not impossible, to determine the 
standard deviation of the radiometer output, such as antenna 
temperature 𝑇𝑇𝐴𝐴, because variable Earth atmospheric and surface 
properties determine changes in measured 𝑇𝑇𝐴𝐴 for onboard 
AMSU-A instruments. Instead, in-flight AMSU-A instrument 
noise is currently calculated by statistical estimations (either 
overlapping Allan deviation or standard deviation) of warm 
counts, which are further converted into the 𝑁𝑁𝑁𝑁∆𝑇𝑇 using the 
calibration gain [11]. Our study still utilizes the approach of 
overlapping Allan deviation to quantify statistical fluctuations 
of a parameter. The improvement is to take each of the major 
noise sources in the calibration target parameters into account 
of instrument noise estimation. More importantly, Allan
deviation of each parameter is converted into a corresponding 
noise component by using the sensitivity of the parameter to 
temperature, as analyzed below.  
    In AMSU-A observations, the radiometer output, the 
antenna temperature of an Earth-scene, 𝑇𝑇𝐴𝐴, is determined using 
a nonlinear calibration equation, i.e., [16]-[17]  

 

𝑇𝑇 = 𝑇𝑇 + (𝑇𝑇 − 𝑇𝑇 ) (𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊) + 𝜇𝜇(𝑇𝑇 − 𝑇𝑇 ) (𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊)(𝐶𝐶𝐼𝐼−𝐶𝐶2 𝐶𝐶)
𝐴𝐴 𝑊𝑊 𝑊𝑊 𝐶𝐶 𝑊𝑊 𝐶𝐶 2 ,   

(𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶) (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶)
(5) 

 
where 𝐶𝐶𝐶𝐶 ,𝐶𝐶𝑊𝑊 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝐻𝐻 denote the cold space, warm target and 
Earth-scene  radiometric counts respectively; 𝑇𝑇𝐶𝐶  and 𝑇𝑇𝑊𝑊 denote 
the cold space and warm target PRT temperatures respectively; 
and 𝜇𝜇 denotes the nonlinear coefficients. The indices of channel 
and scan line are regularly omitted in (5) and subsequent 
equations throughout the manuscript for clarity unless 
otherwise described. Strictly speaking, the above calibration 
equation should be generalized using radiance, instead of
temperature, which is important especially for high frequencies. 
However, this is not necessary for the computation of the noise. 
According to our calculations, resultant noise errors using 
temperature instead of radiance are trivial for instrument noise 
accuracy at 15 AMSU-A channels (an error of approximately 
0.1% to 0.5% depending upon channel). This is because only 
the difference of the warm and cold calibration target
temperatures are involved in the calculation of the noise in the 
new method (see Appendix A). The output of AMSU-A 
antenna temperature data record (TDR) in operational
processing stream is in temperature instead of radiance.
Therefore, the calibration equation and follow-up noise
calculation formulae are derived in terms of temperatures 
instead of radiance to avoid the transition between radiance and 
temperature. 
    According to the formulas of error propagation [19] and Eq. 
(5), we can derive the following equation 
 

 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 = 𝜎𝜎𝐴𝐴,
𝑇𝑇𝐴𝐴 =

� 2 2(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊)2 + �𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶� + �𝑁𝑁𝑁𝑁∆𝑇𝑇𝑇𝑇𝑊𝑊� + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶) + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊) + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶,𝑇𝑇𝑊𝑊),    
(6)            

 

 

 

   

 

 

 
 
 

where the first three components represent three independent 
noise components corresponding to the warm counts, the cold 
counts, and the warm load temperatures respectively, 
hereinafter termed the warm count noise, cold count noise, and 
warm temperature noise for clarity unless otherwise mentioned. 
As given in Appendix A, each of them is proportional to the 
product of the sensitivity of 𝑇𝑇𝐴𝐴 to the calibration parameter (e.g., 
𝜕𝜕𝑇𝑇𝐴𝐴 ) and the overlapping Allan deviation of the calibration 
𝜕𝜕𝐶𝐶𝑊𝑊
parameter (e.g., 𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊), seeing (A4-1) ~ (A4-3). The other three 
noise components consist of covariance items that can be 
positive or negative depending on proportional or inverse 
relationships among the relevant parameters. The derivation of 
the equation is given in appendix A. The cold space 
temperature, 𝑇𝑇𝐶𝐶, denotes the cosmic temperature after removing 
the correction of antenna side lobe interference on cold space 
temperature via the Earth limb and spacecraft as well the 
nonlinearity of instrument square-law detector [21]. The 
magnitudes of 𝑇𝑇𝐶𝐶 at the AMSU-A channels are only a few 
Kelvins [21][22]. Because of its trivial contribution into NE∆T, 
the noise component due to cold space temperature variations 
is not counted in the above derivation (see Section III. B for 
more discussions). 
    To examine the possibility of a simple expression, it is 
important to understand if all noise components, including the 
nonlinear items within each component, are essential or not for 
i n -flight AMSU-A instrument noise performance, as given in 
the following sub-section.  
 

B. Assessment of Noise Components  
 
       To understand the contribution of each noise component, 
we select three days of the data for each of the AMSU-A 
instruments onboard NOAA-18, NOAA-19, Metop-A, and 
Metop-B. A different period of the data sets per satellite 
instrument are used to exemplify ordinary cases as well as 
extremely anomalous cases with noteworthy parameter 
instabilities. The extremely noise data are included to ensure 
that the simplified formula is still valid even as the noise is 
very strong. The dates of the data sets for NOAA-18, NOAA-
19, Metop-A, Metop-B are 03/05 ~ 03/08/2018, 10/04 ~ 
10/07/2017, 05/27 ~ 05/30/2017, 10/16 ~ 10/19/2016 
correspondingly. In addition to the six noise components in 
(6), we also include a nonlinear noise item, (𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴)𝑁𝑁𝑁𝑁, which 
is a combined contribution due to all  nonlinear portions 
associated with the above noise components, as given in 
(B12).  

    In the following analysis, seven noise components are 
computed based on the average for an entire orbit of the data 
(orbital averaging) to ensure the consistency of the results to 
the NOAA operational monitoring system. For clarity, ‘orbital 
averaging” is mostly omitted in the rest of the manuscript 
unless otherwise mentioned. The computation procedures of 
the seven noise components i.e.,   𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊 , 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶 ,
𝑁𝑁𝑁𝑁∆𝑇𝑇𝑇𝑇𝑊𝑊 ,   𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶), 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊), 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶,𝑇𝑇𝑊𝑊), and 
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴)𝑁𝑁𝑁𝑁, are provided in Appendix B. Table II illuminates 
the three-day mean of all orbital averages for 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴  and 
seven noise components at 15 channels for the four legacy 
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satellite  instruments.  The ( )  in the table will be discussed later [see (8) below]. Several important conclusions are 
summarized based on the results in the table.

Table II Three day-mean of ,    , , , ( , ), ( , ), ( , ), ( )  and  ( )  at 15 
channels for Metop-B AMSU-A. The magnitude of each item is rounded to the thousandth decimal place; the covariance items have the unit 

2of Kelvin , while the unit of other items are in Kelvin.  
Ch.#       ( , ) ( , ) ( , ) ( )   ( )  

1 0.136 0.129 0.040 0.003 0.017 0.000 0.000 -0.001 0.136
2 0.147 0.139 0.045 0.003 0.015 0.000 0.000 -0.001 0.147
3 0.222 0.219 0.027 0.003 0.023 0.000 0.000 -0.001 0.222
4 0.140 0.138 0.013 0.003 0.015 0.000 0.000 -0.001 0.140
5 0.127 0.126 0.012 0.003 0.010 0.000 0.000 0.000 0.127
6 0.110 0.108 0.015 0.003 0.012 0.000 0.000 -0.002 0.110
7 0.110 0.108 0.020 0.003 0.013 0.000 0.000 -0.002 0.110
8 0.131 0.128 0.027 0.003 0.014 0.000 0.000 -0.001 0.131
9 0.118 0.115 0.025 0.003 0.006 0.000 0.000 -0.002 0.118

10 0.156 0.153 0.030 0.003 0.001 0.001 0.000 -0.002 0.156
11 0.177 0.175 0.030 0.003 0.008 0.001 0.000 -0.003 0.177
12 0.264 0.261 0.037 0.003 0.003 0.000 0.000 -0.005 0.264
13 0.377 0.375 0.042 0.003 0.004 0.000 0.000 -0.007 0.377
14 0.639 0.637 0.053 0.003 -0.002 0.001 0.000 -0.011 0.640 
15 0.119 0.116 0.021 0.003 0.012 0.000 0.000 -0.001 0.119

 
 
 
 
 
 
 
 
 
 
 
 
 

 

    Firstly, among the three independent noise components,
the ( )  contributes the most to the ( ) .
Typically, it is above 80% for all channels for the four satellite 
AMSU-A instruments thus dominating the magnitude of the
noise. In contrast, the magnitude of ( )  is usually less
than 10%. This is caused partially by a relatively low
temperature sensitivity to cold count, where the distribution
of  lies approximately from 0.04 to 0.2K per count and

| | is usually smaller than 0.01K per count based on our
analyses (the graph is omitted). Additionally, the contribution
of ( )  is usually less than 0.5%. The change in warm
load PRT temperature with scan is approximately two orders
of magnitude smaller than the changes of radiometric counts
of two calibration targets (refer to the NOAA ICVS web site).
As a result, the | | in this noise component [see A4-3)] is
much smaller than the | |, thus producing a small amount of ( ) .  
    Secondly, ( , ) is the largest contributor among the
three covariance noise components. This is because the
absolute magnitude of 2( , ) is up to 0.02K , which is
about 10% of  ( )  although the contribution of the
remaining two covariance terms is around ±0.1%. This
conclusion is consistent with the design of the instrument
calibration targets. For the AMSU-A instrument, either warm
or cold counts of two in-flight targets are measured from an
analog-to-digital converter (ADC). Fluctuations of the counts
are sensitive primarily to changes in the instrument
temperature [21]. Consequently, warm and cold counts per
channel display a similar orbital cycle pattern due to the
diurnal cycle of instrument temperature (refer to the ICVS
website). In contrast, the in-flight warm load PRT temperature 
is measured from a PRT sensor that is digitized via a different

 A/D converter aboard the AMSU-A, where the count is 
converted into a temperature via the count-to-resistance and 
resistance-to-PRT temperature parameters [16][17]. The 
covariance of warm and cold count anomalies with the warm 
PRT temperature anomaly is thus relatively weak.  

   Thirdly, the contribution of ( )  is about -0.001K 
that is around -0.3% (see Table II), and is negligible compared 
with the contributions of other noise components. This is 
primarily because the whole nonlinearity item in the 
calibration equation (5) is at most a couple of Kelvins 
[16][21]. Meanwhile, this feature can explain why the 
contribution of the noise component due to the instability of 
cold space temperature ( ), i.e., , is negligible, as 
given below.  

    By using the linearity portion in (5), we have 

 = .                                (7) 
 
In (7), ( ) 1 + ( ) ~1.0  because ( ) ( )( ) 1.0. Meanwhile, the magnitude of  is small. ( ) represents the cold space brightness temperature that equals 
to the cosmic temperature after removing the correction of 
antenna side lobe interference via the Earth limb and spacecraft 
as well the nonlinearity of instrument square-law detector. The 
analyses in [21][22] show that the contribution from the antenna 
side lobe interference with the Earth limb and spacecraft should 
be computed using actual earth scene temperature, thus being a 
changeable correction along with location. However, in the 
current operational processing system for all AMSU-A TDR 
observations, a fixed correction is used to reduce the 
contamination from the antenna sidelobe interference with the 
Earth limb and spacecraft. The error due to this fixed correction 
is on the order of 0.5K, which is similar to that in warm load 
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PRT temperatures. The noise component of cold space 
temperature, i.e., 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑇𝑇𝐶𝐶 , is even smaller than the warm load 
temperature noise component (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑊𝑊),  being a negligible 
contribution.  
   Therefore, based on the above analyses, (6) can be further 
simplified as follows:         

          
    (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁 =

2 2
��(𝜕𝜕𝑇𝑇𝐴𝐴) (𝜎𝜎𝐴𝐴 ) � + �(𝜕𝜕𝑇𝑇𝐴𝐴 𝑇𝑇

𝑁𝑁 𝐶𝐶𝑊𝑊 𝑁𝑁 ) 𝐴𝐴   + 2(𝜕𝜕 𝐴𝐴
𝑁𝑁(𝜎𝜎𝐶𝐶𝐶𝐶)𝑁𝑁�  ) (𝜕𝜕𝑇𝑇𝐴𝐴𝑁𝑁 )𝑁𝑁𝑇𝑇𝑐𝑐𝑐𝑐�𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶�,𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝐶𝐶𝐶𝐶 𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝐶𝐶𝐶𝐶

    (8) 
 

(𝜕𝜕𝑇𝑇𝐴𝐴 ) = (𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶)(𝐶𝐶𝐶𝐶−𝐶𝐶𝐼𝐼)
𝑁𝑁 2 ,            (9-1) 

𝜕𝜕𝐶𝐶𝑊𝑊 (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶)

(𝜕𝜕𝑇𝑇𝐴𝐴) = (𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶)(𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊)
𝑁𝑁 ,          (9-2) 

𝜕𝜕𝐶𝐶𝐶𝐶 (𝐶𝐶 2𝑊𝑊−𝐶𝐶𝐶𝐶)
 
where the subscript ‘L’ means that all noise components in  (8) 
are determined by a linear calibration equation. In other words, 
the items related to the nonlinear coefficient 𝜇𝜇 in (A4-7) 
through (A4-9) are neglected in each partial derivative, as 
shown in (9-1) and (9-2). To confirm the accuracy of (8), Table 
II also includes the three-day mean of the orbital (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁. 
The results show that the three-day average of (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁 are 
almost identical to those found by using (6). Because the 
contributions of the neglected nonlinear and two covariant 
noise components are small and typically have different signs, 
they mostly cancel each other out. 
    A simplified but still accurate formulation has been derived 
to evaluate onboard AMSU-A instrument noise performance, 
which consists of three major noise components, i.e., the warm 
and cold count noise components and their covariance.  Each 
noise component is calculated separately based on the 
sensitivity of each related calibration parameter to temperature.  
 

IV. DISCUSSIONS ABOUT ADVANTAGES OF NEW METHOD 

    The new method is used below to identify the temperature 
dependency of on-orbit AMSU-A instrument noise
performance. Following it, it is also utilized to address 
deficiencies of the ICVS and Hans Methods.  
 

A. Dependency of Instrument Noise upon Scene Temperature  
 
    In light of the new formula in (8), for a given channel, the on-
orbit instrument noise can exhibit the dependency on scene 
temperature 𝑇𝑇𝐴𝐴 through changeable sensitivity of the calibration 
parameters to scene temperature, e.g., |(𝜕𝜕𝑇𝑇𝐴𝐴 )𝑁𝑁| and |(𝜕𝜕𝑇𝑇𝐴𝐴)𝑁𝑁. 

𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝐶𝐶𝐶𝐶

According to the above analysis (see Appendix A), |(𝜕𝜕𝑇𝑇𝐴𝐴 )𝑁𝑁| is 
𝜕𝜕𝐶𝐶𝑊𝑊

proportional to |(𝐶𝐶𝐶𝐶 − 𝐶𝐶𝐼𝐼)|, while |(𝜕𝜕𝑇𝑇𝐴𝐴)𝑁𝑁| is proportional 
𝜕𝜕𝐶𝐶𝐶𝐶

to |(𝐶𝐶𝐼𝐼 − 𝐶𝐶𝑊𝑊)|. According to our analyses, the magnitude of 
|(𝐶𝐶𝐶𝐶 − 𝐶𝐶𝐼𝐼)| can typically vary by 10% for sounding channels 
among global observations of AMSU-A and the magnitude can 
be up to 30% for window channels. This variation may cause 
the dependency of instrument noise on scene temperature.  
    In practice, however, it is challenging to evaluate the 
dependency of instrument noise (𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴) on 𝑇𝑇𝐴𝐴 based on an 

 

orbital average of AMSU-A observations as the ICVS method 
does, because 𝑇𝑇𝐴𝐴 changes largely within one orbit. As a result, 
instead of using an orbital average, we introduced a bin-
averaged instrument noise, where each bin of the data set can 
be constructed according to a certain scene temperature range. 
To reduce impact of highly noisy data on the analysis, we only 
use the Metop-B AMSU-A data in the Section III.B for the 
analysis of the noise temperature dependency.  
     

 
 

 
 

Fig. 2. Metop-B AMSU-A Instrument noise at channels of 1, 2, 4, 8, 
and 9 as a function of scene temperature. (a). Three-day averages of 
post-launch bin-based instrument noise as a function of an averaged 
scene temperature, where the three-day mean is computed using all 
bin-based 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴 values with a similar temperature range during three 
days that span from 16 -19 October, 2016. (b) Prelaunch instrument 
noise at 18°C of instrument temperature as a function of scene 
temperature [21]. 
 
    With the data sets for Metop-B AMSU-A, each day of 
observations per channel are re-grouped into 8 bins according 
to different ranges of 𝑇𝑇𝐴𝐴 from lowest to highest scene 
temperatures. Eight bins are categorized to ensure that each bin 
contains sufficient and about the same number of samples for a 
statistical analysis. The data per bin can come from multiple 
orbits per day, but any sub-data sets per orbit for a given 
temperature range are not used if the number of covered scans 
is less than 100. As a result, the total number of scans used in 
the bin-averaged  𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴 is approximately half of the original 
data sets. By applying (8) to each bin of the data, we computed 
all bin-based 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴 for all channels. Results show that the bin-
averaged instrument noise for sounding channels varies 
approximately around 18% regarding 50K or less of 
temperature change. The bin-averaged instrument noise for 
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window channels varies approximately 40% due to 
approximate 130K of temperature change. The variation range 
of the noise temperature dependency is actually higher than that 
of either |(𝜕𝜕𝑇𝑇𝐴𝐴

𝜕𝜕𝐶𝐶𝑊𝑊
)𝐿𝐿| or |(𝜕𝜕𝑇𝑇𝐴𝐴

𝜕𝜕𝐶𝐶𝐶𝐶
)𝐿𝐿|. This increased range is primarily 

because of the instability of warm and cold counts due to an 
abundance of noisy data, i.e., large (𝜎𝜎𝐶𝐶𝑊𝑊

𝐴𝐴 )𝐿𝐿 and (𝜎𝜎𝐶𝐶𝐶𝐶
𝐴𝐴 )𝐿𝐿 at some 

bins. As an example, Fig. 2a shows three-day averaged bin 
instrument noise per certain scene temperature range at 
channels 1, 2, 4, 8, and 9 (at least one channel per AMSU-A1-
1, A1-2 and A2) as a function of averaged scene temperature 
for Metop-B AMSU-A. The magnitudes of 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴 at channels 
1, 2, 4, 8 and 9 change approximately 41.8%, 41.5%, 16.5%, 
18.5%, 23.3% respectively.   
    The scene temperature dependency of AMSU-A instrument 
noise is also observed in prelaunch. Fig. 2b displays the Metop-
B AMSU-A prelaunch instrument noise at 18°C for the same 
channels as those in Fig. 2a. The range of scene temperature 
change in prelaunch is larger than that in post-launch in 
particular for sounding channels. For the similar temperature 
range to that in Fig. 1a, the prelaunch instrument noises at 
channel 1, 2, 4, 8 and 9 increase by 12.2%, 30.9%, 14.9%, 5.4% 
and 7.3% respectively. Generally, prelaunch instrument noise 
shows a smaller change with scene temperature than post-
launch instrument noise. This difference is caused primarily by 
noisy warm and cold counts for the selected data sets due to 
instrument anomalies.  
    The new method has demonstrated the temperature 
dependency of onboard instrument noise well consistent with 
the noise feature of prelaunch instrument. At present, the 
instrument noise for AMSU-A and other microwave 
instruments aboard satellite platforms is estimated using an 
orbit-based average [11]. Orbit-averaged scene temperatures at 
AMSU-A channels distribute usually from 210K to 260K, 
which are colder than the reference temperature of 300K for 
standard prelaunch instrument noise [21]. Therefore, future 
onboard instrument noise assessment should consider the noise 
change resulting from the temperature deviation of the orbital 
average from the reference temperature 300K to better compare 
with the standard prelaunch instrument noise.  
 

B. Limitations of ICVS and Hans Methods  
 
    The limitations of the current noise calculation methods are 
related to scenarios where an instrument is used. The use of an 
instrument can be categorized into three types of scenarios. As 
presented in Figs. 3a through 3c, the line 𝐶𝐶𝐶𝐶����� represents 
scenario 1, which corresponds to an ideal instrument, where 
𝐶𝐶𝐶𝐶  and 𝐶𝐶𝑤𝑤 are invariant with scan (i.e., ∆𝐶𝐶𝑊𝑊 = ∆𝐶𝐶𝐶𝐶 = 0.0). The 
line 𝐶𝐶′𝑊𝑊′������ denotes scenario 2, which corresponds to a pre-launch 
instrument, where 𝐶𝐶𝐶𝐶  and 𝐶𝐶𝑤𝑤 can change, but the two variations 
are identical (i.e., ∆𝐶𝐶𝑊𝑊 = ∆𝐶𝐶𝐶𝐶 ≠ 0.0). The line 𝐶𝐶′′𝑊𝑊′′�������� is for 
scenario 3, which corresponds to a post-launch instrument, 
where 𝐶𝐶𝐶𝐶  and 𝐶𝐶𝑤𝑤 vary differently (i.e., ∆𝐶𝐶𝑊𝑊 ≠ ∆𝐶𝐶𝐶𝐶 ≠ 0.0). 
∆𝐶𝐶𝑊𝑊 and ∆𝐶𝐶𝐶𝐶 are defined as follows: ∆𝐶𝐶𝑊𝑊(𝑖𝑖) = 𝐶𝐶𝑊𝑊(𝑖𝑖) −
𝐶𝐶𝑊𝑊(𝑖𝑖 − 1), ∆𝐶𝐶𝐶𝐶(𝑖𝑖) = 𝐶𝐶𝐶𝐶(𝑖𝑖) − 𝐶𝐶𝐶𝐶(𝑖𝑖 − 1), and 𝑖𝑖 =
 2 ~ 𝑁𝑁, where the index ‘i’ denotes the ith scan and N denotes 
the number of the scans per orbit. 
 

        

 

 
Fig. 3. AMSU-A linear calibration sketch under three scenarios for a 
given Earth-scene count 𝐶𝐶𝑆𝑆. (a) Scenario 1: the line 𝐶𝐶𝐶𝐶����� represents for 
the position with invariant 𝐶𝐶𝐶𝐶  and 𝐶𝐶𝑤𝑤 during calibration process. (b) 
Scenario 2: 𝐶𝐶′𝑊𝑊′������ the position with the same change in both 𝐶𝐶𝐶𝐶  and 𝐶𝐶𝑤𝑤 
with scan line, i.e., ∆𝐶𝐶𝑊𝑊 = ∆𝐶𝐶𝐶𝐶 ≠ 0.0. (c) Scenario 3:  𝐶𝐶′𝑊𝑊′′������� the 
position with dissimilar changes in both 𝐶𝐶𝐶𝐶  and 𝐶𝐶𝑤𝑤, i.e., ∆𝐶𝐶𝑊𝑊 ≠ 0.0, 
∆𝐶𝐶𝐶𝐶 ≠ 0.0 and ∆𝐶𝐶𝑊𝑊 ≠ ∆𝐶𝐶𝐶𝐶. 
 
Scenario 1:  ∆𝐶𝐶𝑊𝑊 = ∆𝐶𝐶𝐶𝐶 = 0.0 
    This depicts an idealized instrument noise performance 
where warm and cold counts are constant.  According to (A5) 
in Appendix A and (B10) in Appendix B, we have that  
  (𝜎𝜎𝐶𝐶𝑊𝑊

𝐴𝐴 )𝐿𝐿 = (𝜎𝜎𝐶𝐶𝐶𝐶
𝐴𝐴 )𝐿𝐿 = 𝑐𝑐𝑐𝑐𝑐𝑐�𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶� = 0.0 as ∆𝐶𝐶𝑊𝑊 = ∆𝐶𝐶𝐶𝐶 =

0.0.  Further, we have that (𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁)𝐿𝐿,   𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 1 = 0.0, i.e., 
no noise in measurements. Alternatively, according to the ICVS 
method [11], the instrument noise is zero because the Allan 
deviation of warm counts is zero. Besides, the solid line 𝐶𝐶𝐶𝐶����� 
has a constant slope of 𝐺𝐺𝐶𝐶𝐶𝐶����� and its slope equals the calibration 
gain, i.e., 𝐺𝐺𝐶𝐶𝐶𝐶����� =  (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶)

(𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶)
= 𝐺𝐺0. Therefore, the new method is 

replaceable with the ICVS method under scenario 1 that 
corresponds to a noise-free instrument. 
 
Scenario 2: ∆𝐶𝐶𝑊𝑊 = ∆𝐶𝐶𝐶𝐶 ≠ 0.0 
    This represents an instrument noise performance where the 
variations of warm count and cold count along with scan within 
‘satellite’ observations are always identical, which typically 
corresponds to a pre-launch instrument performance. 
    For the new method, as ∆𝐶𝐶𝑊𝑊 =  ∆𝐶𝐶𝐶𝐶 ≠ 0.0, we obtain the 
following relations according to (A5) and (B10). 

(𝜎𝜎𝐶𝐶𝑊𝑊
𝐴𝐴 )𝐿𝐿 = (𝜎𝜎𝐶𝐶𝐶𝐶

𝐴𝐴 )𝐿𝐿,            (10-1) 
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2𝑇𝑇𝑐𝑐𝑐𝑐�𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶� =  (𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊)𝑁𝑁 ∙ (𝜎𝜎𝐴𝐴𝐶𝐶𝐶𝐶)𝑁𝑁 = �(𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊)𝑁𝑁� .     (10-2) 

Furthermore, we obtain  
−1 𝐶𝐶 𝐶𝐶𝐺𝐺 = �𝑑𝑑(𝑇𝑇𝐴𝐴)𝐿𝐿 −

𝐼𝐼𝐶𝐶2 � = 𝐺𝐺0 = � 𝑤𝑤 𝐶𝐶�       (11-1)  
∆𝐶𝐶𝑊𝑊 �𝑇𝑇𝐶𝐶−𝑇𝑇𝐶𝐶�

Alternatively, according to the geometry in the figure, we also 
derive 

𝐺𝐺 = (𝐶𝐶𝑊𝑊+∆𝐶𝐶𝑊𝑊)−(𝐶𝐶𝐶𝐶+∆𝐶𝐶𝐶𝐶) 𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶
���′�����𝐶𝐶 𝑊𝑊′ = = 𝐺𝐺0.  (11-2) 

(𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶) (𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶)

Both (11-1) and (11-2) demonstrate that the new slope, 𝐺𝐺����𝐶𝐶′ ����𝑊𝑊′, 
is the same as that in scenario 2. In other words, the 
instantaneous sensitivity of the two target counts to the 
temperature under scenario 2 equals to the calibration gain 𝐺𝐺0. 

    Furthermore, by inserting (10-1) and (10-2) into (8), we 
obtain 

(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 ) 𝜕𝜕𝑇𝑇𝐴𝐴 2 𝐴𝐴 𝜕𝜕𝑇𝑇𝐴𝐴 2 𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼
𝑁𝑁,   𝐼𝐼𝑇𝑇𝑁𝑁𝐻𝐻𝐻𝐻𝑆𝑆𝑖𝑖𝐶𝐶 2 = �(𝜎𝜎𝐶𝐶𝑊𝑊)𝑁𝑁[( )𝑁𝑁 + ( )𝑁𝑁]   = 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊 ,    (12) 

𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝐶𝐶𝐶𝐶

 
which implies that the new method is also exchangeable with 
the ICVS method under scenario 2. 

 
    Scenario 3: ∆𝐶𝐶𝑊𝑊 ≠ ∆𝐶𝐶𝐶𝐶 ,∆𝐶𝐶𝑊𝑊 ≠ 0.0,∆𝐶𝐶𝐶𝐶 ≠ 0.0 
     
    The scenario 3 corresponds to a post-launch instrument, 
where ∆𝐶𝐶𝑊𝑊 ≠ ∆𝐶𝐶𝐶𝐶 ,∆𝐶𝐶𝑊𝑊 ≠ 0.0,∆𝐶𝐶𝐶𝐶 ≠ 0.0, and typically 
|∆𝐶𝐶𝑊𝑊| > |∆𝐶𝐶𝐶𝐶|, as shown in Fig. 1 above. The conclusions from 
(10-1) through (12) in Scenario 2 are not applicable for the 
Scenario 3.  
    For Scenario 3, the slope of the line  𝐶𝐶��′′��𝐶𝐶���′′�, 𝐺𝐺���𝐶𝐶′′�����𝑊𝑊′′��, does 
not equal the calibration gain:   
 

(𝐺𝐺 = 𝐶𝐶𝑊𝑊+∆𝐶𝐶𝑊𝑊)−(𝐶𝐶𝐶𝐶+∆𝐶𝐶𝐶𝐶) (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶) (∆𝐶𝐶𝑊𝑊−∆𝐶𝐶𝐶𝐶)
𝐶𝐶���′�′�𝑊𝑊����′�′ = + > 𝐺𝐺0.(    (13-1) 

𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶) (𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶) (𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶)

 
where 𝐺𝐺��′′�����𝐶𝐶 ′′  𝐶𝐶 represents the overall count sensitivity to 
temperature. 
    Using (B6) and (B7), we have 

  
����𝑇𝑇�𝐴𝐴���� ���� ����
�(𝜕𝜕 ) � = � (𝐶𝐶𝐶𝐶−𝐶𝐶𝐼𝐼)

𝑁𝑁 � 1 < 1 ,����� ���� ���� ����             (13-2) 
𝜕𝜕𝐶𝐶𝑊𝑊 (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶) 𝐺𝐺0 𝐺𝐺0
���������(𝜕𝜕𝑇𝑇

����� ����𝐴𝐴)𝑁𝑁� = �(𝐶𝐶𝑊𝑊−𝐶𝐶𝐼𝐼)� 1 < 1 ,����� ���� ���� ����             (13-3) 
𝜕𝜕𝐶𝐶𝐶𝐶 (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶) 𝐺𝐺0 𝐺𝐺0

 
where the scan index ‘𝑖𝑖’ is omitted. Thus, the sensitivity of 
either warm or cold counts to temperature is smaller than the 
inverse of the gain. This means that the gain is larger than the 
sensitivity of temperature to warm (cold) counts. Hence, both 
the ICVS and Hans methods use the gain to represent the 
sensitivity of individual warm (cold) counts to temperature, 
thus causing a positive noise calculation error.  
    In addition, for Scenario 3, (𝜎𝜎𝐴𝐴 ) (𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊 𝑁𝑁 ≠ 𝐶𝐶𝐶𝐶)𝑁𝑁. As a matter of 
fact, the orbital Allan deviation of warm counts is persistently 
greater than that of cold counts because |∆𝐶𝐶𝑊𝑊| > |∆𝐶𝐶𝐶𝐶| for the 
vast scans per orbit. Fig. 4 displays the time series of orbital 
Allan deviations at channels 2, 8, and 9 for Metop-B AMSU-A 

instrument.  Approximately 0.5K exists between two (𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊)𝑁𝑁  
and (𝜎𝜎𝐴𝐴𝐶𝐶𝐶𝐶)𝑁𝑁. This conclusion except for a slightly different 
amount is applicable to other channels and AMSU-A 
instruments onboard other satellites.   

Fig. 4. Time series of the orbital average of Allan deviations for warm 
count (�����𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊) (see ‘diamond’) and cold count (����𝜎𝜎𝐴𝐴𝑇𝑇𝑐𝑐 ) (see ‘cross’) at the 
three channels for Metop-B AMSU-A during three days of the data 
sets. (a) Ch. 2. (b) Ch. 8. (c) Ch. 9.  
     
    For the convenience of the following discussion, we 
introduce a variable ∆ 𝐴𝐴 𝐴𝐴

1= (𝜎𝜎𝑇𝑇𝑊𝑊)𝑁𝑁 −  �𝜎𝜎𝑇𝑇𝑐𝑐� , which denotes the 
𝑁𝑁

difference between two overlapping Allan deviation based on 
the warm counts and the cold counts. Given (8) and (𝜎𝜎𝐴𝐴𝑇𝑇𝐶𝐶)𝑁𝑁 =
 (𝜎𝜎𝐴𝐴𝑇𝑇𝑊𝑊)𝑁𝑁 − ∆1, we have: 
 

(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁,𝐼𝐼𝑇𝑇𝑁𝑁𝐻𝐻𝐻𝐻𝑆𝑆𝑖𝑖𝐶𝐶 3 =
2 2

��(𝜕𝜕𝑇𝑇𝐴𝐴)𝑁𝑁(𝜎𝜎𝐴𝐴 ) � + �(𝜕𝜕𝑇𝑇𝐴𝐴) [�𝜎𝜎𝐴𝐴 � − ∆ )]�    + 2(𝜕𝜕𝑇𝑇𝐴𝐴) (𝜕𝜕𝑇𝑇𝐴𝐴) (𝜎𝜎𝐴𝐴 ) [�𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊 𝑁𝑁 𝑁𝑁 𝑇𝑇𝑊𝑊 1 𝑁𝑁 𝑁𝑁 𝐶𝐶 𝑁𝑁 𝑇𝑇 � − ∆1)]
𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝐶𝐶𝐶𝐶 𝑁𝑁 𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝐶𝐶 𝑊𝑊 𝑊𝑊𝐶𝐶 𝑁𝑁

(14) 
 

Furthermore, 

(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 ) 1 2 𝐴𝐴 2 𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼
𝑁𝑁,   𝐼𝐼𝑇𝑇𝑁𝑁𝐻𝐻𝐻𝐻𝑆𝑆𝑖𝑖𝐶𝐶 3 = �( ) (𝜎𝜎𝐶𝐶𝑊𝑊)𝑁𝑁 + 𝛿𝛿 = �𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊 + 𝛿𝛿    

𝐺𝐺0
(15-1) 

 
with 

2 2
𝛿𝛿 = ∆ ∙ �∆ ∙ ��𝜕𝜕𝑇𝑇𝐴𝐴1 � 𝐴𝐴

1 � � − 2�𝜎𝜎 𝜕𝜕𝑇𝑇𝐴𝐴 𝐴𝐴
𝐶𝐶 )𝑊𝑊� � 𝜕𝜕𝑇𝑇

( − 2�𝜎𝜎 𝜕𝜕𝐴𝐴
𝐶𝐶 � �� 𝑇𝑇𝐴𝐴� � �.    

𝜕𝜕𝐶𝐶𝐶𝐶 𝑁𝑁 𝜕𝜕𝐶𝐶 𝜕𝜕 𝑊𝑊𝐶𝐶 𝐶𝐶 𝑁𝑁𝑁𝑁 𝑁𝑁 𝐶𝐶 𝜕𝜕𝐶𝐶𝐿𝐿 𝐶𝐶 𝑁𝑁
(15-2) 

 
According to our analysis (omitted), it is demonstrated that 
 

2 2

∆ ∙ ��𝜕𝜕𝑇𝑇𝐴𝐴1 � � < 2�𝜎𝜎𝐴𝐴 � �𝜕𝜕𝑇𝑇𝐴𝐴� �𝜕𝜕𝑇𝑇𝐴𝐴 � + 2�𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊 𝐶𝐶𝐶𝐶� ��𝜕𝜕𝑇𝑇𝐴𝐴� �     (16-1) 
𝜕𝜕𝐶𝐶𝐶𝐶 𝑁𝑁 𝜕𝜕𝐶𝐶 𝐶𝐶𝑁𝑁 𝐶𝐶 𝜕𝜕𝑁𝑁 𝑊𝑊 𝑁𝑁 𝐿𝐿 𝜕𝜕𝐶𝐶𝐶𝐶 𝐿𝐿

 
or   

𝛿𝛿 < 0.0.                 (16-2) 

.    

   

 
 



TGRS-2020-01405.R2 9 

 
Using (15-1) and (16-2), we have that 
 

(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 ) 𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼
𝑁𝑁,   𝐼𝐼𝑇𝑇𝑁𝑁𝐻𝐻𝐻𝐻𝑆𝑆𝑖𝑖𝐶𝐶 3 < 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊 .        (17) 

 
(17) means that for a post-launch instrument, the magnitude of 
the instrument noise calculated using the ICVS method is 
higher than that using the new method.  

    Based the above analysis, we can easily reveal the similar 
conclusions for the Hans method. The Hans method in (3) 
computes the noise based on a linear interpolation of cold and 
warm count noise components, 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶 , where 
each of them is computed using a scheme similar to the ICVS 
method.  For the first two scenarios, i.e., a noise-free instrument 
or a pre-launch instrument, the noise contribution from the cold 
count and the warm count is either zero or the same. The Hans 
method is exchangeable with the ICVS method and the new 
method. For Scenario 3, we can approve that 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶 >
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁,   𝐼𝐼𝑇𝑇𝑁𝑁𝐻𝐻𝐻𝐻𝑆𝑆𝑖𝑖𝐶𝐶 3.  In combination with (17), we have 
 

𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊 > (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 ) 𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼
𝑁𝑁,   𝐼𝐼𝑇𝑇𝑁𝑁𝐻𝐻𝐻𝐻𝑆𝑆𝑖𝑖𝐶𝐶 3 > 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶 .   (18) 

 
However, as given in (3) above, 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐴𝐴  is a linear
interpolation between 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶  and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  based on the 
relative distance of earth scene temperature 𝑇𝑇𝐴𝐴 to two
calibration temperatures 𝑇𝑇𝑤𝑤 and 𝑇𝑇𝐶𝐶. Because 𝑇𝑇𝐴𝐴 is very close to 
𝑇𝑇𝑤𝑤, the magnitude of 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐴𝐴  is actually closer to 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊 . 
The analysis in Section V will reveal that 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐴𝐴  is still 
larger than that using the new method. 
    Briefly, the new formula has demonstrated improvements 
over the existing ICVS and Hans methods. It is capable for 
quantifying the temperature dependency of the instrument noise 
performance. More importantly, it takes into account all major 
noise components occurred in calibration parameters for an on-
orbit AMSU-A instrument, each of which is computed using the 
accurate sensitivity. In the following section, the noise errors 
for onboard AMSU-A instruments by using the ICVS and Hans 
methods are further quantified in comparison with the new 
method. 
 

V. ON-ORBIT NOISE PERFORMANCE ASSESSMENT USING 
THREE NOISE METHODS  

 
    The deficiency in the existing gain-based methods such as 
the ICVS method [11] and the Hans method [14] is theoretically 
addressed above. Below, we apply the ICVS, Hans and new 
methods to AMSU-A instruments onboard NOAA-18 to -19 
and Metop-A to –C to quantify the differences of the orbital 
averaging noises between the existing and new methods for 
AMSU-A instruments.  
 

A. Application to Four Legacy AMSU-A Instruments 
 
    For the four legacy instruments, we select the same data sets 
as those using in Section III-B above. Figs. 5 through 8 display 

 

 

the time series of (𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁)𝐿𝐿, (𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊
𝑁𝑁𝑁𝑁𝑁𝑁)𝐿𝐿, 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝐶𝐶𝑊𝑊

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 and 
𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 for channel 2 (AMSU-A2); channel 5 or 8 
(AMSU-A1-2); and channel 9 (AMSU-A1-1) onboard 
NOAA-18, NOAA-19, Metop-A, and Metop-B. Here, 
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊

𝑁𝑁𝑁𝑁𝑁𝑁)𝐿𝐿 represents the warm noise component in the 
new method and the superscript ‘New’ is added to distinguish 
it from 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼. The channels in the figure are chosen to 
include at least one channel associated with each antenna sub-
unit system since anomalies of calibration parameters are 
naturally associated with each specific antenna system.  

 

 

Fig. 5. Time series of orbital (𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁)𝐿𝐿 (green plus), (𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊
𝑁𝑁𝑁𝑁𝑁𝑁)𝐿𝐿 

(red diamond), 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝐶𝐶𝑊𝑊
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 (black triangle), and 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝐶𝐶𝑊𝑊

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 (blue 
crosshair) for three NOAA-18 AMSU-A channels during three days of 
the data sets. The symbols in the figure are applicable for Figs. 6 
through 8 and ‘date’ in the X-axis is given in the format of year-month-
day. (a) Channel 2. (b) Channel 5. (c) Channel 9.   

 

    
Fig. 6. Same as Fig. 5 except for NOAA-19 with slightly different 
channels.  (a) Channel 2. (b) Channel 8. (c) Channel 9.  
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Fig. 7. Same as Fig. 5 except for Metop-A. 
 

 
Fig. 8. Same as Fig. 5 except for Metop-B with slightly different 
channels. (a) Channel 2. (b) Channel 8. (c) Channel 9.  
   

    For all displayed channels and satellite instruments, the 
orbital averages of 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐴𝐴  are consistently 
higher than those of (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁. This conclusion is 
qualitatively consistent with the analysis in Section IV, but the 
discrepancy amount varies with channel and satellite 
instrument. For the NOAA-18 AMSU-A, 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  at 
channels 2, 5, and 9 can be larger than the (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁 by 
approximately 35%, 13% and 26% correspondingly; for 
NOAA-19 AMSU-A, the 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  at channels 2, 8, and 9 by 
approximately 37%, 22% and 31% correspondingly; for 
Metop-A AMSU-A, the 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  at channels 2, 5, and 9 by 
approximately 35%, 11% and 28% correspondingly; for 
Metop-B AMSU-A, the 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  at channels 2, 8, and 9 by 
approximately 37%, 26% and 29% correspondingly. Similar 
errors exist for 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐴𝐴  against the new method but with 
decreased magnitude. The Hans method overestimates the 
amount of the instrument noise against the new method by 
approximately 5% to 17%. This is understandable because 

𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 
𝐴𝐴 is evaluated based on a linear interpolation from 

𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝐶𝐶  and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊 . 

    Additionally, it is interesting to compare 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  against 
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐶𝐶𝑊𝑊 )𝑁𝑁 because both of them use the Allan deviation of 
warm counts. Compared with instrument noise (i.e., 
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁), 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶𝑊𝑊  differs more from the warm noise 
component. For example, instrument noise from the ICVS 
method is greater than that found from the new method (i.e., 
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐶𝐶𝑊𝑊 )𝑁𝑁) by approximately 53%, 41%, 43% and 45% at 
channel 2 for AMSU-A instruments onboard NOAA-18, 
NOAA-19, Metop-A and Metop-B correspondingly. This 
dissimilarity is due to the use of a different sensitivity for the 
transformation of the warm count Allan deviation into NE∆T: 

�𝜎𝜎𝐴𝐴
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐶𝐶𝑊𝑊 )𝑁𝑁 =

𝐶𝐶 �𝑊𝑊 𝐿𝐿
−1 < 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼

𝜕𝜕𝑇𝑇 𝐶𝐶𝑊𝑊  because 𝐺𝐺0 <
�� 𝐴𝐴 � �
𝜕𝜕𝐶𝐶𝑊𝑊 𝐿𝐿

−1
��𝜕𝜕𝑇𝑇𝐴𝐴� � .  
𝜕𝜕𝐶𝐶𝑊𝑊 𝑁𝑁

  
Table III Three day-means and/or percentages
of (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤) , (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝑁𝑁 ) ,  𝑁𝑁𝑁𝑁 𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼A 𝐶𝐶𝑊𝑊 𝑁𝑁 𝑁𝑁 𝐶𝐶𝑊𝑊   and  𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐴𝐴  at 15 
channels for Metop-B AMSU-A. The percentage of each noise 
component is defined as 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑋𝑋

𝑁𝑁𝑁𝑁𝑤𝑤  × 100%, where (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁 is 
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴 )𝐿𝐿

calculated using (8) and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑋𝑋 denotes one
of  (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤) , 𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼, and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻.  

Ch.# 𝑁𝑁𝑁𝑁𝑤𝑤)𝑁𝑁(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴  𝑁𝑁𝑁𝑁𝑤𝑤)𝑁𝑁(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊  𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼𝑁𝑁𝑁𝑁𝑁𝑁𝑇𝑇𝐶𝐶𝑊𝑊   𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴  

(K) (K) (%) (K) (%) (K) (%) 

1 0.136 0.129 94.9 0.183 134.6 0.159 116.9 

2 0.147 0.139 94.6 0.201 136.8 0.172 117.0 

3 0.222 0.219 98.6 0.255 114.9 0.238 107.2 

4 0.140 0.138 98.6 0.153 109.3 0.147 105.0 

5 0.127 0.126 99.2 0.143 112.6 0.135 106.3 

6 0.110 0.108 98.2 0.132 120.0 0.120 109.1 

7 0.110 0.108 98.2 0.137 124.5 0.124 112.7 

8 0.131 0.128 97.7 0.166 126.7 0.150 114.5 

9 0.118 0.115 97.5 0.153 129.7 0.136 115.3 

10 0.156 0.153 98.1 0.200 128.2 0.178 114.1 

11 0.177 0.175 98.9 0.221 124.9 0.198 111.9 

12 0.264 0.261 98.9 0.319 120.8 0.291 110.2 

13 0.377 0.375 99.5 0.438 116.2 0.407 108.0 

14 0.639 0.637 99.7 0.716 112.1 0.677 105.9 

15 0.119 0.116 97.5 0.136 114.3 0.130 109.2 

𝐶𝐶𝑊𝑊 𝑁𝑁 𝐶𝐶𝑊𝑊 𝐴𝐴

 

 

     

    Other channels also show similar features to these at the 
abovementioned channels. For instance, Tables III displays 
the three-day mean of (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 )𝑁𝑁, (𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤 𝐼𝐼𝐶𝐶𝐼𝐼𝐼𝐼

𝐶𝐶𝑊𝑊 )𝑁𝑁, 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊  
and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐴𝐴  at all available channels for AMSU-A aboard 
Metop-B. For all channels, the instrument noise calculated 
using the ICVS method is larger than that using the new 
method by approximately from 8% to 37%. The instrument 
noise found by using the Hans method is larger than that found 
by using the new method by approximately 5% to 18%.  In 
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particular, the two window channels from 1 to 2 exhibit the 
biggest difference because they observe large differences 
between the Earth-scene and warm load temperatures over 
oceans. Similar conclusion is observed at the other three 
legacy AMSU-A instruments (the tables are omitted).    

    Therefore, in comparison with the new method, the existing 
ICVS and Hans methods persistently overrate the noise of 
AMSU-A instruments onboard the legacy NOAA-18 to 
NOAA-19 and Metop-A to Metop–B. The two window 
channels, 1 and 2, exhibit the largest errors that are about 
0.05K for the ICVS or 0.25K for the Hans method. The 
relative errors are more than 30% for the ICVS method or 
more than 15% for the Hans method. The errors are also 
notable for temperature sounding channels.  

 

B. Application to Metop-C AMSU-A Instrument 
 
    The (Metop-C) satellite, which was launched into low Earth 
orbit on November 6, 2018, carries the last NOAA AMSU-A. 
On November 15, 2018, nine days after launch of the Metop-
C satellite, the first day AMSU-A science data was received. 
In this study, we analyze the lifetime noise performance since 
November 15, 2018 by using the ICVS and new methods 
respectively.  The Hans method is similar to the ICVS method, 
so it is not included here. 

    According to our computations, the Metop-C AMSU-A 
demonstrates a relatively stable noise performance since the 
activation of the instrument for all channels except for the 
channel 3. Figs. 9(a) to 9(f) display the time series of on-orbit 
𝑁𝑁𝑁𝑁∆𝑇𝑇 at six AMSU-A channels since November 15, 2018 
through June 20, 2020, by using the two methods. The AMSU-
A noises at the majority of the channels are continuously 
within the specification, where the specifications are referred 
to [1]. The channel 3 noise is unstable with time: it was mostly 
within the specification (0.4K) prior to April 7 2019, but it 
gradually rises to the order of 1 K significantly exceeding the 
specification since then. The channel 7 also exhibited a big 
jump exceeding the specification of 0.25K on May 12 and 25, 
2019 respectively. A few anomalous noise events occurred at 
other channels during the monitored period, but resultant noise 
magnitudes are constantly within the specification. Those 
features are well caught by the two methods.  

    On the other hand, our results show that for Metop-C 
AMSU-A, the ICVS method persistently overestimates the on-
orbit noise against the new method by approximately 11% to 
38% depending on channel during the monitored period, as 
shown in Figs. 9(a) to 9(f), which are similar to what we 
observed for other legacy AMSU-A instruments above. Fig. 
9(g) presents the averaged noise magnitude over the 
monitored period at the 15 channels using the two methods. 
Among all channels, the ICVS method produces large positive 
noise estimation errors in the first three channels compared 
with the new method. For example, the ICVS method causes 
an absolute error of 0.07K in channel 3. The upper temperature 
sounding channels 10 – 14 are important for applications 
especially in numerical weather prediction (NWP), where an 

error of around 0.05K occurs. Those errors indicate the 
improvement of noise estimate accuracy using the new 
method. 

 

 

 

Fig. 9 Time series of on-orbit 𝑁𝑁𝑁𝑁∆𝑇𝑇 at several channels for Metop-
C AMSU-A since 15 Nov. 2018 through 20 June 2020 from (a) to (f) 
and the averaged 𝑁𝑁𝑁𝑁∆𝑇𝑇 vs. channel for (g), using the ICVS (pink or 
line crossed with ‘diamond’) and new methods (black or line crossed 
with ‘+’). The different dynamic range in y-axis is used to highlight 
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the variation of noise; the x-axis is the number of days sinc
November 15, 2018.   (a) Ch. 1. (b) Ch. 3. (c) Ch. 7. (d) Ch. 10.  (e
Ch. 12. (f) Ch. 14. (g) Averaged 𝑁𝑁𝑁𝑁∆𝑇𝑇 vs. channel. 

    

    In summary, the new method improves the accuracy o
noise calculations at 15 channels for Metop-C AMSU-
instrument. Relatively large improvement occurs at th
channels from 1 to 3 and the upper temperature soundin
channels from 10 to 14 that are critical in NWP models
Therefore, along with the analysis for legacy AMSU-
instruments, the results highlight the significance of the nois
computations using the newly derived method for all AMSU
A instruments.  

VI. SUMMARY AND CONCLUSIONS 
 
    This study establishes a new methodology for on-orbi
AMSU-A instrument noise calculation by taking into accoun
the major noise components resulting from calibratio
parameters, e.g., the warm radiometric count nois
component, the warm target temperature noise component, th
cold radiometric count noise component, and their covariance
It is capable for evaluating the temperature dependency of 
post-launch instrument noise performance, which is difficul
if not impossible using the existing methods. In addition, eac
noise component in the new method is accurately compute
using the sensitivity of each calibration parameter t
temperature instead of the gain that is used in the existin
methods. 

    Moreover, the new formula quantifies the error in the ICV
and Hans methods in estimating instrument noise for AMSU
A instruments onboard NOAA-18, NOAA-19 and Metop-A t
Metop-C. Specifically, the lifetime noise performance o
Metop-C AMSU-A instrument is analyzed. According to ou
results, for the five legacy AMSU-A instruments, the ICV
method consistently overestimates AMSU-A instrument nois
in comparison with the new method by approximately 8% t
37% depending upon channel and satellite, which are error o
approximately 0.02 to 0.07 K. Similarly, the Hans metho
overrates the instrument noise by approximately 5% to 18%
In addition, the Metop-C AMSU-A instrument demonstrates 
relatively stable noise performance since the launch for al
channels except for the channel 3, which are confirmed b
either the new or ICVS method.     

     The new method has demonstrated persisten
improvements in estimating AMSU-A instruments onboar
the five satellites from NOAA-18 to NOAA-19, Metop-A t
Metop–C. In fact, the formula is also applicable to othe
satellite instruments for which calibration is based on war
and cold targets such as ATMS and MHS. The new nois
formula is given in a domain of temperature instead of th
domain of radiance. The resultant noise errors in th
temperature domain instead of the radiance domain ar
approximately 0.1% to 0.5% at AMSU-A frequencies
However, the errors can be increased to approximately 0.8
for 157GHz, 0.8% for 183GHz, 0.96% for 300GH, given tha
𝑇𝑇𝑊𝑊 = 280𝐾𝐾,𝑇𝑇𝐶𝐶 = 2.73𝐾𝐾. Although the absolute noise error
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are still trivial at a very high frequency, it is recommended that 
the computation of the noise is made at the radiance domain 
for a microwave instrument with very high frequencies. This 
also can comply with a calibration equation in the domain of 
radiance, which is especially important for a microwave 
instrument with high frequencies [23]. In spite of those 
advantages, the new method does not consider the contribution 
of the noise in earth scene counts (𝐶𝐶𝐼𝐼) because of the challenge 
to distinguish the noise portion from the signal portion 
relevant to atmospheric and/or surface features in 𝐶𝐶𝐼𝐼. Certain 
errors could be contributed to the on-orbit instrument noise 
computation. A separate study would be conducted by using a 
principle component method to further improve the accuracy 
of on-orbit instrument noise computation.      

 

APPENDIX A DERIVATION OF NEW NOISE COMPUTATION 
FORMULA  

 

    In AMSU-A SDR data file, the radiometer output, the 
antenna temperature of an Earth-scene, 𝑇𝑇𝐴𝐴, is determined using 
a nonlinear calibration equation, i.e., [15]-[17]  

 

𝑇𝑇𝐴𝐴 = 𝑇𝑇𝑊𝑊 + (𝑇𝑇𝑊𝑊 − 𝑇𝑇 ) (𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊) + 𝜇𝜇(𝑇𝑇 − 𝑇𝑇 ) (𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊)(𝐶𝐶2 𝐼𝐼−𝐶𝐶𝐶𝐶)
𝐶𝐶 𝑊𝑊 𝐶𝐶 2 ,         

(𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶) (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶)
(A1) 

 
where 𝐶𝐶𝐶𝐶 ,𝐶𝐶𝑊𝑊 𝑎𝑎𝑎𝑎𝑎𝑎 𝐶𝐶𝐻𝐻 denote the cold space, warm target and 
Earth-scene  radiometric counts respectively; 𝑇𝑇𝐶𝐶  and 𝑇𝑇𝑊𝑊 denote 
the cold space and warm target PRT temperatures respectively; 
and 𝜇𝜇 denotes the nonlinear coefficients. The indices of channel 
and scan line are regularly omitted in (1) and subsequent 
equations throughout the manuscript for clarity. 
    According to the propagation of error formulas [19], for a 
function with multiple variables (e.g., 𝐹𝐹(𝑥𝑥,𝑦𝑦, 𝑧𝑧)), with higher 
order terms neglected, the variance of 𝐹𝐹(𝑥𝑥,𝑦𝑦, 𝑧𝑧) can be 
expressed by the following equation.  
 

2 2 2
𝜎𝜎2𝐹𝐹 = �𝜕𝜕𝐹𝐹� 𝜎𝜎 𝜕𝜕

𝜕𝜕 + � 𝐹𝐹 𝜕𝜕𝐹𝐹2 � 𝜎𝜎2𝜕𝜕 + � � 𝜎𝜎2𝜕𝜕 + 2 𝜕𝜕𝐹𝐹 ∙ 𝜕𝜕𝐹𝐹 ∙ 𝑇𝑇𝑐𝑐𝑐𝑐(𝑥𝑥,𝑦𝑦) +
𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕

2 𝜕𝜕𝐹𝐹 ∙ 𝜕𝜕𝐹𝐹 ∙ 𝑇𝑇𝑐𝑐𝑐𝑐(𝑥𝑥, 𝑧𝑧) + 2 𝜕𝜕𝐹𝐹 ∙ 𝜕𝜕𝐹𝐹 ∙ 𝑇𝑇𝑐𝑐𝑐𝑐(𝑦𝑦, 𝑧𝑧),  (A2) 
𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕

 
where 𝜎𝜎2𝜕𝜕 ,𝜎𝜎2 and 𝜎𝜎2𝜕𝜕 𝜕𝜕  are the variances of x, y, and z respectively; 
𝑇𝑇𝑐𝑐𝑐𝑐(𝑥𝑥,𝑦𝑦), 𝑇𝑇𝑐𝑐𝑐𝑐(𝑥𝑥, 𝑧𝑧),  and 𝑇𝑇𝑐𝑐𝑐𝑐(𝑦𝑦, 𝑧𝑧) are the covariance of x and 
y, x and z, and y and z respectively; 𝜕𝜕𝐹𝐹 , 𝜕𝜕𝐹𝐹, and 𝜕𝜕𝐹𝐹 are the partial 

𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕
derivatives of 𝐹𝐹 with respect to x, y, and z respectively. 
    In light of (A1), 𝑇𝑇𝐴𝐴 is the function of three calibration 
parameters, i.e., 𝐹𝐹(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝑇𝑇𝐴𝐴(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶 ,𝑇𝑇𝑊𝑊). With Eqs. (A1) 
and (A2), we have the following equation 
 

 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 = 𝜎𝜎𝐴𝐴𝑇𝑇𝐴𝐴 =

� 2 2(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊)2 + �𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶� + �𝑁𝑁𝑁𝑁∆𝑇𝑇𝑇𝑇𝑊𝑊� + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶) + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊) + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶,𝑇𝑇𝑊𝑊).    
(A3)            

with 
𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊 = | 𝜕𝜕𝑇𝑇𝐴𝐴 𝜎𝜎𝐴𝐴𝐶𝐶𝑊𝑊|,                               (A4-1) 

𝜕𝜕𝐶𝐶𝑊𝑊
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𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶 = | 𝜕𝜕𝑇𝑇𝐴𝐴 𝜎𝜎𝐴𝐴𝐶𝐶𝐶𝐶|,                                 (A4-2) 
𝜕𝜕𝐶𝐶𝐶𝐶

𝑁𝑁𝑁𝑁∆𝑇𝑇 𝜕𝜕𝑇𝑇𝐴𝐴 𝐴𝐴
𝑇𝑇𝑊𝑊 = � 𝜎𝜎𝑇𝑇𝑊𝑊�,                                (A4-3) 

𝜕𝜕𝑇𝑇𝑊𝑊

𝛿𝛿 𝜕𝜕𝑇𝑇𝐴𝐴 𝜕𝜕𝑇𝑇𝐴𝐴
𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶) = 2 𝑇𝑇𝑐𝑐𝑐𝑐�𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶�,           (A4-4) 

𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝐶𝐶𝐶𝐶

𝛿𝛿 𝜕𝜕𝑇𝑇𝐴𝐴 𝜕𝜕𝑇𝑇𝐴𝐴
𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊) = 2 𝑇𝑇𝑐𝑐𝑐𝑐�𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊�,          (A4-5) 

𝜕𝜕𝐶𝐶𝑊𝑊 𝜕𝜕𝑇𝑇𝑤𝑤

𝛿𝛿 𝜕𝜕𝑇𝑇𝐴𝐴 𝜕𝜕𝑇𝑇𝐴𝐴
𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶,𝑇𝑇𝑊𝑊) = 2 𝑇𝑇𝑐𝑐𝑐𝑐(𝐶𝐶𝐶𝐶 ,𝑇𝑇𝑊𝑊),           (A4-6)      

𝜕𝜕𝐶𝐶𝑐𝑐 𝜕𝜕𝑇𝑇𝑊𝑊
𝜕𝜕𝑇𝑇𝐴𝐴 = 1 + (𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊) + 2𝜇𝜇(𝑇𝑇𝑊𝑊 − 𝑇𝑇 𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊)(𝐶𝐶𝐼𝐼

𝐶𝐶) ( −𝐶𝐶𝐶𝐶),           
𝜕𝜕𝑇𝑇𝑊𝑊 (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶) (𝐶𝐶 −𝐶𝐶 )2𝑊𝑊 𝐶𝐶

(A4-7)   
𝜕𝜕𝑇𝑇𝐴𝐴 = (𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶)(𝐶𝐶𝐶𝐶−𝐶𝐶𝐼𝐼) + 𝜇𝜇(𝑇𝑇 − 𝑇𝑇 ) (𝐶𝐶 − 𝐶𝐶 ) (𝐶𝐶𝐶𝐶−2𝐶𝐶𝐼𝐼+𝐶𝐶𝑊𝑊)2

𝐶𝐶𝜕𝜕 )2 𝑊𝑊 𝐼𝐼 𝐶𝐶𝐶𝐶 (𝐶𝐶 −𝐶𝐶 (𝐶𝐶 −𝐶𝐶 )3
,    

𝑊𝑊 𝑊𝑊 𝐶𝐶 𝑊𝑊 𝐶𝐶
(A4-8) 

𝜕𝜕𝑇𝑇𝐴𝐴 = (𝑇𝑇𝑊𝑊−𝑇𝑇𝐶𝐶)(𝐶𝐶𝐼𝐼−𝐶𝐶𝑊𝑊) (𝐶𝐶 𝐶𝐶2 𝐶𝐶− 𝐼𝐼+𝐶𝐶𝑊𝑊)
2 − 𝜇𝜇(𝑇𝑇𝑊𝑊 − 𝑇𝑇 2

𝐶𝐶) (𝐶𝐶𝐼𝐼 − 𝐶𝐶𝑊𝑊) ,  
𝜕𝜕𝐶𝐶𝐶𝐶 (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶) (𝐶𝐶𝑊𝑊−𝐶𝐶𝐶𝐶)3

 
(A4-9) 

 
where all of three derivatives are a function of scene count (𝐶𝐶𝐼𝐼)  
or scene temperature (𝑇𝑇𝐴𝐴) via (A1) thus resulting in the
dependency of instrument noise on temperature. In particular, 
(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴)𝑁𝑁𝑁𝑁 represents the composite contribution of all noise 
components to 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴  as the three derivatives in (A4-7) 
through (A4-9) only contain the nonlinear part with nonlinear 
coefficient 𝜇𝜇.  
    The “variance” of each variable in (A2) are replaced by its 
corresponding overlapping Allan deviation, e.g., 𝜎𝜎𝐴𝐴 𝐴𝐴 𝐴𝐴

𝐶𝐶𝑊𝑊 ,𝜎𝜎𝐶𝐶𝐶𝐶 ,𝜎𝜎𝑇𝑇𝑊𝑊. 
The overlapping Allan deviation for each of the calibration 
parameters is expressed as  
 

𝜎𝜎𝐴𝐴y = 1�  ∑𝑁𝑁−1
𝑖𝑖=1 (𝑦𝑦 )2𝑖𝑖+1 − 𝑦𝑦𝑖𝑖 ,           (A5) 

2(𝑁𝑁−2)

where the parameter ‘y’ denotes one of 𝐶𝐶𝐶𝐶 ,𝐶𝐶𝑊𝑊 and 𝑇𝑇𝑊𝑊; the 
superscript ‘A’ the Allan deviation (‘overlapping’ is hereinafter 
omitted for simplification); ‘i’ the index of scan; ‘N’ the total 
number of scans per orbit. In other words, each statistical 
parameter is calculated based on an average of observations per 
orbit by following the current ICVS method [11]. Three
covariance parameters, i.e.,
𝑇𝑇𝑐𝑐𝑐𝑐(𝑇𝑇𝑊𝑊,𝐶𝐶𝑊𝑊), 𝑇𝑇𝑐𝑐𝑐𝑐�𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶�, 𝑇𝑇𝑐𝑐𝑐𝑐(𝐶𝐶𝐶𝐶 ,𝐶𝐶𝑊𝑊), represent the
covariances between two of the following: cold count, warm 
count, and warm blackbody temperature instabilities. 
    In summary, the instrument noise in (A3) consists of six 
noise components. The three independent components,
𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊 ,  𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶 , and 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑇𝑇𝑊𝑊 , are hereinafter termed the 
warm count noise, cold count noise, and warm PRT temperature 
noise for clarity unless otherwise mentioned. The other three 
noise components consist of covariance items (i.e.,
𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶),  𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊), and 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶,𝑇𝑇𝑊𝑊),) which can be
positive or negative depending on proportional or inverse 
relationships among the relevant parameters. Each noise
component involves computation of nonlinear items via
derivatives as shown in (A4-7) through (A4-9).  

APPENDIX B. COMPUTATION EXPRESSIONS OF ORBITAL 
AVERAGED 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴  IN (6) FOR AMSU-A OBSERVATIONS 
        

    The  𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴  defined in (6) is rewritten here. 

 
 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴 =

� 2 2 2�𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊� + �𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶� + �𝑁𝑁𝑁𝑁∆𝑇𝑇𝑇𝑇𝑊𝑊� + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶) + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊) + 𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶,𝑇𝑇𝑊𝑊) .               

                                                                                                                                                  
(B1) 

    We calculated each 𝑁𝑁𝑁𝑁∆𝑇𝑇-component by averaging over N 
scans in one orbit by using each sample-based Allan deviation, 
which is consistent with the ICVS AMSU-A operational noise                calculation procedure. Among AMSU-A observations, there 
are 2 samples of cold and warm count measurements per scan 

    fo   r A MSU-A1 and -A2. For AMSU-A1, which includes 
channels 3-15, there are 5 measurement samples of warm load 
PRT temperatures per scan. For AMSU-A2, which includes 

   ch   annels 1 and 2, there are 7 samples of warm load PRT 
temperatures per scan [21]. Therefore, the three independent 
noise components in the 𝑁𝑁𝑁𝑁∆𝑇𝑇𝑁𝑁𝑁𝑁𝑤𝑤𝐴𝐴  can be computed as 
follows.  

         
22 2�𝑁𝑁𝑁𝑁∆𝑇𝑇 1 𝑁𝑁−1 ��𝜕𝜕��𝑇𝑇�𝐴𝐴�(�𝚤𝚤�)�� 𝐾𝐾

𝑇𝑇𝑊𝑊� =  ∑𝑖𝑖=1 � � ∑𝑘𝑘=1�𝑇𝑇𝑊𝑊𝑘𝑘(i + 1) − 𝑇𝑇𝑊𝑊𝑘𝑘(i)� ,  (B2)           
2𝐾𝐾(𝑁𝑁−2) 𝜕𝜕𝑇𝑇𝑊𝑊(𝚤𝚤)

                                  
2 1 𝑁𝑁−1 ��𝜕𝜕��������2 2�𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊� =  ∑ 𝐴𝐴(𝚤𝚤)

𝑖𝑖=1 �
𝑇𝑇 � ��𝐶𝐶𝑊𝑊 (i + 1) − 𝐶𝐶𝑊𝑊 (i)� +

4(𝑁𝑁−2) 𝜕𝜕𝐶𝐶𝑊𝑊(𝚤𝚤) 1 1
2�𝐶𝐶𝑊𝑊2(i + 1) − 𝐶𝐶𝑊𝑊2(i)� �,        (B3) 

 
2 ��𝜕𝜕��𝑇𝑇�𝐴𝐴�(��𝑁𝑁𝑁𝑁∆𝑇𝑇 � = 1  ∑𝑁𝑁 � 2

−1 � 𝚤𝚤)�� 2
𝐶𝐶𝐶𝐶 𝑖𝑖=1 � ��𝐶𝐶𝐶𝐶1(i + 1) − 𝐶𝐶𝐶𝐶1(i)� + �𝐶𝐶𝐶𝐶2(i + 1) −

4(𝑁𝑁−2) 𝜕𝜕𝐶𝐶𝐶𝐶(𝚤𝚤)
2𝐶𝐶𝐶𝐶2(i)� �,         (B4) 

 
where K is a number of PRT temperatures depending on 
channel and K= 5 for AMSU-A1 or K = 7 for AMSU-A2. The 
��𝜕𝜕�𝑇𝑇��𝐴𝐴�� ��𝜕𝜕�𝑇𝑇��𝐴𝐴�� ��𝜕𝜕�, 𝑇𝑇��𝐴𝐴��,𝑎𝑎𝑎𝑎𝑎𝑎  denote the scan-averaged derivatives. 
𝜕𝜕𝑇𝑇𝑊𝑊(𝚤𝚤) 𝜕𝜕𝐶𝐶𝑊𝑊(𝚤𝚤) 𝜕𝜕𝐶𝐶𝐶𝐶(𝚤𝚤)
In particular, as the non-linear items can be neglected, those 
derivatives are calculated the following equations. 
 

( ) �����(��) ��𝐶𝐶���(�𝚤𝚤��) ������𝜕𝜕𝑇𝑇𝐴𝐴 𝑖𝑖 𝜕𝜕𝑇𝑇𝐴𝐴 𝚤𝚤 𝚤𝚤��𝐼𝐼 −𝐶𝐶𝑊𝑊( )�≈ ( )𝑁𝑁 = 1.0 +
𝜕𝜕𝑇𝑇 (𝑖𝑖) 𝜕𝜕𝑇𝑇 (𝚤𝚤) �𝐶𝐶�������� ������� ,            (B5) 

𝑊𝑊 𝑊𝑊 𝑊𝑊(𝚤𝚤)−𝐶𝐶𝐶𝐶(𝚤𝚤)�
( ) �����(��) ��𝑇𝑇���(�𝚤𝚤��)−𝑇𝑇����(�𝚤𝚤��)��𝐶𝐶����(�𝚤𝚤��𝜕𝜕𝑇𝑇𝐴𝐴 𝐶𝐶 𝐶𝐶 )−𝐶𝐶�������𝑖𝑖 ≈ (𝜕𝜕𝑇𝑇𝐴𝐴 𝚤𝚤 ) = 𝑤𝑤 𝐼𝐼(𝚤𝚤)�

𝑁𝑁( ) ( ) �����(���) ���� ,(���) 2             (B6) 
𝜕𝜕𝐶𝐶𝑊𝑊 𝑖𝑖 𝜕𝜕𝐶𝐶𝑊𝑊 𝚤𝚤 (𝐶𝐶𝑊𝑊 𝚤𝚤 −𝐶𝐶𝐶𝐶 𝚤𝚤 )
𝜕𝜕𝑇𝑇𝐴𝐴(𝑖𝑖) �𝜕𝜕�𝑇𝑇�𝐴𝐴�� ������� ������� �������(�𝚤𝚤�) �𝑇𝑇𝑤𝑤(𝚤𝚤)−𝑇𝑇𝐶𝐶(𝚤𝚤)��𝐶𝐶𝐼𝐼(𝚤𝚤)−𝐶𝐶����� �𝑊𝑊(�𝚤𝚤�)�≈ ( )𝑁𝑁 =
𝜕𝜕𝐶𝐶 (𝑖𝑖) 𝜕𝜕𝐶𝐶 (𝚤𝚤) (�𝐶𝐶����(�𝚤𝚤��)−𝐶𝐶������� 2     (B7) 

𝐶𝐶 𝐶𝐶 𝐶𝐶(𝚤𝚤)
.      

𝑊𝑊 )
 

    Similarly, we obtained the formula about covariance terms 
as described as follows. 

𝑁𝑁−1
1 �𝜕𝜕��𝑇𝑇���(�𝚤𝚤�)� �𝜕𝜕��𝑇𝑇���(�𝚤𝚤�)�

𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝑇𝑇𝑊𝑊) = � 𝐴𝐴 ∙ 𝐴𝐴

4(𝑁𝑁 − 2) 𝜕𝜕𝐶𝐶𝑊𝑊(𝚤𝚤) 𝜕𝜕𝑇𝑇𝑊𝑊(𝚤𝚤)
𝑖𝑖=1

∙ ��𝑇𝑇���𝑊𝑊(𝑖𝑖 + 1) − �𝑇𝑇���𝑊𝑊(𝑖𝑖)� ×
2

× ���𝐶𝐶𝑊𝑊𝑘𝑘
(𝑖𝑖 + 1) − 𝐶𝐶𝑊𝑊𝑘𝑘

(𝑖𝑖)�� 
𝑖𝑖=1

(B8) 
𝑁𝑁−1

1 �𝜕𝜕�𝑇𝑇���(�𝚤𝚤�)� �𝜕𝜕��𝑇𝑇���𝐴𝐴 (�𝚤𝚤�)�
𝛿𝛿𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶,𝑇𝑇𝑊𝑊) = � ∙ 𝐴𝐴

4(𝑁𝑁 − 2) 𝜕𝜕𝐶𝐶𝐶𝐶(𝚤𝚤) 𝜕𝜕𝑇𝑇𝑊𝑊(𝚤𝚤)
𝑖𝑖=1

2

∙ ��𝑇𝑇���𝑊𝑊(𝑖𝑖 + 1) − �𝑇𝑇���𝑊𝑊(𝑖𝑖)� ×× ���𝐶𝐶𝐶𝐶𝑘𝑘(𝑖𝑖 + 1) − 𝐶𝐶𝐶𝐶𝑘𝑘(𝑖𝑖)�� 
𝑘𝑘=1

(B9) 
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𝑁𝑁−1
1 �𝜕𝜕��𝑇𝑇���(�𝚤𝚤�)� �𝜕𝜕�𝑇𝑇���(�𝚤𝚤�)�

𝛿𝛿 = � 𝐴𝐴 ∙ 𝐴𝐴
𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶𝑊𝑊,𝐶𝐶𝐶𝐶) ×

4(𝑁𝑁 − 2) 𝜕𝜕𝐶𝐶𝑊𝑊(𝚤𝚤) 𝜕𝜕𝐶𝐶𝐶𝐶(𝚤𝚤)
𝑖𝑖=1

2

× ���𝐶𝐶𝑊𝑊𝑘𝑘
(𝑖𝑖 + 1) − 𝐶𝐶𝑊𝑊𝑘𝑘

(𝑖𝑖)� �𝐶𝐶𝐶𝐶𝑘𝑘(𝑖𝑖 + 1) − 𝐶𝐶𝐶𝐶𝑘𝑘(𝑖𝑖)�� 
𝑘𝑘=1

(B10) 
 

𝑇𝑇����𝑊𝑊(𝑖𝑖) = 1 ∑𝐾𝐾𝑘𝑘=1 𝑇𝑇𝑊𝑊𝑘𝑘
(𝑖𝑖).         (B11) 

𝐾𝐾
 

    Additionally, as only the nonlinear items are considered,
(B1) is rewritten to be  
 

2 2 2(𝑁𝑁𝑁𝑁∆𝑇𝑇𝐴𝐴)𝑁𝑁𝑁𝑁 = ��𝑁𝑁𝑁𝑁∆𝑇𝑇𝑇𝑇𝑊𝑊� + �𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝑊𝑊� +   �𝑁𝑁𝑁𝑁∆𝑇𝑇𝐶𝐶𝐶𝐶� + (𝛿𝛿𝐶𝐶𝐶𝐶𝐼𝐼)𝑁𝑁𝑁𝑁  
𝑁𝑁𝑁𝑁 𝑁𝑁𝑁𝑁 𝑁𝑁𝑁𝑁

(B12) 

where the computation of each item is similar to 
corresponding one in (B1) except for removing the items 
without the nonlinear parameter 𝜇𝜇 in the computations of 
𝜕𝜕𝑇𝑇𝐴𝐴 , 𝜕𝜕𝑇𝑇𝐴𝐴  and 𝜕𝜕𝑇𝑇𝐴𝐴   [see (𝐴𝐴4− 7)~ (𝐴𝐴4− 9)]. 
𝜕𝜕𝑇𝑇𝑊𝑊 𝜕𝜕𝐶𝐶𝐶𝐶 𝜕𝜕𝐶𝐶𝐶𝐶
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