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ABSTRACT: Turbulent flow in a weakly convective marine atmospheric boundary layer (MABL) driven by geostrophic
winds U, = 10m s~! and heterogeneous sea surface temperature (SST) is examined using fine-mesh large-eddy simulation
(LES). The imposed SST heterogeneity is a single-sided warm or cold front with temperature jumps A9 = (2, —1.5) K varying
over a horizontal distance between [0.1, —6] km characteristic of an upper-ocean mesoscale or submesoscale regime. A
Fourier-fringe technique is implemented in the LES to overcome the assumptions of horizontally homogeneous periodic flow.
Grid meshes of 2.2 X 10° points with fine-resolution (horizontal, vertical) spacing (8x = 8y, 8z) = (4.4, 2) m are used.
Geostrophic winds blowing across SST isotherms generate secondary circulations that vary with the sign of the front. Warm
fronts feature overshoots in the temperature field, nonlinear temperature and momentum fluxes, a local maximum in the
vertical velocity variance, and an extended spatial evolution of the boundary layer with increasing distance from the SST front.
Cold fronts collapse the incoming turbulence but leave behind residual motions above the boundary layer. In the case of a warm
front, the internal boundary layer grows with downstream distance conveying the surface changes aloft and downwind. SST
fronts modify entrainment fluxes and generate persistent horizontal advection at large distances from the front.

KEYWORDS: Atmosphere-ocean interaction; Boundary layer; Fronts; Marine boundary layer; Sea surface temperature;
Surface layer

1. Introduction the ocean, weakening the strength of ocean eddies. From an
oceanic perspective understanding the influence of SST gradi-
ents on near surface winds is important (Gill 1982; Chelton et al.
2004). SST gradients change the atmospheric stability, hence the
wind profile and surface stress, and these changes can drive
anomalous responses in oceanic boundary layer currents.

Air-sea coupling, accounting for a wavy interface (Sullivan
and McWilliams 2010) and ocean heterogeneity, is a broad-
band space-time process fundamentally rooted in the turbu-
lent marine atmospheric boundary layer (MABL) and oceanic
boundary layer (OBL) and remains an important research area
for improving weather forecasts and climate predictions (Small
et al. 2008). Ocean submesoscale heterogeneity is subgrid in
global models, and by necessity these models rely on single
column mixing schemes as part of their boundary layer pa-
rameterizations. The fidelity of the boundary layer schemes is
unknown with surface heterogeneity. Perlin et al. (2014) con-
cludes that the MABL parameterization must be given careful
consideration when modeling the atmospheric response to SST
gradients.

Past work provides clues about the impact of heterogeneous
SST on the MABL. Aircraft observations by Khalsa and
Greenhut (1989) and Friehe et al. (1991) find a dependence on
the wind-SST orientation; that is, different boundary layer
motions including secondary circulations are found when
winds blow perpendicular or parallel to the SST isotherms.
Also, the investigators find a reduction in wave height in a
warm—cold transition due to diminished surface fluxes and
wind speed. However, the limited sampling available from
aircraft observations hinders the ability to create stationary
Corresponding author: Peter P. Sullivan, pps@ucar.edu statistics from these highly turbulent fields. There is a large

Imagery, observations, and simulations find an active spa-
tially heterogeneous ocean surface populated by a ubiquitous
collection of coherent flow structures of varying scale (Chelton
et al. 2004; Gula et al. 2014; McWilliams 2016; Bishop et al.
2017). A striking example is submesoscale ocean turbulence, a
relatively recent discovery, that features persistent fronts, fil-
aments, and vortices with scales in the range [0.1-10] km (see
review by McWilliams 2016). These submesoscale structures as
well as larger-scale ocean eddies generate long-lived sharp
horizontal gradients in the ocean surface buoyancy and current
fields. And these gradients are found to impact the curl and
divergence of wind stress (Chelton et al. 2004; O’Neill et al.
2010), the correlation between wind speed and sea surface
temperature (SST) fluctuations (Chelton and Wentz 2005;
Gemmrich and Monahan 2018; Gaube et al. 2019; Shao et al.
2019; Redelsperger et al. 2019; Meroni et al. 2020), boundary
layer convergence at large scales (Kilpatrick et al. 2014), and
atmosphere—ocean coupling (Spall 2007; Plagge et al. 2016; Seo
et al. 2016; Renault et al. 2019; Skyllingstad et al. 2019). The
positive correlation between wind speed and SST often found
by investigators suggests that the usual atmosphere—ocean
coupling is reversed; that is, a heterogeneous ocean is capable
of driving the atmosphere at smaller scales. Coupled air—sea
mesoscale models developed by Seo et al. (2016) and Renault
et al. (2019) include both current and thermal couplings. They
find current coupling produces a surprisingly strong feedback on
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body of prior work examining the impact of heterogeneous
step changes in land surfaces on the atmospheric boundary
layer (see Garratt 1994; Kaimal and Finnigan 1994). A nota-
ble example is the heterogeneous wind-driven stable Arctic
boundary layer, which is strongly variable depending on the
vigorous convective plumes that develop over open water
finite-width leads. Liipkes et al. (2008) and Tetzlaff et al. (2015)
report nonlinear variation of vertical fluxes, enhanced en-
trainment, and complex spatial boundary layer evolution de-
pending on the lead scale and downwind fetch.

The present work focuses on the response of unstable and
stably stratified turbulent MABLs forced by heterogeneous
SST at small horizontal scales. Process studies are carried out
using fine-mesh large-eddy simulation (LES) in large hori-
zontal domains, which allows us to examine turbulent mo-
mentum and scalar transport in the MABL close to and distant
from the location of the SST heterogeneity. Mean horizontal
and vertical advection are important above heterogeneous
surfaces and LES permits examination of boundary layer dy-
namics in regimes where assumptions in single-column mixing
schemes are often violated (e.g., Liipkes et al. 2008). Horizontal
periodicity is the usual assumption in the majority of LES; it is
easy to implement, requires no special treatment in the gov-
erning equations, and by construction generates turbulent in-
flow and outflow conditions. However, horizontal periodicity
has the drawback that spatially growing or decaying boundary
layers cannot be cleanly captured, for example, there are no
mean horizontal gradients in a typical periodic code. To cir-
cumvent periodicity constraints, approximate ‘“‘Lagrangian”
approaches are often adopted that advect a full periodic LES
domain by a time varying large-scale wind (e.g., Lin et al. 1997,
Skyllingstad et al. 2005; Small et al. 2008; Jiang et al. 2020).
Skyllingstad et al. (2007) used open boundary conditions and
the single plane perturbation recycling method described by
Mayor et al. (2002) to examine the response of boundary layer
winds crossing a stepwise pattern of SST jumps each of width
10km; because of computational cost, their LES domain was
restricted in the spanwise and vertical dimensions. Wenegrat
and Arthur (2018) used the LES option in the Weather
Research and Forecasting (WRF) code to study the MABL
response with down-front winds; their horizontal mesh is rel-
atively coarse 6 ~ 20 m and the horizontal domain was doubly
periodic. In the present work, the horizontal scale in the LES
extends to 30km or more with horizontal spacing 6 ~ 4.4m.
And we use a variant of the numerical “Fourier-fringe”
technique that permits simulations of spatially evolving,
nonperiodic, turbulent boundary layers with varying turbu-
lent inflow conditions (see discussion and references in
section 3). Boundary layer regimes with geostrophic winds
flowing across the SST isotherms, referred to as across-front
winds, are considered.

The outline of the paper is as follows: the LES equations
appropriate for a high-Reynolds-number MABL are intro-
duced in section 2, a brief introduction to the Fourier-fringe
technique is given in section 3, and the suite of LES experi-
ments is described in section 4. Evaluation of the Fourier-
fringe method is provided in section 5, results are discussed in
section 6, and section 7 provides a summary and conclusions.
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FIG. 1. Sketch of periodic P and heterogeneous H LES domains
used to simulate a spatially developing nonperiodic marine atmo-
spheric boundary layer; adapted from Inoue et al. (2014). The sizes
of the domains are (L, Ly, L;) and (MLy, Ly, L;) with M =7,
10. The field variables in P are denoted (a, p, 6, é¢) and in H are
denoted (u, p, 0, e). In the fringe region of H, solution variables in
P and H are linearly blended using the rule (2), which assigns
greater weight to the fields in P. In P the imposed surface tem-
perature is 6. In H the surface temperature is heterogeneous, 6. is
linearly incremented by A6 over a distance ¢ starting at the break
point x = x;, located east of the fringe region; see (5).

2. LES governing equations

The LES model for the MABL adapted to account for a
heterogeneous ocean surface is derived from our suite of codes
used to simulate atmospheric and oceanic boundary layers,
recent descriptions are given by Sullivan and Patton (2011);
Sullivan et al. (2014, 2016); Sullivan and McWilliams (2019). A
brief description of the LES equations and solution algorithm
is given to introduce the coordinate system and variables used
in the simulations and analysis, see Fig. 1; further simulation
details are in section 4.

The following notation is used: u = u; = (u, v, w) denote the
Cartesian velocity components, 6 is virtual potential temper-
ature, and p is the pressure variable normalized by density p.
The three Cartesian coordinates are x = x; = (x, y, z) and are
referred to as (streamwise, spanwise, vertical) directions, re-
spectively. The set of LES equations that describe rotating
stratified turbulent flow in a MABL under the incompressible
Boussinesq approximation are

Z—l;:—u~Vu—f><(u—Ug)—Vp+zB(0—60)—V-T,
(1a)
a—0=—u-V0—V-B, (1b)
ot
de , . .
E:fu-Ve+.’/)+.ﬁ+£%fr5, (1c)
V-u=0. (1d)

The above equation set includes transport equations for mo-
mentum pu, (la); virtual potential temperature 6, (1b); and
subgrid-scale (SGS) turbulent kinetic energy e, (1c). The diver-
gence free (incompressible) condition, (1d), determines the el-
liptic pressure variable p. Equation (1) also includes geostrophic
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winds U, = (U,, V,), rotation vector f = (0, 0, f) with Coriolis
parameter f, unit vector z in the vertical direction, and buoy-
ancy parameter 3 = g/6,, where g is gravity and 6, is the ref-
erence potential temperature. The transport equation, (1c), for
SGS e contains a standard set of right-hand-side terms: pro-
duction &, buoyancy .7, diffusion &, and viscous dissipation &
The modeling of these terms is not repeated here and can be
found in Sullivan et al. (1994); McWilliams et al. (1999); Moeng
and Sullivan (2015). SGS momentum and temperature fluxes
(T, B) are estimated using turbulent eddy viscosity prescrip-
tions (v, vy) ~ {+/e, where / is a stability corrected length scale.
The LES equations are formally derived by applying a spatial
filter to the Navier—Stokes equations. To streamline the nota-
tion, the standard overbar notation (- - -) indicating spatial fil-
tering in (1), is dropped and we refer to virtual potential
temperature 0 simply as ‘‘temperature.”

Near the top of the LES domain, we impose a sponge layer
to suppress reflections from the upper boundary (e.g., Durran
1999). A damping term of the form o, (z) ((¥) — V) is added to
the right-hand side of each transport equation where (W) de-
notes an average over a horizontal x—y plane: ¥ = (u, 0, ¢) as
appropriate. The inverse time scale o, decays to zero qua-
dratically from its maximum value at the upper boundary
over a distance of 20% of the vertical domain. As is common
practice, at the lower boundary we impose rough wall bound-
ary conditions based on bulk aerodynamic formulas where the
transfer coefficients are determined from Monin—-Obukhov
(M-O) similarity functions (Moeng 1984). The M-O rules are
applied point-by-point at the lower boundary as described by
Sullivan et al. (2014) and Mironov and Sullivan (2016) with
imposed SST as the boundary condition. In the x direction,
turbulent inflow—outflow boundary conditions are prescribed
by the fringe implementation described in section 3.

We utilize well established algorithms to integrate the LES
Egs. (1); see McWilliams et al. (1999), Sullivan and Patton (2011),
Moeng and Sullivan (2015), and the references cited therein. The
equations are advanced in time using an explicit fractional step
method that enforces incompressibility at every stage of the third-
order Runge-Kutta (RK3) scheme. Dynamic time stepping with a
fixed Courant—Fredrichs-Lewy (CFL) is used (Sullivan et al.
1996). The spatial discretization is second-order finite difference
in the vertical direction and pseudospectral in horizontal planes.

3. Fourier-fringe method

The Fourier-fringe method is a general recipe for simulating
spatially evolving (nonperiodic) turbulent boundary layers in
finite domains using traditional Fourier methods. Essentially,
the method is an artificial boundary condition in the same spirit
as filters, sponge layers, or windowing, see Nordstrom et al.
(1999); Schlatter et al. (2005). The method is flexible, it can be
used to impose laminar or turbulent inflow—outflow conditions
on the computational domain of interest. Implementations
attach a separate finite length fringe region to the primary
computational domain, and in the fringe region, forcing func-
tions are applied to nudge the velocity and scalar fields toward
prescribed inflow—outflow conditions. A positive feature is
that Fourier (periodic) methods are retained with no special
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treatment of the governing equations, thus traditional pseu-
dospectral boundary layer codes can be used (e.g., Sullivan and
Patton 2011). Spalart and Watmuff (1993) first proposed the
fringe approach and successfully used the technique to perform
direct numerical simulation (DNS) of a spatially growing
smooth-wall boundary layer. Nordstrom et al. (1999) analyzed
the mathematical properties of the Fourier-fringe method and
find that it leads to well-posed computational problems. In
geophysical applications, Inoue et al. (2014) generate fully
turbulent inflow conditions using rough-wall LES and use the
fringe approach to study the spatial transition of a cloud-
topped boundary layer. Munters et al. (2016) also propose a
fringe scheme that uses LES and a separate doubly periodic so-
called precursor simulation to generate turbulent inflow con-
ditions for spatially heterogeneous wind park applications; the
authors also nicely compare the spatial variability of inflow
fields generated by synthetic methods versus those generated
by Navier—Stokes solvers (see Fig. 1 of Munters et al. 2016).
Inflow turbulence produced by LES or DNS contains large-
scale coherent structures that vary with stratification and thus
is a preferred method for generating a three-dimensional time-
dependent turbulent inflow, but is clearly a computationally
more expensive approach to turbulence generation compared
to synthetic methods (e.g., Muiioz-Esparza et al. 2015).

a. Fringe algorithm

Our implementation of the Fourier-fringe method follows the
developments outlined in the previous section but is tailored
toward our investigation focusing on the impact of heteroge-
neous sea surface conditions on the MABL. We utilize two LES
domains (P, H) as sketched in Fig. 1, the overlapping fringe re-
gion between the two domains is shown in red. LES variables in
the P domain are indicated by (- - -). The computational domains
are 3D but for clarity only x—z cross sections are shown in Fig. 1.
The domains (P, H) are each doubly periodic but differ in size; P
has horizontal extent L, = L,, while domain H has dimensions
(M X L,, L), where M > 1is a large multiplier, typically M = 7
or 10. Each domain spans the same vertical extent L,. The sur-
face heterogeneity is imposed at the lower boundary in H as
shown in Fig. 1; notice the streamwise coordinate x = [—1, (M —
1)]L,. The LES in domain P generates time-varying fully de-
veloped stratified turbulence typical of an atmospheric boundary
layer and provides inflow conditions for H. The communication
between P and H is one way: P drives H. In our parallel code,
separate Message Passing Interface (MPI) communicators
(Gropp et al. 1998) run LES in domains (P, H) concurrently
using the same shared time step and spatial discretization.

b. Fringe forces

In the fringe region of H, forces are added to the velocity and
scalar transport equations:

%‘t‘ = R(u,0) — Vp + A(x)( — ), (2a)
%:V(u, 0) + A(X)(0 — 0), (2b)
%: 7 (,0) + A(x)@ - e). (2¢)
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In (2), (®, .7, .7") denote the complete right side of the LES
Egs. (1), minus the pressure gradients in (1a); the fringe forces
depend on the pointwise difference between fields in P and H.
After the right-hand side of (2a) is evaluated, the pressure
update is completed by applying the usual recipe for our ex-
plicit fractional step method (Sullivan et al. 1996; Sullivan and
Patton 2011). Separate pressure Poisson equations in the (P,
H) domains, derived by applying the discrete divergence op-
erator (1d) to (2a), are solved using Fourier decomposition in
horizontal planes followed by a tridiagonal matrix inversion in
the vertical direction. At the new time step V - (u, @) =0.

The shape and amplitude of the added forces are designed so
that the fields in H are smoothly nudged toward the fields in P.
As suggested by Nordstrom et al. (1999) we use the smooth
blending function

o-alo(i) el )] @
where
0, £<0,
0() = [Hexp(ll 1)} O=é<b.
E-1 ¢

1, £=1.

Outside the fringe region A(x) = 0. Parameters (dyise, dran)
determine the rise and fall rates of the blending and the am-
plitude parameter A (units of s~ 1) is an inverse time scale that
controls the strength of the nudging, that is, how strongly the
fields in H are pushed toward the fields in P. Different rise and
fall rates produced only small changes and for the majority of
the simulations we set (dyise, dgann) = (0.5, 0.5). The amplitude A
is the key nudging parameter. For the imposed winds and
spatial discretization the nominal time step of the calculations
At ~0.20s,and we set A = 1s~ L. Results in section 5 show A =
15~ !is strong nudging but the magnitude of A is well below the
maximum value estimated by Schlatter et al. [2005, Eq. (8)] for
third-order Runge-Kutta schemes, AAt < 2.51. The SST het-
erogeneity is assumed to be homogeneous in y, and as a result
the blending function varies only with Ax A discussion of the
adequacy of the Fourier-fringe method in the present appli-
cation is postponed to section 5.

4. LES process studies

The design of the LES experiments largely follows our prior
work (e.g. Sullivan and Patton 2011; Sullivan et al. 2016). Here
we examine the impact of heterogeneous SST, that is, SST
fronts, on the MABL. The SST fronts are time invariant, vary
solely in the x direction, and single-sided fronts with jumps
between two temperature levels over a finite x distance are
imposed. For discussion, a set of horizontal directions are de-
fined relative to the axis of the SST isotherms. The directions
(perpendicular, parallel) to the isotherms are referred to as
(across, down) the SST front, respectively. In the LES, the
imposed geostrophic wind is across-front U, = 10m s!, the
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TABLE 1. Simulation properties in P domain.

WpVe @ 0w W & —L
Case (ms ) (ms™") (Kms™") (ms™)) (m) (m) -Z/L

E (10,0) 0286 0.0115 0.602 560.3 150.0 3.74

Coriolis parameter f = 107*s™!, and the roughness z, =

2X10~*m is picked to be representative of a wavy ocean sur-
face based on winds =10 ms ™! (Large and Pond 1981). There is
no large-scale imposed subsidence.

Heterogeneous 6(x, y) with multiple jumps, surface cur-
rents, surface waves, and surface roughness z, changes are
some of the many important variants not considered here but
can be included in straightforward fashion in the present
computational framework.

In H (see Fig. 1), the distribution of sea surface temperature
0, for a single front is given by the rule

0, :—Lx<x<xb
0,0)=4 0 +29 - <x<x, +6 ()
B 3 T(X X)) ix, <x<x, +/

6, + A6 x=x, +4

where the constant 8, = 290.17 K, A6 is the magnitude of the
SST jump over the length scale ¢, and x;, = 0.8L, = 2700 m
marks the start of the jump. Because of mesoscale and sub-
mesoscale turbulence the spatial distribution of SST is highly
variable, and it is infeasible to investigate all the many variants
in our computations. Thus, we simply choose typical examples
of positive and negative SST jumps. Gradients in SST are
created by fixing A6 = (2, —1.5)K and varying ¢ = [0.1-6] km
[the specific combinations of (A6, ¢) are listed in Table 2].

Domain P is (L, Ly, L;) = (3.375, 3.375, 1.4) km and is
discretized with a grid mesh (N, N,, N;) = (768, 768, 384) grid
points. Domain H is (10L,, L,, L,) = (33.75,3.375,1.4) km and
is discretized with a grid mesh (10N,, N,, N,) = (7680, 768, 384)
grid points; we also use a smaller H domain with horizontal
extent 7L, and 7N, = 5376 grid points. In both P and H the
horizontal spacing is constant Ax=Ay=4.4m, while the
spacing between grid points Az in the vertical mesh varies smoothly
using the constant stretching factor K = Az;1/Az; = 1.002 88; the
first w-grid level z; = 2m.

Statistics are computed in both (P, H) domains. In P statis-
tics are obtained by spatial averaging over its full horizontal x—
y domain, and by averaging in time. We use the notation (- - -)
to indicate this averaging. For clarity, average surface-layer
variables and boundary layer height in P omit the (---),,
notation. Table 1 is a compilation of computed bulk statistics
from P, namely, friction velocity uy, temperature flux @,
convective velocity scale wy, boundary layer depth Z;, and
stablllty parameter Zi/L, where the Monin—-Obukhov length
L=—u; /BKQ*, with B as the buoyancy parameter and von
Karméan constant « = 0.4. The convective velocity scale
Wy = BQ:ZA, (Deardorff 1970), and the boundary layer height
Z; is estimated based on the vertical location of the maximum
temperature gradient (Sullivan et al. 1998). The statistics in the
P domain are used for normalization. Based on the values in
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TABLE 2. SST variations in heterogeneous H domain.

Case ¢ (m) A6 (K) (xp, xp +£) (m) zilt
Eul 100 2 (2700, 2800) 5.6

Eu2 1000 2 (2700, 3700) 0.56
Eu3 3000 2 (2700, 5700) 0.19
Eu4 6000 2 (2700, 8700) 0.09
Esl 100 -1.5 (2700, 2800) 5.6

Es2 1000 -1.5 (2700, 3700) 0.56

Tables 1 and 2 the ratio of boundary layer height to frontal
width in our experiments varies by more than a factor of
50, z;/¢ = [5.6-0.09].

In the H domain, the spatial inhomogeneity in the x direc-
tion complicates the analysis of the LES solutions. To diagnose
mean and turbulence fields in statistics and flow visualization
we use a combination of time and restricted space averaging
(e.g., see Sullivan and McWilliams 2019). At any time step,
we first project the flow fields onto an x—z plane by spatial
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averaging in the homogeneous y direction; this averaging is
indicated by angle brackets (---). Any variable f is then de-
composed into a mean (f) and fluctuation f’ by

f) = (), 2) +f(x). (6)

Products of flow variables, as well as momentum and temper-
ature budgets, are also constructed using (6). Both mean values
and correlations contribute to vertical fluxes and variances, for
example,

(fw) = (F)w) = (f'w), and () = (/) =) (D)

The LES code is configured to compute means, variances,
fluxes, and other statistics during the run based on (6) and (7).
The resulting x—z planes of data are archived at much finer time
resolution compared to the full 3D volumes. To improve
convergence of the statistics, the x—z planes of data are further
averaged in time using postprocessing codes.

A special recipe is used to build the initial conditions for the
simulations in H. First, the LES in domain P is run independently

u(ms™)

6.00 6.32 6.64 6.96 7.28 7.60 7.92 8.24 8.56 8.88 9.20

2000

y(m)

2000

y(m)
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FIG. 2. Visualization of the instantaneous streamwise velocity « in an x—y plane for simulation
Eul: (top) domain P and (bottom) domain H showing a small fraction of the horizontal extent.
In the bottom panel, the black dotted vertical line shows the right boundary of the fringe region
and the red vertical bar at the bottom marks the location x = x;, where the surface temperature
starts to increase. The time is t ~ 9320s, the vertical location is z = 12m, and the dominant
direction of the surface wind is left to right.
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FIG. 3. Comparison of the mean (left) temperature and (right)
wind profiles from the periodic and heterogeneous domains. The
time-spatial averaging in the periodic domain is over the full x-y
domain and in the heterogeneous domain over y and x = [675,
2700] m. The results from the P and H domains are shown with
solid lines and open circles, respectively. The boundary layer
height z; = 560 m.

with an unstable surface temperature flux Qs = 0.015Kms™!

and U, = 10m s~ L. The initial stratification profile is two linear
segments, § = 0, for 0<z<Zz; and =0, + (z — z;)9,0 for
z>Z; with 6, = 290K, Z; = 250m, and 9.0 = 0.003 Km™". This
initial profile (e.g., Schmidt and Schumann 1989) facilitates
realistic boundary layer growth with a boundary layer depth ~
500m as the turbulence nears a quasi-equilibrium state. The
integration time for the spinup is approximately 6500s, which
is sufficient to generate fully developed turbulence typical of a
weakly unstable MABL (e.g., Sullivan et al. 2014). The last
data volume from the spinup simulation is archived and used as
the initial condition for simulations in P and H; the volume is
replicated M times for the initial condition in H. This initiali-
zation recipe is inexpensive and provides a high quality esti-
mate of the flow state in the H domain. Finally, the LES is
restarted but now with 6 given by (5) as the surface bound-
ary condition. The restart produces an onset transient that
rapidly leaves the domain. The simulations in P and H run
concurrently with one-way coupling from P to H in the fringe
region, and the simulations are run for approximately 18 000s.
Based on (wy, z;) in Table 2 this integration time is ~12 large-
eddy turnover times. Inspection of the time series of bulk
variables and vertical profiles shows that the flow in the H
domain is near quasi-equilibrium after 3600s. The statistics
presented here are collected over the last 5400 s of the simu-
lation, ~6 large-eddy turnover times, see Table 2.

5. Outflow turbulence downstream of the fringe

The Fourier-fringe method controls the (inflow, outflow)
turbulence at the far (left, right) boundaries of domain H. At
every time step inside the fringe region —L, < x < 0, the
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FI1G. 4. Comparison of turbulence statistics in the (P, H) domains
over the the same horizontal domains as in Fig. 3. (left) Total
(resolved plus SGS) temperature flux (w'6')o; normalized by the
surface flux Qy in the periodic domain, (center) total momentum
fluxes (u'w’, v'w') (o, normalized by ﬁ;z in the periodic domain, and
(right) the resolved variances (1%, v, w'?) normalized by 5 inthe
periodic domain. Profiles from the P and H domains are indicated
by solid lines and open circles, respectively. The SGS temperature
flux (7,,9)/Q+ is denoted by the red line in the left panel, and the
SGS momentum fluxes (TW>/@2 and (Tw,>/ﬁ;2 are denoted by solid
red and solid green lines, respectively, in the center panel. The SGS
fluxes are from the P domain.

turbulent fields flowing into H from the left boundary are first
damped and then smoothly nudged toward the target turbulent
fields in P with the transition dependent on A(x). For our choice
of fringe parameters, how well does the scheme work and what
kind of turbulence does it generate in H? Recall the surface
boundary conditions, roughness, as well as the geostrophic
winds imposed in H and P are matched in the interval —L, <
x < xp, see Fig. 1. Then to test the adequacy of the fringe
method in setting the desired inflow conditions we can com-
pare the fields in H, just outside of the fringe over the interval
0 < x < xp, with their counterparts in P. A typical instanta-
neous picture of the u flow field from P and H is presented in
Fig. 2. This image is an x—y slice taken from simulation Eul at
z = 12m. The aspect ratio of the images is unity, only a small
fraction of the entire H domain is shown, and the time is late in
the simulation. In the bottom panels, the (black dotted, solid
white) lines at x = (0, 2700) m mark the end of the fringe and
the start location x,, of the SST jump, respectively.

The flow fields in P are typical of fully developed strati-
fied wall turbulence generated by LES. At a bulk stability
szl-/I; =3.7, the combination of shear and convective forcing
produces organized coherent streaky flow patterns super-
imposed on a background of smaller-scale random turbulent
motions, (e.g., see Moeng and Sullivan 1994; Fedorovich et al.
2001; Sullivan et al. 2014). These organized structures are
ubiquitous in weak and moderately forced shear—convective
boundary layers and are also readily inferred from observa-
tions of organized cloud patterns over the ocean (e.g., Chen
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FIG. 5. Vertical velocity w in an x—y plane evolving over a warm SST jump, in simulation Eu2.
The full H domain is depicted, but for visualization is split into three panels each spanning
10km of the domain. The x—y slice is near the surface layer at z = 50 m. (top) The orange
vertical lines show the start and end of the SST jump A6 = 2K spanning ¢ = 1000 m.

et al. 2001). Inspection of Fig. 2 shows that the fringe forces
damp the turbulence at the left boundary of H and induce a
smooth transition toward the turbulence in P at every interior
gridpoint location. Inside the fringe region of H the flow fields
are of course spoiled. Downstream of the fringe the structures
and flow patterns in H are similar to their counterparts in P.
Similar good comparisons are found at other z locations and
times, and in other flow variables.

Time and space averaged statistics are used to assess the
state of the inflow turbulence in domain H compared to P. A
comparison of the vertical profiles of mean winds (u, v) and
temperature (#) is shown in Fig. 3. Vertical profiles of temper-
ature and momentum fluxes and (W'6', u'w’, v'w/, u'?, V>, w’2)
variances are compared in Fig. 4; note the momentum and
temperature fluxes include both resolved and SGS contribu-
tions and the normalization in the three panels is by (Q\*, @2).
At each z level, the statistics are generated by a time average
over the last 5400s of the simulation and a spatial average
over a horizontal plane. In H the spatial average is over (x,y) =
[(675-2700), 3375] m, where 6, is constant while the spatial
average in P is over its entire horizontal domain (x, y) = (3375,
3375) m. The agreement between the mean fields and also the
low-order turbulence moments in P and H is excellent.

Slight variations of a standard one-equation TKE model for
SGS fluxes are used in the different LES domains. In P the flow
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is assumed horizontally homogeneous and M-O similarity
theory is applicable. Thus, we use the two-part eddy viscosity
model (Sullivan et al. 1994) that includes a wall correction and
reproduces M-O mean profiles in the surface layer. In domain
H, which is horizontally heterogeneous, the applicability of
M-O theory is unknown and thus we use a standard TKE
model with no wall corrections (Moeng 1984). The change in
SGS models causes small differences in the momentum flux
(u'w'y very near the surface. The mesh resolution in the LES is
fine and SGS fluxes are small in the bulk of the flow as shown
in Fig. 4.

Overall the fringe scheme provides excellent control of the
inflow and outflow turbulence in H. Downstream of the fringe
region the flow fields contain realistic 3D time-varying coher-
ent structures and turbulence; the mean and turbulence sta-
tistics in H are also in excellent agreement with those from a
similarly forced horizontally homogeneous boundary layer.

6. Results with across-front winds

a. Vertical velocity patterns

Warm and cold SST fronts influence the structure of the
instantaneous flowfields, effects that are readily observed in
flow visualization and time animations. Owing to space
constraints, only a small subset of the visualization data
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FIG. 6. Vertical velocity w as in Fig. 5, but in an x—y plane near the middle of the boundary
layer at z = 250 m. Notice the increase in fluctuation intensity between 10 000 < x < 20000 m;

also see Fig. 21.

extracted from the LES is shown here: we focus on vertical
velocity because of its key role in boundary layer dynamics.
Typical visualizations of w(x, y) at z = (50, 250, 500) m from
simulation Eu2 are presented in Figs. 5-7, and at z = (50,
250) m from simulation Es2 in Figs. 8 and 9. At a given z level
the full horizontal domain is shown but for clarity it is split
into three separate panels. The orange vertical lines in the
upper panel of each figure depict the locations (xp, xp + £)
corresponding to the (start, end) of the SST jump; recall
x = 0 is the right edge of the fringe region (Fig. 1). For each
simulation, the color bar is held constant across the different z
levels, and thus the w patterns can be fairly compared; notice
the color bar range differs between simulations Eu2 and Es2.
The images are typical w patterns in the simulations at late time
t>2hr.

In the interior of the MABL, coherent elongated streaky
structures are pervasive in these weakly unstable heteroge-
neous boundary-layers. The structures in the P domain prop-
agate into the H domain at the left boundary x = 0 and are then
advected over the heterogeneous SST. The structures are long-
lived in time and space, meander in the x—y plane and often
merge downstream, and are sensitive to the sign of the un-
derlying SST jump. In the case A6 > 0, the structures intensify
and broaden in y with increasing z, and at the top of the
MABL break up and evolve into circular plumes. Because of
horizontal advection, the streaks in the MABL ‘‘feel’” the
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upstream change in SST at progressively greater downstream
distances with increasing z. For example, in simulation Eu2
enhanced w fluctuations are first observed at x > 6 km for
z =50m and at x > 10 km for z = 250 m. Near the top of the
MABL, enhanced plumes appear at x > 12km (Fig. 7).
Close examination of the images at z = 250 m also shows an
unexpected result, the intensity of the vertical fluctuations
reaches a maximum in the intermediate range 10 < x < 20km,
which leads to a local maximum in vertical velocity variance; see
section 6e.

In simulation Es2 with a warm-to-cold change in SST the
decay of the shear—convective streaks and evolution toward
stably stratified turbulence is spatially protracted. The collapse
of the w fluctuations is also biased, inspection of the figures
shows downdrafts are quenched more rapidly than up-
drafts, see middle panels of Figs. 8 and 9. At x > 22 km only
faint remnants of the streaks are present as the vertical
velocity evolves toward small-scale stratified turbulence.
And above z > 250m, which is well below the upstream
boundary layer depth z; ~ 560 m, the residual turbulence is
very weak (not shown).

b. Surface-layer statistics

SST variability impacts surface-layer variables (uy, Os)
downstream of warm and cold fronts. In large-scale models,
these variables are estimated with bulk parameterizations
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FIG. 7. Vertical velocity w as in Fig. 5, but in an x—y plane near the entrainment zone z = 500 m.

7= —c,|AUJAU,
Qs = —¢,|AU|(6 - 0,),

(8a)
(8b)

based on winds and temperature fields (AU, ) located in the
surface layer, most often z = 10 m (e.g., Fairall et al. 2003). The
wind stress magnitude us = |7|, (¢4, c;) are surface exchange
coefficients, and AU is the vector difference between the wind
and surface drift current in the water.

LES estimates of (us, Qx), essentially the left-hand side of
(8), are depicted in Fig. 10. For reference, the bottom panel of
this figure also shows the downstream SST variation §6,(x) =
0s(x) — 6,. A first impression of the results is that (Qs)(x)
closely tracks 86,(x) for all combinations of (A6, ¢). This tight
correlation can be interpreted based on (8b): if x variations in
the exchange coefficient ¢, and surface wind speed |AU]| are
relatively slow then the response of the temperature flux Q.
tracks the SST boundary condition 6,(x). The variation of the
10 m temperature also roughly tracks 6,(x). Figure 10 shows
this interpretation is applicable for both warm-to-warmer and
warm-to-cold transitions. Closer examination of Fig. 10 also
indicates that the variation of (u..)(x) is spatially delayed rel-
ative to 86,(x). The lag is especially apparent when the tem-
perature gradient is sharp, for example, in case Eul where
¢=100m, u; tends to an equilibrium value at a distance
greater than 3 km downstream of the jump location, that is, the
transition length scale 8x/¢>30, where 8x =x — (x, + £); in
case Eu3 with ¢=3000m and 6x/¢ ~3.8. The delayed spatial
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evolution of u, compared to Q. is a direct consequence of the
thermal surface boundary condition. Perturbations in SST are
felt immediately by the surface temperature flux but the in-
ternal couplings between the temperature and wind fields are
slow by comparison resulting in a delayed response in the wind
stress 7 to varying SST. However, if the heterogeneity is caused
by changes in surface roughness, we speculate a rapid mo-
mentum response (Lin et al. 1997). Stratification, either un-
stable or stable, resulting from an SST jump plays an important
role in how rapidly (usx, Q) approach equilibrium values. In
the warm-to-cold transition the spatial evolution of uy is es-
pecially delayed because of the regime transition from unstable
to stable surface-layer turbulence. In case Es2, the far right
edge of the H domain is more than 20 km downstream of the
SST jump, 8x/¢>200, and (1) has not yet reached an as-
ymptotic equilibrium value. For very sharp SST gradients,
there are edge effects, small overshoots in (uy, Qx), similar to
those found in simulations of highly convective turbulent flow
over narrow Arctic leads (e.g., Liipkes et al. 2008; Tetzlaff et al.
2015). In the present simulations with 0.1 < /¢ < 6 km and strong
horizontal mean advection the adjustment in surface stress and
temperature flux near fronts are correlated with changes in
downward turbulent mixing, see section 6e. When advection is
not dominant, the quasi-equilibrium of Samelson et al. (2006)
predicts changes in surface wind stress are correlated with
changes in boundary layer depth at large downstream dis-
tances, 50-500 km.
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FIG. 8. Vertical velocity w in an x—y plane evolving over a cold SST jump in simulation Es2.
The full H domain is depicted, but for visualization is split into three panels, each spanning
10km of the domain. The x—y slice is near the surface layer at z = 50 m. (top) The orange
vertical lines show the start and end of the SST jump A6 = —1.5K spanning ¢ = 1000 m. The

color bar range is reduced compared to that shown in Fig. 5.

The dependence of friction velocity on SST variability is also
reflected in gradients of the wind stress, namely, the divergence
and curl (V- 7,V X 7) shown in Fig. 11. These are key variables
revealed by satellite altimetry (e.g., Chelton et al. 2004) and are
often used to infer atmosphere—ocean coupling at large scales
(e.g., Gill 1982; Spall 2007; O’Neill et al. 2010). For the sharp
small-scale SST changes employed in the LES we also find a
positive correlation between wind stress divergence and the
sign and magnitude of the jump in SST, (V - 7)1 as A6//1.
However, the LES results also show there is an additional
dependence on downstream distance. For example, with
A6/¢ =2K/3000 m the stress divergence increases from zero at
Xp = 2700 m reaching a maximum near x ~ 5500 m then fol-
lowed by a decrease back toward zero. In our idealized simu-
lations, with a single one-sided jump in SST, the wind stress
progression from its upstream to downstream values requires a
maximum in its horizontal gradient somewhere in the transi-
tion region. At downstream distances past the maximum in (V -
7) the stress divergence must decrease as uy approaches an
equilibrium state. Notice V - 7 for unstable and stable SST
jumps are of opposite sign but similar magnitude, which sup-
ports the approximate linear relationship between V - 7 and
SST gradient often reported in the presence of large-scale
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heterogeneity (e.g., Chelton et al. 2004; Small et al. 2008;
Gemmrich and Monahan 2018). There is small-scale variability
in V- 7, with local peaks near the upstream edge for very sharp
SST fronts. With geostrophic winds blowing across the SST
isotherms, the wind stress curl is small but nonzero because of
Ekman wind turning in the boundary layer interior.

c. Internal boundary layers

Horizontal advection of air across a surface discontinuity, a
step change, induces growing internal boundary layers (IBLs),
for example, Stull (1988, p. 596), Garratt (1992, p. 104), and
Kaimal and Finnigan (1994, chapter 4). In our weakly con-
vective MABL both mechanical and thermal IBLs are gener-
ated because of the couplings between winds and stratification.
Figures 12 and 13 illustrate development of mechanical IBLs
downstream of warm and cold jumps in SST; in these figures
A6 = (2, —1.5)K and ¢ = 1000 m, similar results are found with
the / variations in Table 2. To highlight the SST impact on the
winds, we present contours of the perturbation or secondary
wind component (u,)(x, z) = (u)(x, z) — (@),,(z), where (@),,
is the mean wind profile in the P domain (Fig. 3). As
expected, a (positive, negative) jump in SST induces a sec-
ondary (speedup, slowdown) of the surface-layer winds and
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FIG. 9. Vertical velocity w as in Fig. 8, but in an x—y plane at z = 250 m.

secondary (negative, positive) return flow near the top of the
boundary layer Z;. Also notice the response of the horizontal
winds near the surface is earlier in x and stronger than their
counterparts at the boundary layer top. In the boundary layer
interior (downdrafts, updrafts) connect the secondary flows at
the surface and boundary layer top for (warm, cold) SST
jumps, respectively, see lower panels of Figs. 12 and 13. An
unexpected feature is the x location of the w branches, more
than 10 km downstream of the SST jump with a dependence on
the sign of the SST jump. Because of surface heterogeneity
average vertical velocity (w)(x, z) # 0 in the boundary layer
interior. With A0 >0 the most negative downdraft region is
concentrated in a thin zone near the top of the MABL at x ~
10km while Af <0 induces positive updrafts farther down-
stream x ~ 20 km near the top of a developing stable IBL. The
peak magnitude [(w)| ~ 7mms ™ in both cases is comparable
to the entrainment velocity w, in canonical horizontally ho-
mogeneous boundary layers.

The temperature field also develops thermal IBLs. This is
illustrated in Figs. 14 and 15 where vertical profiles of mean
temperature difference 60 = ()(x, z) — 6, are compared for
simulations (Eu2, Es2) with (warm, cold) SST fronts, respec-
tively. Profiles are shown at selected x locations upstream and
downstream of the SST front. Observe at x = 1350m the
temperature profile upstream of the SST jump exhibits the
classic shape for a horizontally homogeneous weakly convec-
tive shear boundary layer: (8) is well mixed over the bulk of the
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boundary layer with negative unstable gradients in the surface
layer and positive stable gradients aloft, (e.g., see Moeng and
Sullivan 1994; Fedorovich et al. 2004; Sullivan et al. 2014).
With A§>0 the temperature field in the surface layer,
7z =0.1z;, responds rapidly to the x variations in SST compared
to its counterpart in the middle and upper layers of the MABL.
For instance, at x = 7000 m and z = 400 mA<6>(6>(x, 7) ~ (é)xy
whereas in the surface layer (9)(x, z) #(9),, because of the
SST variations. The rapid response of the surface-layer tem-
perature is anticipated based on the variation of Q.. shown in
Fig. 10. At a given x downstream of the SST jump, the MABL is
then approximately divided into two vertical layers, the lower
layer is a rapidly growing convectively unstable IBL that ex-
tends upward from the surface while the upper layer above the
IBL is essentially the far upstream stratified flow independent
of the SST heterogeneity. As a result of the vertical layering,
the temperature profiles downstream of the SST jump feature a
superadiabatic layer that extends from z = 0 well into the in-
terior of the MABL, that is, (9.6) < 0 at z levels well above
what is traditionally called the convective surface layer because
of the growing IBL. The superadiabatic layer has significant
impact on turbulence, entrainment, and the far downstream
evolution of the flowfields, see section 6e. Only at x > 20km
does the 6 profile take on a shape typical of a well-mixed layer.
A metric showing the impact of a positive jump in SST is the
x—z distribution of mean vertical temperature gradient (9.6)
shown in the lower panel of Fig. 14. The color bar highlights the
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FIG. 10. Surface-layer variables (top) (us) and (middle) (Qx)
downstream of warm and cold SST fronts with (bottom) spatial
distribution 86,(x) = 64(x) — 6,. The line colors and names in the
bottom panel correspond to the simulations in Table 2.

vertical level of neutral stratification in the interior of the
MABL, that is, the level z,,(x) where (9,0) switches from mean
unstable to mean stable stratification. The results in Fig. 14 are
surprising, they show a nonmonotonic spatial variation of the
temperature field in response to A9 > 0. Downstream of the
SST jump z,, features a pronounced local maximum; z,, grows,
peaks, and decays in the interval 5 < x < 15km where SST
0, = 6. + A6 is constant. Hereafter the region where z,, peaks is
referred to as a thermal overshoot. Inspection of the results
shows the horizontal wind creates spatial asymmetry by tilting
the temperature gradient contours in the downstream direc-
tion. The spatial variations in (9.6) are unexpected, and
prompted simulation Eu4 with a wider jump length ¢ = 6 km.
The spatial patterns of (6) and (9.60) in Eu4 and Eu2 are similar
but with the x location of the overshoot displaced farther
downstream. The dynamics underlying the temperature over-
shoot in these weakly convective MABLs are coupled to the
turbulence, namely, the vertical variance, vertical temperature
flux, and the temperature variance as discussed in section 6e.
Simulations of highly convective flow over Arctic leads of finite
width sandwiched between upstream and downstream stable
boundary layers also feature overshooting thermal plumes
(Liipkes et al. 2008). At large distances downstream of the
front, x > 15km, the MABL grows and z,, steadily increases
over the LES domain.

In simulations with A§ = —1.5 K the developing IBL is cooled
and the surface layer responds rapidly to Q. <0; the mean
temperature gradient (9,0) > 0 at the surface. In the middle
of the layer, say z = 250 m m, the transition of the temper-
ature profile to a stable profile is smooth and (9,6) > 0 be-
comes more pronounced with increasing x as the turbulence
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FIG. 11. Spatial evolution of the divergence and curl of the sur-
face stress: (V- 7) (left vertical axis) and (V X 7) (right vertical axis)
are indicated by solid and dashed lines, respectively. The variables
are made dimensionless by fU,. The SST gradient A6/¢is 2 K/100 m,
2 K/1000 m, and 2 K/3000 m for the black, blue, and red colors re-
spectively, and —1.5K/100m and —1.5K/1000m for the orange
and cyan colors.

in the interior of the MABL collapses. Overall, the MABL
temperature and wind fields with positive and negative SST
jumps remain in a spatially evolving state that extends far
downstream from the SST jump. Broadly similar results are
found with varying ¢ for the same jumps A6 = (2, —1.5)K as
in Figs. 12 and 13.

d. Temperature and momentum budgets

The mean temperature and momentum budgets expose
important effects in turbulent flow over a heterogeneous water
surface. Using the decomposition (6) in (1a) and (1b), the LES
mean temperature budget and streamwise momentum budget
read, respectively,

3;<0p> = _<14>3x<0> —<W>6)Z<9> _az<w/0/+TW6>

T Had‘«' VadV ‘/di\Y
=9 (W0 + 71, —6t<9)xy , (9a)
Hdl\’ Tbak
a(u) = —(ua (u) —(w)a_(u) *8Z<u/w' +7..)
—_ ——— e —— ——
T HadV Vﬂd\’ Vd\v
(9b)

—0 W +1,) +f{v) —(0.p)lp
—————— e —

div Cor Py

where (7,6, Twe) and (7,,, Tuw) are SGS temperature and mo-
mentum fluxes. In left-to-right order the terms in (9) are time
tendency 7, mean (horizontal, vertical) advection (H gy, Vaav),
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FIG. 12. (top) Perturbation velocity (u,)(x, z) = (u)(x, z) — (it),,(z) for a warm SST front
(A0, ¢) = (2K, 1000m). (bottom) Average vertical velocity (w)(x, z) normalized by us. The
orange vertical lines at the bottom of the panels mark the start and end location of the SST
front. The mean wind profile in the P domain (&), (z) is shown in Fig. 3.

mean (vertical, horizontal) turbulence flux divergence (Vgjy,
Hyg;y), and in the momentum budget (Coriolis force, horizontal
pressure gradient) (Cor, Pgra), respectively. To account for
continual heating in the upstream inflow time tendency in the
temperature budget (9a) is split using the decomposition
(6) = (6,) + (9)Xy; (6p) is the perturbation temperature over the
heterogeneous_domain. In the homogeneous upstream flow
a,(é)xy =—9, (w6 + Fw\e>xy = Ty and is constant in the MABL
interior.

The streamwise variation of the mean temperature budget,
(9a), at three vertical levels is depicted in Figs. 16 and 17 for
cases Eu2 and Es2, respectively. The orange line in Figs. 16 and
17 is the sum of all terms on the right-hand side of (9a), that is,
the time tendency residual 7 ~ 0 and the mean temperature
budget is nearly closed. Inspection of the results shows a bal-
ance at all x and z between three terms, namely, Ty,x + Hagy +
Vaiv- Terms V,q4, and Hy;y are are not presented. These terms
are small in the bulk of the layer where (w) < (u), 9.(8) =~ 0,
and the (horizontal, vertical) length scales are (large, small) so
that 9,(1'0") < 9, (w'8") (Wyngaard 2010).
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The results illustrate the evolving spatial balance between
horizontal advection and vertical flux divergence. In the case
with A0 >0, H,qy < 0 over the full depth of the boundary layer
and remains finite even at large x distances where (Qs) is
nearly constant: note H,q, < 0 implies (9,8) > 0. At a given z
level, as x varies vertical flux divergence induced by the jump in
surface heating is balanced by mean horizontal advection and
Tvax not by local time tendency 7.

The temperature perturbation decays vertically but is spread
over the full boundary layer. In the surface layer and also in the
entrainment zone Vy;, and —H,q, feature compensating local
maximums with the x location of the extrema increasing with
increasing z. For instance, at z = 20m Vg, peaks at x ~ 4km
and at z = 450 m peaks at x ~ 12km well downstream of the
SST jump x;, + £ =3.37km. Also, there is a noticeable leveling
off of the flux divergence in the surface layer between 6 < x <
11 km, which appears connected to the location of maximum
overshoot in temperature (Fig. 14).

A transition from unstable to stable turbulence is reflected
in the temperature budget shown in Fig. 17 with Af <0.
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FIG. 13. (top) Perturbation velocity (u,)(x,

z) = (u)(x, z) — (#),,(z) for a cold SST front

(A0, ¢) = (=1.5K,1000 m). (bottom) Average vertical velocity (w)(x, z) normalized by us.. The
orange vertical lines at the bottom of the panels mark the start and end location of the SST
front. The mean wind profile in the P domain (&), (z) is shown in Fig. 3.

Notice the sign switch at lower heights, Vg, < 0, H,uqy > 0, as
the flow passes over the jump in SST jump. Also, H,qy is
nonzero at large x but with low levels of turbulence and small
vertical flux divergence H,q, > 0 primarily serves to balance
Tvax < 0; this is readily observed at z > 50 m where the stably
stratified turbulence is weak.

The x variation of the mean streamwise momentum budget
(9b) at four vertical levels z = (20, 250, 450, 600) m is depicted
in Fig. 18 for case Eu2. Inspection of the results shows a pri-
mary balance at all x and z between four terms, namely, H,q, +
Viaiv + Pgra + Cor. Terms Vg, and Hyg;, are small and are not
shown. Over the time period of the analysis 5400 s, the Coriolis
term is nearly constant with x, as the wind turning with height is
nearly independent of the SST jump, while the streamwise
pressure gradient has a modest x maximum close to the surface
that decays with increasing z. In the entrainment zone, Pgrq ~
0. Horizontal advection (red curve in Fig. 18) is interesting, it
displays a sign change matching the secondary circulations in
Fig. 12. Near the surface H,gy < 0, (d,u) > 0, as the wind
speed increases passing over a positive SST jump. Horizontal
advection reverses sign in the entrainment zone H,q, > 0,
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(d,u) < 0. Enhanced turbulence downstream of the SST jump
induces growth of the boundary layer and as a result the winds
near (z;) decrease.

In these heterogeneous MABLs with single-sided fronts the
far downstream temperature and momentum budgets contain
finite horizontal advection. At large x, the MABL is, however,
analogous to a spatially homogeneous boundary layers but
with a different upstream history of deepening, see section 6f.

e. Fluxes and variances

The streamwise extent of domain H is nearly 50z;, which
allows an examination of turbulence in x regions close to and
far from the SST jump over the full depth of the MABL. One of
the unexpected findings from our analysis is a nonmonotonic
evolution of the turbulence statistics in the interior of the
MABL with Ag > 0. This is hinted at based on the mean flow
patterns discussed previously. The x—z variation of turbulent
temperature flux (w'8’) for simulation Eu2 shown in Figs. 19
illustrates the complex spatial evolution of turbulence (see
Fig. 21 below for the x—z variation of vertical velocity variance
(w'?) for simulation Eu2). In Fig. 19 contours of resolved
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FIG. 14. (top) Vertical profiles of the temperature difference
(86) = (0 — 0,) at selected x locations for a warm SST front, case
Eu2. (bottom) Contours of vertical temperature gradient (d.6)
normalized by Q./Z;w%. Notice the overshoot and the vertical lo-
cation where the gradient changes sign indicated by the band of
white colors in the bottom panel.

temperature flux (w'6’) are depicted in the top panel while the
bottom panel shows vertical profiles of total (resolved plus
SGS) temperature flux at selected x locations. To reduce the
random variability the vertical profiles are further smoothed
over a running x interval of width 1000 m in addition to the y—.

Similar to (9,0) the temperature flux contours feature a
nonmonotonic x—z spatial variation. The z location of a con-
stant flux contour, for example, (w6’ )/é\* =1, grows rapidly,
reaches a maximum, and then falls in the interval x = [3.3-19]
km. After the descent, the height of an individual flux contour
smoothly grows for x > 19km. The vertical profile of tem-
perature flux in the lower panel of Fig. 19 features a flux
maximum in mid-MABL near x ~ 11.5 km. At this x location,
the flux profile is nonlinear in z and overshoots the linear flux
profile far downstream at x = 29.5km over the full vertical
extent of the MABL. Also, an increase in entrainment flux at
x ~ 11.5km is observed. In the interval 3.3 < x < 11.5km
where the thermal IBL is growing, the temperature flux profile
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FIG. 15. (top) Vertical profiles of the temperature difference
(86) = (6 — 6,) at selected x locations for a cold SST front, case
Es2. (bottom) Contours of vertical temperature gradient (9.6)
normalized by Q../Z;Wx.

is a compound curve composed of two segments. In the lower
MABL, the flux profile matches the local surface flux (Qs)(x)
and exhibits a sharp concave upward shape with increasing z.
This curved lower profile blends smoothly into the far up-
stream linear profile at interior z locations, with the height of
the matching points increasing with x.

In our weakly convective boundary layer, Eu2, we empiri-
cally estimate the thermal IBL depth z;, at each x location
based on a simple flux matching rule; that is, z;, is the first z
location from the surface that satisfies

(W) (x.2) = (W), (2). (10)
Based on (10), adopting a matching tolerance of 2%, we find
the IBL depth zj, grows linearly with x but only up to the
vertical location where (w'¢'), (z)=0. In other words, the
vertical growth of the IBL is blocked by its first encounter with
the entrainment zone. In Fig. 19, the temperature flux pro-
file switches sign at approximately z; = 0.8Z; = 400 m, which
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FIG. 16. Streamwise variation of terms in the mean temperature
budget at z = (bottom) 20, (middle) 250, and (top) 450 m for
simulation Eu2. The principal terms in (9a), i.e., Tvak, Hadv> Vidivs
and 7, are denoted by black dashed, red solid, black solid, and
orange solid lines, respectively. The range of the vertical axis
changes between the panels and terms are normalized by Q./Z;.
The orange vertical lines in the bottom panel mark the start and
end location of the SST front.

occurs at the downstream location x =~ x;, + 3.8 km. When the
growing IBL reaches the entrainment zone, unstable convec-
tive turbulence generated by the SST jump first interacts with
stably stratified turbulence in the boundary layer inversion.
Then the interior and surface layer of the MABL are fully
coupled. However, the boundary layer is in disequilibrium and
undergoes a spatial transition as the turbulence adjusts to the
upstream SST perturbation. At downstream distances x >
19km, the vertical profile of temperature flux is linear in z
with a weak x dependence. Based on this metric the turbulence
is near equilibrium (section 6f).

In case Es2 with a warm-to-cool transition the temperature
flux at x < 10 km displays vertical layers of unstable and stably
stratified turbulence as the flow advects over the cold SST front
(Fig. 20). Near the surface the temperature flux rapidly adjusts
to the surface cooling while the transition in the upper layers
z >200m is slow by comparison where the turbulence remains
convectively unstable. Notice, similar to Eu2, the temperature
flux exhibits a nonmonotonic transition with x. For x ~ 10.5 km
the temperature flux is negative over the full depth of the
boundary layer 0 < z < z;. Farther downstream at x ~ 20 km,
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FIG. 17. Streamwise variation of terms in the mean temperature
budget at z = (bottom) 10, (middle) 50, and (top) 250 m for sim-
ulation Es2. The labeling is as in Fig. 16.

stably stratified turbulence is mainly confined to levels z <
200 m based on the first zero-crossing of the temperature flux
profile. There is residual weakly decaying turbulence be-
tween 200m < z < Z;.

Contours of vertical velocity variance for Eu2 and Es2 fur-
ther illustrate the nonmonotonic spatial evolution of turbu-
lence (Fig. 21). In the simulation with a warm front the
variance has a prominent maximum in the middle of the
boundary layer at x ~ 13km; notice the peak is slightly
downstream of the location of the temperature flux overshoot
in Fig. 19. Inspection of the variance contours and vertical
profiles downstream of this local maximum show that the
middle and upper layers of the boundary layer remain in a
spatially evolving state far downstream of the SST front. In the
outer layer the turbulence time scale 7; = z;/w, ~ 630 s is long
and coupled with the fast winds (1) ~ 10ms~! the horizontal
distance required for turbulence to reach an equilibrium state,
say 10(u)T,, exceeds the horizontal extent of domain H. Case
Es2 features a decaying mid-MABL maximum overlying
surface-layer turbulence that is rapidly adjusting to the change
in surface forcing.

f- Lagrangian advection of thermal air parcels

Horizontal advection in the mean temperature budget,
and also the momentum budget, is nonzero at large x dis-
tances downstream of an SST jump, for example, (1)d,(6) >0
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FIG. 18. Streamwise variation of terms in the mean momentum
budget at (bottom to top) z = 20, 250, 450, and 600 m for simulation
Eu2. The principal terms in (9b), i.e., Haqy, Vaivs Cor, and Pgq, are
denoted by red, black, orange, and blue lines, respectively. The
range of the vertical axis changes between the panels and terms is
normalized by /Z;. The orange vertical lines in the bottom panel
mark the start and end location of the SST front.

at x > 20km at all z levels in Fig. 16. This is unexpected and
raises an important query: How does an MABL with a single-
sided surface temperature front approach a horizontally homo-
geneous state? Because of entrainment the stratified MABL is
inherently unsteady and its spatial evolution above surface
heterogeneity differs from a developing neutral boundary layer
bounded between solid walls as in internal flows, that is, pipe or
channel flows.

To fix ideas, consider the mean temperature budget written
in terms of Lagrangian advection of air parcels, (9a) applies
equally for heterogeneous and homogeneous boundary layers.
At large x or long time ¢ Lagrangian advection is then solely
balanced by vertical divergence of total turbulent tempera-
ture flux:

D(6) _D(6), a
—_ /—_ ' ‘hom _ __ "~ +
Drt Dt oz WO Tl an
or, equivalently,
d
a,(0) + (u)o (6) = 9,(0),., = _£<W/0/ + T 12)
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In (11), (6)nom is the temperature field under horizontally ho-
mogeneous conditions 9,(0)pom = 0.

Motivated by (12), we can then estimate the left-hand sides
of (12) by comparing the spatial evolution of average vertical
flux (W'6')(x, z) from the heterogeneous simulation Eu2 with
the temporal evolution of average vertical flux (W'6')(z, z)
from a comparably forced homogeneous simulation Ehom.
The SST in Ehom is constant in time and uniform in space
0, = 6.+ Af, with A§ =2 K, and is specifically chosen to match
the surface forcing in Eu2 at large x. Further, to create a fair
comparison Ehom also utilizes the same restart volume with
fully developed turbulence as used to start Eu2. The simulation
details of Ehom are otherwise identical to those in the P do-
main previously described in section 4.

A (t-z) Hovmoller diagram of the resolved temperature flux
from Ehom normalized by Q\* is shown in Fig. 22 and is to be
compared with the (x—z) diagram of temperature flux from Eu2
in Fig. 19. For reference the upper abscissa in Fig. 22 is an
average Lagrangian distance X = Ur assuming a constant
mixed layer wind U = 8.6 ms™'. The temperature flux in Ehom
at each time is constructed by averaging over its full x—y do-
main with a slight running time average to further smooth the
contours.

As anticipated the temperature flux from Eu2 and Ehom
differ markedly at small ¢ or small x, as Ehom does not contain
the pronounced temperature flux overshoot and decay that is a
marked feature of Eu2. Also, the early evolution of the en-
trainment zones differ noticeably between the two simulations
with Ehom deepening more quickly. Near a surface front time
and distance are then not interchangeable and a homogeneous
simulation with time varying surface forcing is not adequate to
capture the boundary layer dynamics with spatial heteroge-
neity as found in Eu2. Horizontal advection is nonzero and
important in the mean temperature budget over a heteroge-
neous surface.

To make a quantitative comparison between the tempera-
ture fluxes from Ehom and Eu2 at long ¢ or large x we choose
time and space locations, respectively, where the average
boundary layer depth (z;) from the two simulations match, this
requires averaging. In Eu2 between x = [27.3-28.2] km average
(z;) = 615 m and in Ehom over the time period ¢ = [3500-6500] s
average (z;) = 647m. Average vertical profiles of total
temperature and momentum fluxes and resolved velocity
variances from Eu2 and Ehom at these space and time
locations are compared in the lower panel of Fig. 22. To
account for the small differences in (Qx, u%, z;) each sim-
ulation uses their particular values of these quantities for
normalization. The temperature flux agreement is excel-
lent while the agreement between the momentum fluxes
and velocity variances is also quite good as is the agree-
ment between the mean wind and temperature profiles
(not shown); the discrepancies are within the sampling
errors from the two simulations.

Thus, at large distances downstream from a single-sided
SST front simulation Eu2 produces boundary layer wind and
temperature fields that match those from a similarly forced
spatially homogeneous simulation. However, in the MABL
flowing over a heterogeneous surface horizontal advection is
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FIG. 19. (top) Contours of resolved temperature flux and (bottom) vertical profiles of
total temperature flux (resolved plus SGS) for turbulent flow over an unstable SST front.
The fluxes are normalized by 0 and the vertical profiles are shown at different x locations
downstream of the SST front. The colored bullets in the top panel indicate the x location of
the vertical profiles in the bottom panel. For comparison with results with homogeneous

SST, see Fig. 22.

nonzero at large downstream distances and again acts to bal-
ance the vertical divergence of turbulent fluxes.

g. Thermal overshoot and entrainment with positive
SST jumps

To guide the interpretation of the thermal overshoot found
in Fig. 14 we next examine the primary production terms in the
resolved-scale prognostic rate equations for temperature flux
(w'¢') and variance (6'%):

9, (We) + (wo (W) = —(w?)a_(6) +B(07%) + .-

——— e
M B

(13a)

3,07 + (u)a (6”) = —2(w'0)a_(6) + - (13b)

————
M

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/13/24 01:24 PM UTC

In (13) the left-hand-side terms are time tendency and hori-
zontal advection, the right-hand side of (13a) contains mean M
and buoyancy (temperature variance) B production terms, and
the right-hand side of (13b) is mean production by temperature
flux. The ellipses in (13) denote all the numerous remaining
terms in the full budgets documented in Stull (1988, chapter 4):
SGS contributions to the budgets are ignored. Production of
temperature flux by buoyancy B is positive while the sign of the
mean production M depends on the product of vertical velocity
variance and mean vertical temperature gradient, see Fig. 21
and the bottom panel of Fig. 14, respectively. In particular the
sign and magnitude of M depends on the spatial overlap be-
tween (w'2) and —(9,0).

The sum of the production terms P = M + B for varying x
and z is shown in Fig. 23. In the lower MABL, P > 0 and is a
significant source of positive temperature flux as expected. The
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FIG. 20. (top) Contours of temperature flux and (bottom) vertical profiles of total temper-
ature flux (resolved plus SGS) for turbulent flow over a stable SST front A6/¢ = —1.5 K/1000 m.
The fluxes are normalized by Q. and the vertical profiles are shown at different x locations
downstream of the SST front. The colored bullets in the top panel indicate the x location of the

vertical profiles in the bottom panel.

key feature of Fig. 23, however, is the sign switch of P in the
upper layers of the MABL. Notice near x ~ 12 km just above
the thermal overshoot in Fig. 14, there is a closed set of nega-
tive contours featuring quite strong negative temperature flux
production. Total P < 0 results from a sign change in the mean
production M, —(d.0) < 0 in the upper boundary layer and
coupled with the increasing vertical velocity variance at x >
10km leads to a pronounced local negative minimum in tem-
perature flux production; in the entrainment zone —M > B. At
x > 19km, P < 0 but is less negative as the warm-to-warmer
MABL gradually adjusts to the decaying upstream thermal
overshoot. Previously, Moeng and Wyngaard (1989, Fig. 6)
found that mean production M changes sign near the middle
of a homogeneous convective boundary layer. Their simu-
lations are more convectively unstable —z,/L ~ 18 com-
pared to the present calculations, but apparently similar but
more complicated shear—convective dynamics are active in
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our MABL downstream of positive SST jumps. Again, no-
tice temperature flux is positive in regions where (39,0) > 0,
which violates the downgradient assumption used in eddy vis-
cosity approaches (Moeng and Wyngaard 1989). Overlying the
contours in Fig. 23 is the height of the zero contour (W'6')(z) = 0
(solid magenta line), and also the local height (z;) (solid black
line) of the maximum positive temperature gradient (Sullivan
et al. 1998). Of course the quantitative values of (w'6’) in the
entrainment zone depend on all terms in (13a), but it is en-
couraging that the (magenta, black) curves in Fig. 23 track the x
variation of the temperature flux production.

Boundary layer entrainment is critical as it impacts scalar
exchange in the lower atmosphere with the overlying tropo-
sphere and the initiation of low-level clouds (e.g., Stevens et al.
2003). Figure 24 illustrates the effect of positive SST jumps
on the spatial evolution of bulk entrainment. In this figure,
the normalized minimum (most negative) entrainment flux
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F1G. 21. Contours of vertical velocity variance for turbulent flow over (top) unstable and
(bottom) stable SST fronts. The SST jump in the top and bottom panels is A9 =2K and
A# = —1.5K, respectively, and ¢ = 1000 m. The variance is normalized by ﬁ;z, and the orange
vertical lines at the top of the panels mark the start and end location of the SST front. Note the
range of the color bar is narrower in the bottom panel.

E=(w#'),, /O and the growth of the MABL 8z; = (z:(x)) —
are shown on the left and right vertical axis, respectively, for
A6 >0, with £= (1, 3, 6) km. Similar to other turbulence statis-
tics, E shows a nonmonotonic variation with increasing down-
stream distance. In case Eu2, the maximum entrainment —E ~
0.6 occurs near x ~ 14 km, which is well correlated with the flux
production in Fig. 23. This location is more than 10km down-
stream of the end of the SST jump x; + £. For x > 14km the
maximum value of —FE retreats. For the LES considered here
increases in ¢ slightly reduce the maximum value of — E and shift
its streamwise location downstream. The boundary layer growth
&z;is rapid and similar for the different simulations, (z;) increases
by approximately 50 m for x = [12-29] km.

Notice near the right outflow boundary of domain H, x ~
28km, the entrainment flux normalized by the local surface
temperature flux E, = EQ\*/(QQ ~ —0.13, that is, — E, is lower
than the entrainment flux upstream of the SST front, see Fig. 24.
This value of E, is also smaller than the entrainment flux found
in other LES and DNS of homogeneous boundary layers that in-
clude both convection and shear (e.g., Moeng and Sullivan
1994; Conzemius and Fedorovich 2006; Sullivan et al. 2014;
Haghshenas and Mellado 2019). The reduction in normalized
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entrainment flux with positive SST jumps results from a com-
bination of effects: far downstream of the SST front the
boundary layer is deeper while the interior winds in the MABL
are higher because of the enhanced surface heating. The
combined effects reduce the jump in wind speed Au across the
entrainment zone, thus, the impact of wind shear on entrain-
ment flux at x ~ 28km is reduced compared to its impact on
entrainment flux at say x ~ 2 km. The DNS of Haghshenas and
Mellado (2019) find shear enhances entrainment depending on
the nondimensional parameter Au/N, where N is the overlying
buoyancy frequency. At the same time Au is decreasing, the en-
hanced surface temperature flux far downstream of the SST jump
shifts the MABL toward a more convection dominated regime
with a weak overlying inversion. Under similar conditions,
Deardorff et al. (1980) reports entrainment fluxes consistent with
our values. The lower entrainment found at the end of domain H
is further supported by the results from simulation Ehom (Fig. 22).

7. Summary and conclusions

High-Reynolds-number large-eddy simulation (LES) is used
to simulate marine atmospheric boundary layers (MABL)
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FIG. 22. Turbulence statistics from horizontally homogeneous simulation Ehom and het-
erogeneous simulation Eu2. (top) Contours of resolved vertical temperature flux (w'6’) from
Ehom are shown in a t-z Hovmoller diagram. (bottom) Vertical profiles of total temperature
flux, total momentum flux, and resolved variances are shown. Results from Eu2 and Ehom
are shown as open circles and solid lines, respectively, and represent averages centered at
x = 27.7km and ¢t = 5000s. In the top panel, the average Lagrangian distance X = Ut, with

U=86ms .

forced by geostrophic winds U, = 10ms~! and spatially het-
erogeneous sea surface temperature (SST), that is, SST fronts.
The SST heterogeneity is time invariant, varies solely in the x
direction, and the imposed one-sided SST fronts feature jumps
A6 between two temperature levels over a finite distance /.
Positive and negative temperature jumps A = (2, —1.5)K are
considered with ¢=[0.1-6]km. The large-scale winds are
oriented perpendicular to the SST isotherms, that is, across
front. Grid meshes of 2.2 X 10° points with fine resolution
(horizontal, vertical) spacing (6x = 8y, 6z) = (4.4,2) m are used
in a computational domain (33.75, 3.37, 1.4) km. Turbulent
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inflow—outflow boundary conditions are prescribed using a nu-
merical “Fourier fringe” technique.

Turbulence passing over the SST fronts is characteristic of a
weakly unstable MABL with bulk stability —Zz;/L = 3.7 based
on the boundary layer height z; ~ 560 m and Monin—Obukhov
stability length —L ~ 150 m. At this stability, the inflow turbu-
lence features ubiquitous coherent structures, shear—convective
rolls that amplify or decay in the boundary layer depending on
the sign of Af. The small-scale SST fronts generate perturbations
that are felt over the full depth of the MABL and for extended
distances downstream of the front, typically O(20) km or more.
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FIG. 23. Sum of production terms P = M + B in the temperature
flux budget, (13a), normalized by w3 Q./Z; for simulation Eu2. The
white contours mark the spatial location where P changes sign. The
solid magenta line is the z location of the contour (w'¢’) = 0, and
the solid black line is the boundary layer height (z;) based on the
maximum temperature gradient (9,6) (Sullivan et al. 1998).

The MABL surface layer adjusts rapidly to the SST pertur-
bations, and in particular the local surface temperature flux Q.
closely tracks the change in SST while the response of the
surface friction velocity u.. is spatially delayed especially for
small ¢ and stable stratification.

The spatial transition of the MABL downstream of an SST
front is nonmonotonic with increasing x featuring complex
mean wind and temperature patterns and local peaks in
the turbulent fluxes and vertical velocity variance. The SST
fronts generate secondary wind circulations that are closed by
downdrafts or updrafts near the boundary layer top. The mean
temperature budget shows a primary balance between vertical
divergence of turbulence temperature flux and horizontal
mean advection, while the primary balance in the mean mo-
mentum budget is between horizontal advection, vertical di-
vergence of turbulence momentum flux, and Coriolis force;
horizontal pressure gradients are small. Both budgets show
heterogeneous SST affects MABL dynamics including the
entrainment zone. Surface A9 >0 is particularly impactful as
the temperature profiles develop a superadiabatic layer that
extends vertically well above the traditional surface layer 0.1Z;.
As aresult, a thermal overshoot develops approximately 10 km
downstream of the SST front.

The oceanic surface is highly heterogeneous in both SST and
currents over a broad range of mesoscale and submesoscale
distances (McWilliams 2016). And the few LES described here
are certainly not exhaustive explorations of the large param-
eter space spanned by the many possible combinations of
winds, surface fluxes, and SST variations observed in the
world’s oceans, for example, Wijesekera et al. (2016) and
Stevens et al. (2020, manuscript submitted to AGU Adv.).
However, the results do provide insights and words of caution
for modeling and observing heterogeneous boundary layers.
The following comments are pertinent to boundary layer
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FIG. 24. (top) Variation of minimum entrainment flux E=
W) ! 0 and boundary layer height change 8z; = (z;) — z; down-
stream of positive SST gradients with ¢ = (1000, 3000, 6000) m; E and
8z; are indicated by lines and lines plus bullets on the left and right y
axis, respectively. (bottom) The SST jump is shown. The line colors
in the top panel match the line colors in the bottom panel. Upstream
of the SST perturbation £ ~ —0.19 is slightly reduced compared to a
homogeneous boundary layer flow forced by constant surface tem-
perature flux; e.g., Moeng and Sullivan (1994) and Sullivan et al. (1998).
The dashed black line in the top panel marks the level —0.19(Q.)/Qx,
where (Qy) is the surface temperature flux at x ~ 28 km, see Fig. 10.

regimes with across-front winds and strong mean advection.
Regimes with down-front winds and weak mean advection are
expected to generate a different boundary layer response.

Because small-scale SST variations alter the boundary layer
stability the boundary layer response varies considerably in
downstream and vertical directions. Consequently, single col-
umn models need to account for nonlinear momentum and
temperature flux downstream of SST heterogeneity. The ap-
proach to linear flux profiles with increasing x is nonmonotonic
and depends on the sign of Af. Also, single-column modeling
needs to properly account for the interaction between a
growing internal boundary layer (IBL) and the overlying stable
inversion, that is, IBL growth is confined by the upstream
boundary layer depth. Ocean submescoscale variability increases
with finer resolution and our LES results suggest that boundary
layer paramterizations in coupled air-sea mesoscale models need
to be viewed cautiously (also see Sullivan and McWilliams 2019).
Far downstream, the heterogeneous boundary layer approaches
equilibrium but mean advection is nonzero, for example, in the
mean temperature budget at large x vertical flux divergence is
balanced by mean advection not by time tendency as in a hori-
zontally homogeneous boundary layer. Thus, observations in the
marine surface layer need spatial coverage to estimate mean
advective terms. The response of boundary layer entrainment to
SST heterogeneity is complex as changes in stability and interior
wind speed depend on the full upstream history of boundary
layer evolution, for example, enhanced entrainment is found tens
of kilometers downstream from a positive jump in SST. In the
case with A#/¢>0, the vertical velocity variance reaches a
maximum at an intermediate x distance that is a possible target
for upward pointing lidar measurements.
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The surface wind stress depends on the sign and magnitude
of A6/¢, which potentially impacts the interpretation of small-
scale scatterometer measurements. With A6 >0, the wind
stress reaches an equilibrium value a few kilometers downwind
of the change in SST. The distance required to reach an equi-
librium wind stress with A9 <0 and ¢ <1 km, that is, transition
to a stably stratified regime, is, however, tens of kilometers or
more. Thus, divergence and curl of wind stress vary down-
stream of SST changes. Correlations between SST changes and
changes in wind stress are likely stability dependent. The
present results also show an LES ‘“Lagrangian” approach,
where a horizontally periodic domain is advected over time
varying surface heterogeneity is inadequate to describe bound-
ary layer dynamics at short time or distance from a sharp spatial
change in surface conditions.
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