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ABSTRACT: Each year throughout the contiguous United States (CONUS), flood hazards cause 
damage amounting to billions of dollars in homeowner insurance claims. As climate change threat-
ens to raise the frequency and severity of flooding in vulnerable areas, the ability to predict the 
number of property insurance claims resulting from flood events becomes increasingly important 
to flood resilience. Based on random forest, we develop a flood property Insurance Claims model 
(iClaim) by fusing records from the National Flood Insurance Program (NFIP), including building 
locations, topography, basin morphometry, and land cover, with data from multiple sources of 
hydrometeorological variables, including flood extent, precipitation, and operational river-stage 
and oceanic water-level measurements. The model utilizes two steps—damage level classifica-
tion and claim number regression—and subsampling strategies designed accordingly to reduce 
overfitting and underfitting caused by the flood claim samples, which are unevenly distributed 
and widely ranged. We evaluate the model using 446,446 grid samples identified from 589 flood 
events occurring from 2016 to 2019 over CONUS, overlapping 258,159 claims out of a total of 
287,439 NFIP records of the same period. Our rigorous validation yields acceptable performance 
at the grid/event, county/event, and event accumulative level, with R2 over 0.5, 0.9, and 0.95, 
respectively. We conclude that the iClaim model can be used in many application scenarios,  
including assessing flood impact and improving flood resilience.
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F loods have caused tremendous losses in the United States, with direct annual damage, 
on average, increasing from approximately $4 billion in the 1980s (in 2019 dollars) 
to nearly $17 billion after 2010 (Smith 2020). With storms and sea level rise possibly 

intensifying and coastal development and population projected to increase (Mendelsohn 
et al. 2012), the exposure to floods in the contiguous United States (CONUS) is expected to 
increase by more than 50% by 2050 as more and more people and economic assets move to 
areas that are flood-prone but economically attractive for development (Wing et al. 2018).

Property inundation has a direct socioeconomic impact, often resulting in displacement or 
financial loss. The assessment of flood property damage in near–real time (NRT) remains chal-
lenging, however, because the interaction between hazard and loss varies in both space and time. 
As adopted by mechanistic modeling chains such as HAZUS-MH (Hazards U.S. Multi-Hazard; 
Scawthorn et al. 2006), FLEMOps (Flood Loss Estimation Model for the private sector; Thieken 
et al. 2008), and HEC-FIA (Hydrologic Engineering Center Flood Impact Analysis; HEC 2012), 
property damage is traditionally estimated by substituting flood depth into a stage-damage curve 
(Wagenaar et al. 2016; Merz et al. 2010). Flood depth is unavailable at large scales, however, 
due to the high computational expenses of hydrological/hydraulic simulation at high spatial 
resolution (Hardesty et al. 2018; Shen and Anagnostou 2017; Shen et al. 2017a; Khanam et al. 
2021) and to large uncertainties propagated from the model parameters (Domeneghetti et al. 
2012; Oubennaceur et al. 2018) and river bathymetry (Tate et al. 2015). Moreover, the empirical 
stage–damage curve, derived from statistical regression and restricted by strong spatial hetero-
geneity (Wing et al. 2020), can also lead to considerable uncertainty when applying to a large 
area (Garrote et al. 2016; Yildirim and Demir 2019). Hence, it remains difficult for mechanistic 
model chains to meet the requirement for emergency response (Neal et al. 2018).

Remote sensing imageries are ready-to-use data sources for locating floods and character-
izing flood severity (Serpico et al. 2012). State-of-the-art retrieval techniques (Grimaldi et al. 
2020; Shen et al. 2019a) leverage the high resolution (1–10 m) and weather penetration capa-
bility of synthetic aperture radar (SAR). Limited by the current revisiting frequency, however 
(e.g., around 6 days for Sentinel-1, the only freely available SAR satellite), SAR-based measures 
of flood extents are likely to miss peaks for small or flash flood events (Shen et al. 2019b).

In addition, in urban areas, where properties are denser, flood detection using SAR data 
becomes significantly more challenging, for two reasons. First, the building flood signa-
tures (i.e., backscatter enhancement and the loss of coherence) is less reliable than the 
submerged flood signature because backscatter in the former may be either enhanced or 
dampened, depending on the relative orientation of the building and radar sight direction, 
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while a loss of coherence may cause too many false positives if used alone (Chini et al. 
2019; Li et al. 2019). Second, the comprehensive detection of urban flooding requires very 
high-resolution SAR data (i.e., less than 1 m) from multiple angles because tall objects like 
buildings might block the sight of the radar.

SAR aside, the widely used passive sensors, such as optical spectrometers and microwave 
radiometers, are rendered unreliable by cloud blockage (Jones 2019) and coarse resolution 
(Du et al. 2018), respectively.

Although remotely sensed datasets might not be used directly to detect flood damage on 
properties, they can be informative on flood severity. Machine-learning (ML) algorithms can 
synergize different datasets to characterize complex relationships between input data and 
results (GFDRR 2018). Previous ML studies using survey data have concluded that training data 
from various flood events and regions may be more effective than using information from a 
single event (Merz et al. 2013; Wagenaar et al. 2018). Unfortunately, postevent property dam-
age surveys are not widely available (Gerl et al. 2016). An alternative is using flood property 
claims gathered by insurance sectors for financial compensation as a proxy for flood property 
damage; these are available over the long term in the United States (Barredo et al. 2012).

To date, only a handful of studies attempt to characterize the relationship among meteo-
rological, geographical, and property-related factors and insurance claims (Moncoulon et al. 
2014; Sörensen and Mobini 2017). These have been limited to small geographical regions, 
comprising one state or a few towns (Gradeci et al. 2019). In addition, existing studies rely on 
postdisaster surveys to locate the flood events and associated insurance claims. None has, 
thus far, attempt to predict event-wise flood insurance claims blindly at high spatial resolu-
tion at the national scale. Event-wise prediction poses three main challenges: first, a lack 
of definition of the spatiotemporal range of a flood event; second, the complex interaction 
between flood intensity and flood claims; and third, a lack of effective predictors.

Recently, Yang et al. (2020) describe a hybrid ML structure by combining the classification 
and regression that fit for characterizing the complex interaction between natural hazards 
and damage. A two-step method, it first predicts the damage level (i.e., the value range of 
the damage) of a sample through classification and then predicts its continuous damage 
value using the model built for the corresponding level. The two-step framework can improve 
prediction by having each regressor focus on a limited data range to reduce the underfit of a 
possibly complex and shifting relationship.

The distribution of the response variable, the flood claims, is highly unbalanced (i.e., 
events with high losses are significantly rarer than events with low loss); this is, unfortu-
nately, common in natural disasters (Yang et al. 2020; Anantrasirichai et al. 2019), espe-
cially floods. This unbalanced sample can bias the model toward predicting lower impact. 
Previous flood risk studies address this issue mainly by undersampling the lower-impact 
samples (Tang et al. 2019; Woznicki et al. 2019). Training the model with a subset of data, 
however, can lead to underfitting (Santos et al. 2018).

For this study, we propose a hybrid ML scheme, iClaim, to predict in NRT the grid-total 
count of property insurance claims caused by every flood event over CONUS. The datas-
ets and data processing are described in the second section. For a given flood event, we 
first locate its potential flood zone (PFZ) by using a low-cost flood locator developed in a 
CONUS inundation archive (Yang et al. 2021), which eliminate the need for a postflood 
surveyed location. Then, within the PFZ, we extract predictors and the response variable 
from hydrometeorological, property, land use, and topographical data and data on effective 
insurance policies. We develop a subsampling strategy to cope with the data imbalance 
issue in training, as explained in the third section. The fourth section demonstrates the 
validation results through rigorous leave-one-out strategies. Finally, we examine possible 
applications and discuss the limitations of iClaim.
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Data processing
Event-based variable formation. The occurrence of flooding is low across both time and space. 
It is, therefore, inadvisable to train a flood damage model using full time series data covering 
all of CONUS because the model will be overwhelmed by zero-claim samples. To focus on the 
potentially flooded areas of each event in our study, we only take samples and run the model 
within the spatial–temporal extent of the PFZ, which could be rapidly generated by a flood 
locator proposed by Yang et al. (2021). The original locator combines the observed networks 
of river discharge and standing water from precipitation to detect the fluvial and pluvial PFZs. 
Specifically, it utilizes a watershed algorithm to delineate the fluvial flood zone by subtracting 
the upstream drainage areas pouring to nonflooded stream stations from the drainage area 
flowing to a flooded station. The flood status of United States Geological Survey (USGS) stream 
stations was obtained by applying the National Weather Service (NWS) flood stage threshold, 
available for about 4,400 stations, to the daily mean flow. For a pluvial flooded pixel, the maxi-
mal daily accumulated precipitation needs to exceed 60 mm day−1 in a 3-day sliding window.

For this study, we upgrade the flood locator by including flood zones caused by storm surges, 
using hourly tidal station water-level measurements from the National Oceanic and Atmospheric 
Administration (NOAA). We delineate the surge- and tidal water–affected areas from a reverse 
routing algorithm (Lehner et al. 2013) by 1) interpolating the daily maximal water level at the 
coast at 1-km resolution and 2) routing the coastal water reversely along the flow direction to 
overland pixels where the elevation did not exceed 10 feet (~3 m) above the coastal water level. 
The resultant daily dynamic PFZs included fluvial, pluvial, and coastal flood zones (Fig. 1a). 
Finally, we calculate the daily PFZ by merging spatially proximate PFZs for consecutive days, 
using the algorithm detailed by Yang et al. (2021). We then use the time series of PFZs for each 
flood event to sample the claim records as well as the predictors (Fig. 1b). Note that a PFZ could 
provide the maximum potential spatial extent of a flood event but not the depth.

Fig. 1.  The framework of the flood claim prediction model for unbalanced samples. (a) The flood events locator, (b) the 
sample generation methods, and (c) the machine learning model structure.
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The response variable: Flood insurance claim count at the grid by event level. We collect 
samples from 287,439 flood insurance claim records held by the National Flood Insurance 
Program (NFIP), managed by the Federal Emergency Management Agency (FEMA 2020). These 
claims account for $16 billion issued in payouts from 1 January 2016 to 31 August 2019; their 
locations are shown in Fig. 2a. In general, most flood claims are concentrated in the coastal areas 
and result from events taking place between August and October (Fig. 2b), the hurricane season 
(Klotzbach et al. 2018). To protect privacy, the property location of each NFIP flood transaction 
is truncated at the source to 0.1° (~10 km) or census tract. Since it is more convenient to unify 
multisourced data into regular grids, we choose 0.1° × 0.1° grids as our spatial unit.

Predictor selection. We choose eight categories of predictors, including satellite-based flood 
extent, precipitation, coastal water level, building location, land use, topography, geomorphol-
ogy, and effective policy count, as described below and listed in Table 1. It is worth mentioning 
that, based on the unique spatial and dynamic temporal coverage of each sample (i.e., 0.1° grid 
per event), we use grid statistics, such as count, mean, or fraction, for most features.

Fig. 2.  The (a) spatial and (b) temporal distribution of flood insurance claims from January 2016 to August 2019.
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Flood severity. Flood extent derived from remotely sensed imageries may not support direct 
counting of flooded properties, nor is it guaranteed to capture all event peaks or dynamics. 
The elevation statistics of inundated areas can, however, still characterize flood intensity. 
We overlay the event maximum inundation extent generated by Radar-Produced Inundation 
Diary (RAPID; Shen et al. 2019a,b; Yang et al. 2021) on the Height Above Nearest Drainage 
(HAND; Nobre et al. 2016) to produce grid-inundated elevation statistics for each event.

Since precipitation is the main driver for pluvial floods, we choose six statistical parameters 
to characterize it during and before a flood event, extracted from Integrated Multisatellite 
Retrievals for Global Precipitation Measurement (IMERG; Huffman et al. 2019), as listed in 
Table 1 (predictors 6 to 11).

Coastal inundation caused by storms and tide can be characterized by coastal water level, 
consisting of surge and tide data available from NOAA tidal/surge stations. We thus include 
the event maximum of coastal water level of the grid as the predictor of coastal flood severity.

Exposure to flood. To represent the exposure of buildings to fluvial and pluvial floods, we compute 
the statistics of HAND values for the buildings as a counterpart to the statistics of inundated 
HAND values. We first extract the building locations from Microsoft’s U.S. Building Footprints 
dataset (Microsoft 2018), then overlap them with HAND to compute the statistics. With the  
elevation statistics of both the properties and inundated areas (i.e., derived from SAR-based 
flood extent), the model is informed of how many buildings might be affected by the flood.

Table 1.  Description of the 34 flood claim predictors.

No. Acronym Description (unit) Scale Category

1, 2, 3, 4, 5 FHh, h = 0, 1, 2, 4, 4+ Flooded area with HAND values not exceeding h meters (km2) [0, +∞) Flood extent

6 Psummax5 Event-maximal 5-day precipitation (mm day−1) [0, +∞) Precipitation

7, 8, 9 PLp 
p = 5, 40, 80 mm day−1

Count of daily precipitation larger than p mm day−1 during a period of 
event-maximal 7-day precipitation

[0, +∞) Precipitation

10 Pmax Event-maximal precipitation (mm day−1) [0, +∞) Precipitation

11 Ppre 7-day cumulative precipitation prior to the event (mm day−1) [0, +∞) Precipitation

12 CWLmax Maximal coastal water level (m) [0, +∞) Costal water 
level

13, 14, 15, 16, 17 NHh, h = 0, 1, 2, 4, 4+ Number of properties with HAND values not exceeding h meters [0, +∞) Building location

18 Npro Total number of properties [0, +∞) Building location

19 NS Number of properties located in the SFHA zone [0, +∞) Building location

20 LC Length of the coastal shoreline (m) [0, +∞) Building location

21 HC Mean horizontal flow distance from properties to the coastal shoreline (m) [0, +∞) Building location

22 VC Mean vertical flow distance from properties to the coastal shoreline (m) [0, +∞) Building location

23 Fwater Permanent water body fraction [0, 1] Land use

24 Fwet Wetland fraction [0, 1] Land use

25 Fimp Impervious (built-up) fraction [0, 1] Land use

26 Cmean Mean curve number [30, 100] Land use

27 Smean Mean slope [0, π/2] Topography

28 TWImean Mean topographic wetness index (−∞, +∞) Topography

29 SPImean Mean stream power index (0, +∞) Topography

30 Emean Mean properties elevation (m) [0, +∞) Topography

31 REmean Mean elongation ratio [0, 1] Geomorphology

32 RRmean Mean relief ratio (0, +∞) Geomorphology

33 DDmean Mean drainage density [0, +∞) Geomorphology

34 NP Number of effective policies during the event [0, +∞) Effective policies
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For the coastal flood exposure—since ocean flood waves propagate more rapidly through 
channels toward inland—we compute the average hydrological distance from properties to the 
nearest shoreline (predictors 21 and 22). We also use the length of the shoreline to describe 
the potential exposure to surge flooding.

To derive the variables related to property elevation and hydrological distance, we use the  
hydrography datasets from the National Hydrography Dataset Plus Version 2 (NHDPlusV2; McKay 
et al. 2012). Since the FEMA Special Flood Hazard Area (SFHA), including the 100-year floodplain 
maps, is another static measure of flood-prone areas, we also extract the total SFHA overlapped 
buildings as a predictor. Although SFHA only covers 61% of the area of CONUS (Woznicki et al. 
2019), this predictor could improve the representation of property exposure to floods.

Land use and topography-related predictors. To characterize the capability of a grid cell to buffer 
or trigger a flood, we select the fractions of water, wetland, and imperviousness. We also use 
the average curve number derived from GCN250 to represent the grid cell’s rainfall–runoff 
characteristics (Jaafar et al. 2019). Since topography can characterize basin response to pre-
cipitation by shaping flood-prone areas (Cook and Merwade 2009), we compute topographical 
predictors, such as the grid-averaged slope, property altitude, topographic wetness index, 
and stream power index (Tehrany et al. 2019). And since geomorphology has been proved to 
influence the occurrence, severity, and flashness of flood events, we extract geomorphologi-
cal features, including elongation ratio, relief ratio, and drainage density, from the global 
distributed basin characteristics (GDBC; Shen et al. 2016).

The modulator.  Finally, we extract the number of effective insurance policies and building 
count as the modulator.

All the data sources listed in Table 1 are freely accessible to the public. Fig. ES1 in the online 
supplemental material demonstrates an example of a 0.1° × 0.1° grid with some visualizable 
predictors. Note that, as high-resolution inundation extents are seldom available for short-
lasting flood events due to the acquisition gaps of Sentinel-1 satellites, the NaN (empty) value 
prevails in the samples associated with those events. Furthermore, we set the predictors related 
to coastal flood severity and exposure (predictors 12, 20, 21, and 22 in Table 1) to a fixed 
value for inland grids—i.e., the average hydrological distance to the shoreline is longer than 
50 km. Specifically, we set predictors 12 and 20 to zero and predictors 21 and 22 to 999,999.

Model setup
The hybrid machine-learning scheme. To reduce the underfit of high-claim samples caused 
by the skewed sample distribution, we propose a hybrid machine-learning scheme consist-
ing of two steps—damage level classification and claim number regression—as depicted in  
Fig. 1c. We first classify a given sample to a damage level, then predict its final claim number 
by using the regressor associated with the predicted damage level. In other words, we train 
a regressor for each damage level, which help the regressor focus on a certain range of dam-
age. We define five damage levels: level 0 refers to no claim and level n (0 < n ≤ 5) to a claim 
number between 10n−1 and 10n. Figure 1c shows the overview of the model scheme.

Subsampling strategy. To work with unbalanced data, we develop a subsampling method, 
as shown in Fig. ES2. After splitting the input data into training and testing datasets, we 
randomly shuffle the negative samples (i.e., the zero-claim samples) of the training data 
into K (K > 1) splits and make each split roughly match the size of the samples with positive 
claims. We form a basic training unit (BTU) by combining one negative split with all the 
positive samples. Since K > 1, we would finally have more than one model output to form an 
ensembled result, similar to that produced by the EasyEnsemble method (Liu et al. 2009). In 
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this way, we ensure that every zero-claim sample had been included once to eliminate the 
possibility of muting important samples.

To train the classifier, we balance the sample sizes between the zero-claim and all other 
damage levels by using the Borderline Synthetic Minority Oversampling Technique (B-SMOTE) 
to oversample the samples that contained actual damage inside of a BTU. Note that, since we 
could train multiple classifiers with K BTUs, the final damage level prediction of a sample 
was determined by the majority classification results by all classifiers.

Even within one damage level, we still need to reduce overfitting in training the regression 
model. For this hybrid scheme, we must pay special attention to avoiding discontinuous error 
distribution—essentially, an overfitting that comes from classification error. If each regressor 
is only trained with samples of its own damage level, the claim prediction of a sample clas-
sified to a wrong level will be limited to the wrong value range, which is at least one order of 
magnitude from the correct range. To avoid this overfitting, we develop a Cross-Level Sampling 
(CLS) strategy, coupled with a Balance to the Target Level (BTL) subsampling technique.

CLS utilizes samples not only within the damage level but also within adjacent levels to train 
a regressor. Each model, is therefore, trained using samples from three consecutive levels (two, 
if the model is for the lowest or highest damage level), centric at the regression model’s target 
level. The robustness of using samples of adjacent levels can be compared to drawing a straight 
line; the line becomes more accurate as the two end points move farther apart from each other.

Since the sample size of each lower level was much greater than that of a higher one, we 
develop the BTL technique to, again, balance the sample size in the training of one regression 
model. Specifically, the BTL would randomly undersample the lower level and oversample 
(using bootstrap) the higher level to match the sample size of the target level. Theoretically, 
undersampling causes underfitting, while bootstrapping causes overfitting. But since we 
apply them only to the lower- and higher-level samples, the model performance on the target 
level is not affected.

Model selection. The random forest algorithm (RF; Breiman 2001) is a highly flexible and wide-
ly used machine-learning approach. We select RF as our baseline model for several reasons:

1)	 RF can be used for both classification and regression, as needed by this study.
2)	 RF can handle datasets with missing values (Tang and Ishwaran 2017). In our case, we 

need to consider that Sentinel-1 data are not available for every flood event, and the flood 
extent–related predictors are often missing in small events. Specifically, we adapt the 
surrogate split algorithm (Breiman et al. 1984) to handle missing values.

3)	 RF can capture high-order nonlinear and complex relationships (Belgiu and Drăgu 
2016), as can occur between flood severity and damage (Wagenaar et al. 2020).

4)	 RF is not sensitive to the outlier, noisy samples, or correlated predictors (Louppe 2014). 
In this study, predictors in the same category, such as Psummax5 and Pmax or Fwater, Fwet, and 
Fimp, could be moderately to strongly correlated (refer to Table 1), with each predictor 
still providing useful information, as indicated by the variable importance test (see the 
feature importance assessment below for details).

5)	 RF’s accuracy and efficiency is competitive with that of many other ML approaches  
(Gislason et al. 2006; Rodriguez-Galiano et al. 2012)—for example, it can handle thousands 
of predictors without the need for dimensionality reduction (Wei et al. 2019), which 
makes it suitable for fusing multisource big data, as in our study.

Model training and validation. We optimize the minimum sample size in a terminal node 
(minNSTO) and the number of predictors per split (NPN)—the two hyperparameters that  
control the randomness of the RF (Probst et al. 2019)—using a fivefold cross-validation (CV) 
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procedure (Santos et al. 2018). The number of trees for each classifier or regressor is fixed to 
200 to trade off the convergence and computation efficiency (Probst and Boulesteix 2018). In 
the CV procedure, we use every fold as the validation fold to compute the loss in one iteration. 
The misclassification rate and mean squared error (MSE) are used as the loss function of the 
classifier and regressor. It is worth noting that, with the utilization of the hybrid structure 
and the setting of BTU, the K classifiers and 5K regressors would be produced by a complete 
training procedure, where K is the number of BTUs. We choose the Bayesian optimization, a 
widely used search algorithm (Ghahramani 2015), to find the best hyperparameters. Since 
the optimal parameters of RF depend on the training dataset, and multiple optimal hyper-
geometric parameter sets might result in the same error level, we do not recommend keeping 
fixed values as the optimal hyperparameters for all BTUs.

We test the performance of iClaim through a fivefold ensemble leave-one-out (EnLOO) 
procedure. In EnLOO, every sample is left out of the training set once. The final test set is 
formed, therefore, by concatenating all left-out samples. To evaluate the model capability in 
different application scenarios, we further conduct EnLOO by randomly partitioning samples 
using different principles, namely, leaving samples out (LSO), leaving grids out (LGO), leav-
ing counties out (LCO), and leaving events out (LEO). Meanwhile, we estimate the feature 
importance using a permutation procedure (Strobl et al. 2007), which computes the increase 
of the prediction error by training the model with permuting the target predictor variable. It 
should be noted that, since we train a different claim regression model for each damage level, 
the importance of a predictor might be various among levels.

To assess the accuracy of the model, we select the Accuracy (Acc) and Cohen’s kappa  
(K score) as the error metrics for classification and the coefficient of determination (R2),  
root-mean-square error (RMSE), and percentage of bias (Pbias) as the performance metrics 
for regression.

Results and discussion
To demonstrate the effectiveness of iClaim, including the hybrid framework and the subsam-
pling method, we compare the iClaim validation result with that derived from the simple RF.

Distribution of claims across events. The claims data show skewed distribution, which 
would bias the model training because simply predicting zero-claims could minimize the 
loss function. The flood locator detected 24,674 potential flood events across CONUS from 
January 2016 to August 2019, with over 2 million samples. Due to computation limitations, we 
applied 10,000 km2 as the PFZ threshold and selected 589 flood events to generate 446,446 
grid/event samples, along with 258,159 claims (covering nearly 90% of the total claims 
during the same period), as the input dataset. The distribution of the dataset is shown in  
Fig. 3. Nearly three-quarters of the flood claims were contributed by the top five events, 
which take up only 3% of the total samples (Fig. 3a). Postevent survey reports from FEMA 
(FEMA 2018a,b) conclude that Hurricane Harvey (2017) and Hurricane Irma (2017) led to 
the filing of 91,000 and 33,111 flood insurance claims, respectively, a difference of only 
about 1% from our estimation (90,266 and 32,833; see Fig. 3a), derived using the PFZs. The 
grid/event samples were highly unbalanced across all damage levels, with over 93% having 
no claims reported and less than 1.5% (i.e., levels 3–4) contributing over 70% of the claims 
(Figs. 3b,c). Moreover, the sample size decreases exponentially with the claim count (Fig. 3d),  
which also makes the distribution of samples within each damage level uneven.

Prediction of damage level. Both iClaim’s classification model and the simple RF achieve 
seemingly high accuracy on the damage level prediction, as indicated by their K-score 
values. But the simple RF only performs well in predicting level 0 (Fig. 4b), whereas the 
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prediction by iClaim yields high accuracy across all damage levels (Fig. 4a). Note that 
stakeholders and policymakers have more urgent needs of the capability in predicting 
the damage of major flood events whose damage level is usually high (i.e., levels 3–4). 
We also observed that, in iClaim, most of the confusion occur between adjacent levels, 

Fig. 3.  Unbalanced distribution of grid/event sample and claim: (a) the number of claim and sample among flood events; 
(b) the sample and (c) claim percentage for different damage levels; (d) distribution of sample number within each level.

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/29/24 03:45 PM UTC



A M E R I C A N  M E T E O R O L O G I C A L  S O C I E T Y M A R C H  2 0 2 2 E801

which allows the CLS in the regression step to reduce significantly the error caused by 
misclassification.

Prediction of claim count. Figure 5 shows the density scatterplots at the grid by event level 
using the four EnLOO scenarios, based on both the iClaim model and simple RF. For iClaim, 
the R2 of all validation scenarios was close to or above 0.5. The percentage of bias (i.e., Pbias) 
was within ±20%, and the RMSE of most samples were below 20 houses, indicating an 

Fig. 4.  Confusion matrix and performance indicators of damage level prediction from (a) the iClaim’s classification result, 
which leverages the balance subsampling strategies, and (b) the simple RF. The color of each cell represents the ratio of 
correct predict number vs total observation for that level.

Fig. 5.  Density scatterplots of validation results from LSO, LGO, LCO, and LEO scenarios for the (a)–(d) iClaim and  
(e)–(h) simple RF at the grid/event level (sample size: 446,446) over CONUS. Black dashes indicate the 1:1 line.
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acceptable accuracy over the CONUS area. As shown in Figs. 5f–h, the simple RF significantly 
underperforms iClaim. In the LEO scenario, its performance is unacceptable.

Among all the EnLOO scenarios, the LSO (Figs. 5a,e) gains the highest accuracy for both 
iClaim and RF, with R2 being 0.628 and 0.532, respectively. In this scenario, the EnLOO take 
advantage of both spatial and intra-event correlations hidden in the data. The performance 
of both models decrease slightly in the LGO and LCO scenarios (Figs. 5b,c,f,g), indicating 
the claim prediction did not have strong spatial dependence (Ploton et al. 2020). As demon-
strated by the significantly reduced R2 and increased RMSE in the LEO scenario (Figs. 5d,h),  
the model utilizes intra-event correlation easily. The reduced performance in the LEO 
scenario could also be attributed to the claim distribution, which contains only a hand-
ful of major flood events (see Fig. 5a). Leaving those high-claim events out means testing 
the model performance for unobserved extremes. Even in this most challenging scenario, 
iClaim prediction still shows an acceptable agreement with observations. In contrast, the 
simple RF model severely underestimates the high-claim samples and overestimates the 
low-claim samples. The primary reason may be the integration of the balanced subsampling 
strategies (i.e., CLS and BTL) in iClaim, which gives a less biased estimation, even with 
some extreme samples permuted.

In practice, the prediction result at the county by event level is more important to stakehold-
ers and policymakers. We obtain the county-level predictions and observations by aggregat-
ing from the grid level. The overall agreement between model prediction and observation is 
expected to be significantly higher at the county level than at the grid level (R2 are increase 
from 0.5–0.6 to 0.9), indicating that much of the random error at the grid level is neutralized 
in the aggregation process (Fig. 6). As in the grid-level analysis, the LEO scenario yields the 
lowest performance (Fig. 6d), with R2 and RMSE at 0.894 and 132.218 houses, respectively, 
which was acceptable, proving that iClaim could characterize unobserved flood events.

To demonstrate further the predictability of unobserved major flood events, we extract 
four hurricanes—Harvey (2017), Irma (2017), Matthew (2016), and Florence (2018)—as well 
as a fluvial flood event—the 2019 Midwestern Great Flood—from the test sets (see Fig. 7). All 
prediction results in these five events are consistent with the observations, resulting in high 
R2 values. The hurricane examples suffer from similar amounts of underestimation, espe-
cially in counties with large claim numbers, exhibiting a prediction pattern common to any 
data-driven method when excluding the extreme samples from the training set. In the case of 
2019 Midwestern Great Flood, the underestimation is concentrated in the upper Mississippi 
River region (Fig. 7e), which could be attributed to the lack of sufficient Sentinel-1 coverage 
over these areas during the event [refer to Fig. 6a from Yang et al. (2021)].

To obtain a better understanding of the performance of iClaim across different events, 
we compute the R2 at both the grid and county levels for each flood event from the LEO 

Fig. 6.  (a)–(d) Density scatterplots of validation results from LSO, LGO, LCO, and LEO scenarios for the iClaim at the county/
event level (sample size: 47,235) over CONUS. Black dashes indicate the 1:1 line.
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scenario, as shown in Fig. 8. The result indicates that the accuracy increases with the to-
tal claim number for each event, and better performance could be expected at the county 
level than the grid level. Lower performance was also reported for the events with fewer 
claims (e.g., rank 71–589 events). Among those events, 190 were Fluvial Events without 
Sufficient Predictors (FESP represents the events induced by fluvial floods while have no 
Sentinel-1 SAR images coverage). Most of these are found to have R2 less than 0.1 and 0.2 
at the grid and county levels, respectively. This revealed that iClaim suffers from the lack 
of sufficient predictors in the low-damage fluvial events. Fig. ES3 shows the prediction 
result in the event accumulative level from the LEO scenario. The R2 of 0.952 reveals that 
the overall high consistency with the observed claim number. Similar to the grid/event and 
county/event levels, however, the accuracy drops significantly when the total claims per 
event were fewer than 300.

To verify iClaim’s predictability for unseen locations, we compute the spatial distribution 
of R2 at the county level using results of the LCO scenario, as depicted by Fig. 9. Overall, the 

Fig. 7.  Predicted (left map in each panel) vs observed (right map in each panel) claims at the county level for five selective 
events.

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/29/24 03:45 PM UTC



A M E R I C A N  M E T E O R O L O G I C A L  S O C I E T Y M A R C H  2 0 2 2 E804

mean and the median of the local R2 are 0.614 and 0.803, respectively. In particular, the lo-
cal R2 tend to be higher for areas vulnerable to flooding, where the average of county-total 
claims per event was greater than five (Figs. 9a,b).

Feature importance assessment. Since the LEO is the benchmark validation scenario for 
iClaim, we choose it to compute the relative importance of features, as shown in Fig. 10. 
For clarity, we normalize the relative importance, so the sum of all features is 100%. All 
finally selected features of iClaim are, overall, important. At the low damage levels (0 and 1),  
Psummax5, Emean, Pmax, and NP are the most important features (Fig. 10a). At the high levels 
(2–4), NP, Psummax5, CWLmax, and Emean are the most important. NP is important for all lev-
els, which confirms its role as the modulator. Topographical predictors, such as mean slope 

Fig. 8.  Boxplot of prediction performance (R2) among different event groups at the (a) grid and (b) county levels, derived 
from LEO scenario. Numbers in blue indicate the average claims of each grid/event or county/event sample.
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and elevation of the grids, are also found to be important components for claim prediction, 
which is consistent with the conclusion in Woznicki et al. (2019) and Alipour et al. (2020).

The contributions of some features are contrasting for low and high damage levels (Fig. 
10b). The satellite-based flood inundation extent, for instance, is significantly more important 
at the high levels than the low. This result is intuitive, because a short-lasting flood event 
is significantly less likely to be captured by the Sentinel-1 than a long-lasting event. In fact, 
Sentinel-1-based flood extents are available for over 50% of the samples at levels 2–4 and 
less than 18% for those at levels 0–1. Similarly, coastal water level (i.e., CWLmax) is more 
important at the high damage levels, since samples with large claim number are likely to be 
induced by the coastal flood events (see Fig. 2a). In contrast, the contribution of impervious 
area fraction decreases significantly from low to high damage levels, indicating impervious 
areas may only influence the damage from small flood events. The result also reveals that 
some of the features could be removed to cope with possible data scarcity conditions without 
reducing much of the model performance. Specifically, TWImean, SPImean, RRmean, and DDmean, 
which contribute relatively little to the model at all damage levels, could be considered for 
exclusion from training.

Summary
In this study, we develop a hybrid ML model, iClaim, to predict flood insurance claims caused by 
every event over CONUS. With the data imbalance issue in model construction now overcome, 

Fig. 9.  Spatial distribution of (a) local R2 between claims prediction and measurement and  
(b) average observed claims per event from 2016 to 2019 over CONUS at the county level. Results 
are from the LCO scenario.
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iClaim becomes the first “blind-prediction” model—that is, it does not rely on any postdisaster 
surveys. Therefore, it can aid stakeholders, policymakers, and first responders in postdisaster 
assessment and alleviation, emergency response, predisaster forecasting, and climate risk 
mitigation. The iClaim model can provide predictions at multiple spatiotemporal scales, includ-
ing per grid per event, per county per event, per grid, per county, and per event, depending on 
the application scenario and accuracy requirement. The capability of blind prediction at fine 
spatiotemporal scale, which is per grid per event, had not been reported by previous studies.

Technically, iClaim works for both single-source flood events (e.g., the 2019 Midwestern 
Great Flood) and compound ones (e.g., hurricane-induced events) to which heavy pre-
cipitation and storm surge contribute simultaneously. By constructing a two-step working 
flow—damage level classification followed by claim number estimation—with a specially 
designed subsampling strategy, iClaim can overcome the overfitting and underfitting issues 
that occur when dealing with flood claim samples that show a strongly skewed distribution 
in both space and time. By alchemizing information from multisource satellite products, 
river and costal water level monitoring systems, and flood insurance inventories, the 
model demonstrates acceptable predictability at the grid/event, county/event, and event 
accumulative levels, respectively, also including the predictability for unseen locations and 
events. Its integration of a low-cost flood locator makes iClaim the only blind-prediction 
model that eliminating the dependence on post-surveyed flood location information. It 
utilizes, for the first time, the NRT remotely sensed flood extent as predictors in a novel 
way, comparing the elevation distribution of inundated pixels with that of properties.

Fig. 10.  Average relative importance of (a) feature variables and (b) feature categories for different damage level ranges. 
The detailed description of features and the associated categories could be found in Table 1.
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The following lessons are learned from the feature importance assessment:

1)	 As the primary flood driver, precipitation shows notable importance for all levels of 
flood events, which is consistent with Wang et al. (2015).

2)	 It is important to increase flood insurance penetration (Horn and Webel 2019) in vulner-
able areas because the contribution of effective numbers of policies is stable at all dam-
age levels.

3)	 The inclusion of satellite-retrieved flood extent information can significantly increase 
the predictive skill because the contribution of the flood extent predictors in reducing 
the prediction error of large flood events is significant. It is also suggested that we need 
to increase the revisiting frequency of SAR-based flood observation.

Limitations and future developments. iClaim is limited in five ways:

1)	 It cannot predict the claim status for each individual house, as it is limited by the trun-
cated location information of the publicly accessible NFIP records.

2)	 We only tested it using four years of data, as we are limited by the property locations un-
known to us from earlier times and by the seldom available flood extent products based 
on SAR (e.g., Sentinel-1) from early years (e.g., before 2016).

3)	 We have not tested its capability for predicting claimed payout because of the lack of ac-
cessible house value data and the involvement of non-physical factors in the approval of 
payout—for example, some properties without insurance might still acquire compensa-
tion through the Individual and Households Program (IHP; FEMA 2021).

4)	 Restricted by the revisiting frequency of Sentinel-1, iClaim is more likely to miss sufficient 
predictors for flash fluvial floods, leading to low prediction performance for these events.

5)	 We have not tested the model in regions other than CONUS, primarily because of the 
lack of comprehensive data on flood property damage. Effective flood predictors, such 
as the NRT flood extent information (Yang et al. 2021) and monitored flood stages, may 
also be less available in other parts of the world than in CONUS.

In the future, we will revisit these limitations by reaching out to authorities and vendors to 
access additional datasets under research-oriented and confidential agreements. These will 
include FEMA for the original NFIP data records, Zillow for the housing records, and ICEYE 
for the subdaily SAR data.

In addition, we will extend the model to include longer historical records to enable analysis 
of the impact of climate variability on flood vulnerability. We are also working on linking flood 
vulnerability to socioeconomic and demographic indicators, such as racial composition, edu-
cation level, house income, population, asset value, precautions for and experience of floods, 
and flood mitigation structures, as suggested by other studies (Darabi et al. 2019; Duha Metin 
et al. 2018; Paprotny et al. 2018). Moreover, we will add the snow water equivalent (SWE) data 
from SNODAS to characterize snowmelt-triggered flooding, which contributes to spring floods 
in northern CONUS and arid mountainous areas (Shen et al. 2017b; Shen and Anagnostou 
2017). Finally, we will attempt to utilize inundation map products from MODIS (Hawker et al.  
2019), Landsat (Jones 2019), Suomi-NPP (Li et al. 2018), and passive microwave sensors  
(Du et al. 2018), which might be less detailed or effective than the SAR-based flood retriev-
als but are available going back multiple decades and/or have higher revisiting frequency.
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