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ABSTRACT: The operational Canadian Global Deterministic Prediction System suffers from a weak-intensity bias for
simulated tropical cyclones. The presence of this bias is confirmed in progressively simplified experiments using a hierarchi-
cal system development technique. Within a semi-idealized, simplified-physics framework, an unexpected insensitivity to
the representation of relevant physical processes leads to investigation of the model’s semi-Lagrangian dynamical core.
The root cause of the weak-intensity bias is identified as excessive numerical dissipation caused by substantial off-centering
in the two time-level time integration scheme used to solve the governing equations. Any (semi)implicit semi-Lagrangian
model that employs such off-centering to enhance numerical stability will be afflicted by a misalignment of the pressure
gradient force in strong vortices. Although the associated drag is maximized in the tropical cyclone eyewall, the impact on
storm intensity can be mitigated through an intercomparison-constrained adjustment of the model’s temporal discretiza-
tion. The revised configuration is more sensitive to changes in physical parameterizations and simulated tropical cyclone
intensities are improved at each step of increasing experimental complexity. Although some rebalancing of the operational
system may be required to adapt to the increased effective resolution, significant reduction of the weak-intensity bias will
improve the quality of Canadian guidance for global tropical cyclone forecasting.

SIGNIFICANCE STATEMENT: Global numerical weather prediction systems provide important guidance to fore-
casters about tropical cyclone development, motion, and intensity. Despite recent improvements in the Canadian oper-
ational model’s ability to predict tropical cyclone formation, the system systematically underpredicts the intensity of
these storms. In this study, we use a set of increasingly simplified experiments to identify the source of this error, which
lies in the numerical time-stepping scheme used to solve the model equations. By decreasing numerical drag on the
tropical cyclone circulation, intensity predictions that resemble those of other global modeling systems are achieved.
This will improve the quality of Canadian tropical cyclone guidance for forecasters around the world.

KEYWORDS: Tropical cyclones; Model errors; Numerical weather prediction/forecasting; Parameterization;
Semi-Lagrangian models

1. Introduction However, accurately predicting the winds, rains and storm surges
that accompany tropical cyclones remains a significant challenge
despite recent progress in NWP and operational forecasting tech-
niques (Cangialosi et al. 2020). This is particularly true in basins
where storms are not well sampled by instrumented aircraft
and for which little high-resolution NWP guidance is available.
Meteorologists in such regions depend heavily on global model
predictions for tropical cyclone forecasting (DeMaria et al. 2014;
Courtney et al. 2019).
Limited spatial resolution in global NWP systems has histor-
~ @ Denotes content that is immediately available upon publica-  jcally meant that the tropical cyclone vortex is subject to signif-
tion as open access. icant spatial undersampling and a systematic weak-intensity
bias (Davis 2018). Even more problematic is the fact that such
& Supplemental information related to this paper is available at ~ models are unable to resolve the internal structures and pro-
the Journals Online website: https://doi.org/10.1175/MWR-D-23-  cesses that control rapid intensity changes (Rogers et al. 2015).
0193.s1. However, improvements in subgrid-scale parameterizations
(hereafter referred to as “model physics”) and the steady pro-

Corresponding author: Ron McTaggart-Cowan, ron.mctaggart-  gress of global model resolution into the deep convective gray
cowan@ec.gc.ca zone (Stevens et al. 2019) has led to the expectation that these

Accurate tropical cyclone predictions are essential for reduc-
ing the impacts of the hazards associated with these extreme
events (Sharma and Berg 2022). Ongoing improvements in
storm track prediction (Landsea and Cangialosi 2018; Heming
et al. 2019) have allowed the focus of research efforts to shift to-
ward the problem of forecasting storm intensity (Gall et al. 2013).
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TABLE 1. Gridded atmospheric analyses used in this study. The 1.5° grid spacing for ERAS refers to a coarse-grained dataset for
model evaluation derived from the original 0.28° source.

Grid Top
Product name Type spacing (°) Levels (hPa) Coordinate Usage Reference Sections
CMC analysis Operational 0.135 84 0.1 Hybrid pressure Initialization Buehner et al. (2015)  2c¢(1), 3a, 5c
ECMWF Operational 0.075 137 0.01  Hybrid pressure Initialization ECMWF (2018a) 2¢(2), 3b, 5b
analysis
ERAS Reanalysis 1.5 37 1 Pressure Evaluation Hersbach et al. (2020) 5Sc

systems should accurately represent most of the tropical cy-
clone life cycle (Judt et al. 2021).

The Canadian Global Deterministic Prediction System
(GDPS; Caron and Buehner 2022) is run with a grid spacing
of ~15 km, placing it outside the gray zone but within the typ-
ical range for current operational systems. Using the 17-km
configuration of the Met Office (UKMO) global model
(Hodges and Klingaman (2019) identify a weak-intensity bias
of 15 m s~ ! (10 hPa) that they attribute primarily to insuffi-
cient resolution of the vortex. Majumdar et al. (2023) show
that systematic errors in the wind—pressure relationship can
also affect a model’s ability to represent maximum wind speeds
in the 9-km ECMWF system, a problem that persists even in a
5-km configuration. These expected limitations notwithstand-
ing, the GDPS systematically underpredicts the intensity of ma-
ture storms (Yamaguchi et al. 2017). This conditional bias has
significant forecasting implications because it hampers the sys-
tem’s ability to provide guidance for associated high-impact
weather. This study therefore focuses on reducing the intensity
bias in predictions for tropical cyclones of at least tropical
storm strength (Simpson 1974).

Identitying the root cause of a systematic error in a com-
plex NWP system is one research challenge; correcting it in
a way that minimizes the risk of introducing additional error
compensation is another. Frassoni et al. (2023) recommend
the use of a hierarchical system development approach for
attacking such problems (Jakob 2010), which is imple-
mented using a “hierarchy of complexity” in the current
study. This strategy, combined with standard model inter-
comparison, provides a powerful set of tools with which to
identify error sources and to constrain individual compo-
nents of the system. Here we pursue the hierarchical ap-
proach into the dynamical core of the numerical model to
connect the tropical cyclone intensity bias to temporal dis-
cretization. This study therefore builds on the work of Walters
et al. (2017), who found that changing time-integration param-
eters can affect storm intensity; however, the inclusion of
numerous changes to the model made it impossible for the au-
thors to identify the precise origin or extent of the observed
sensitivity.

In this study we identify the numerical source of the tropi-
cal cyclone weak-intensity bias and design an experimental
framework that allows us to develop an optimal dynamical
core configuration. Documenting this investigation supports
the WMO recommendation that “evaluations and specifics of
upgrades to intensity guidance should be communicated to
operational [tropical cyclone forecasting] centers.” (Courtney
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et al. 2019). The data, models and methods used in this study
are introduced in section 2. Steps down the hierarchy of com-
plexity are taken in section 3, arriving finally at the semi-
idealized, simplified-physics configuration used for the bulk
of the study (section 4). Once a solution is identified, ex-
pected behavior is confirmed as experiments step back up the
hierarchy in section 5. The study concludes with a discussion
of the findings in section 6, supported by both the evidence
presented hereafter and the additional assessments contained
in supplemental material.

2. Data, model, and methods

The hierarchical system development and model intercom-
parison techniques employed in this study use a wide range of
datasets, models, experimental protocols and diagnostic tools,
each of which is described in this section.

a. Dataset descriptions

Three different gridded analyses are used in different con-
texts as shown in Table 1. The CMC operational analysis is
native to the GDPS (Buehner et al. 2015) and therefore pro-
vides the most direct estimate of sensitivities within the sys-
tem. Operational ECMWF analyses are used as initializations
for model intercomparisons (ECMWF 2018b). Finally, the
ERAS reanalysis is used as an independent reference for
model evaluation.

Tropical cyclone guidance skill is assessed through compari-
sons with best track information issued by the Regional Spe-
cialized Meteorological Centre for each basin. Storm track,
maximum wind and minimum central pressure estimates are
obtained through the International Best Track Archive for
Climate Stewardship (IBTrACS; Knapp et al. 2010). Only
storms that reach a 35-kt (1 kt ~ 0.51 m s™') wind speed
threshold are considered in this study (Hersbach et al. 2020).

b. Numerical models

The Global Environmental Multiscale (GEM) model is
used for all operational NWP applications at the Canadian
Meteorological Centre. Girard et al. (2014) and Husain et al.
(2019) describe the GEM dynamical core, while McTaggart-
Cowan et al. (2019a) document the available suite of physical
parameterizations. The configuration adopted for this study
follows that of the GDPS unless otherwise noted (Table 2).

The WRF-ARW Model version 4.2.1 (Skamarock et al. 2019)
is used to provide an independent reference solution in a semi-
idealized framework [section 2c(4)]. The WRF configura-
tion (Table 2) is shown in the “real-shear” integrations of
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TABLE 2. Description of model configurations used in this study unless otherwise noted.

Configuration GEM WRF
General parameters
Grid spacing 0.135° 15 km
Time step 450 s 60 s
Dynamical core
Advection Semi-Lagrangian with cubic Lagrange Fifth-order Eulerian (Wicker and Skamarock

interpolation
Grid geometry
2011) or limited-area
Horizontal staggering
Time integration Two time-level iterative implicit
Vertical coordinate
(Girard et al. 2014)
Vertical staggering
et al. 2014)

Latitude-longitude Yin-Yang (Qaddouri and Lee

Arakawa C-grid (Arakawa and Moorthi 1988)

Hybrid terrain-following log-hydrostatic pressure

Thermodynamic and dynamic variables (Girard

2002)

Latitude-longitude limited-area (Skamarock et al.
2019)

Arakawa C-grid (Arakawa and Moorthi 1988)

Third-order Runge-Kutta (Wicker and
Skamarock 2002)

Hybrid terrain-following dry mass (Park et al.
2013)

Geopotential and vertical motion (Skamarock
et al. 2019)

Physical parameterization suite

Boundary layer
Cowan and Zadra 2015)
Deep convection

1.5-order closure (Bélair et al. 1999; McTaggart-

Mass flux based on Kain and Fritsch (1990, 1992)

First-order YSU closure (Hong et al. 2006)

Mass flux based on Kain (2004)

Microphysics Gridscale condensation (Sundqyvist et al. 1989) Five-category single-moment WSM5 (Hong et al.
2004)

Radiation Correlated-k (Li and Barker 2005) None

Shallow convection Mass flux based on Bechtold et al. (2008) None

Nolan (2011) to be capable of generating reliable simulations®
of tropical cyclone evolution in a range of tropical environments.

c¢. Testing protocols and intercomparison projects

Each experimental protocol and intercomparison described
in this section serves a specific purpose within the hierarchy of
complexity as shown schematically in Fig. 1. The protocols are
associated graphically with complexity through the width of
the colored background to create an hourglass shape that rep-
resents the hierarchy. Additional detail is provided by the col-
ored panels at the right-hand side of the plot, which identifies
the potential systematic error sources present at each step.

1) GDPS FORECAST SEQUENCES

The primary testing protocol for GDPS development con-
sists of 10-day forecasts initialized from operational analyses
for 2.5-month periods covering the boreal winter and summer
seasons. Because of this study’s focus on Northern Hemi-
sphere tropical cyclones, the mid-June—August 2019 period is
employed, with initializations at 36-h intervals for a total of
54 integrations. The model configuration follows that of the
operational system, using a 0.135° Yin—Yang global grid with
84 levels that extend to 0.1 hPa. The first thermodynamic level

!The term “simulation” is used generically throughout this
study. Whether specific simulations could be further subcatego-
rized as “forecasts” or “hindcasts” depends on the context of the
relevant experimental protocol. These distinctions do not impact
interpretations of the results or the conclusions and have, there-
fore, been avoided in favor of consistency.
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is positioned at ~10 m above the surface, with 13 levels below
850 hPa in a standard atmosphere.

Although the operational GDPS forecast integration is cou-
pled to ocean and sea ice models (Smith et al. 2018), the at-
mosphere-only configuration used for GEM development and
within the data assimilation system is employed throughout
this study. Full coupling reduces mean tropical cyclone inten-
sities by 1-2 m s~ !, compounding the weak-intensity bias al-
ready present in atmospheric predictions. Although there is
no reason to believe that the sensitivities documented in this
study will be significantly altered by ocean coupling, coupled
forecast sequences will be needed to confirm this assertion.

2) THE DIMOSIC INTERCOMPARISON PROJECT

Standard comparisons of operational model predictive skill are
complicated by the fact that initial-state differences have significant
impacts on short- and medium-range guidance. The Different
Model Same Initial Conditions (DIMOSIC) project was designed
to remove this source of uncertainty (Magnusson et al. 2022).

All participants use operational ECMWEF analyses (section 2a)
to initialize their models at 3-day intervals over a 1-yr period
from 6 June 2018. The result is a set of 122 ten-day simulations
that diverge solely because of model differences. These data are
regridded onto a common 0.5° global grid and made available to
the community for further study. The GEM configuration used
in the DIMOSIC project follows that of the atmosphere-only
GDPS described above.

3) THE DCMIP2016 INTERCOMPARISON PROJECT

A stronger constraint on potential sources of differences
across models is found in the 2016 Dynamical Core Model
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Protocol / Complexity

Section Objective
31 GDPS
3.2 DIMOSIC

33 DCMIP2016

4 Trop. Channel
5.1 DCMIP2016
5.2 DIMOSIC
53 GDPS

MONTHLY WEATHER REVIEW

Identify bias in operational system
Eliminate analysis as potential source

Focus on model’s dynamical core

Confirm dynamical core sensitivity
Compare intensity with global systems

Evaluate impact on operational forecasts

VOLUME 152

Potential Sources

Analysis Physics

Dynamics

Identify root cause and conditional sensitivities ? ?

FIG. 1. Schematic of the hierarchy of modeling complexity used in this study. Blue shading indicate steps that occur
prior to the correction of the weak-intensity bias, while red backgrounds represent postcorrection steps. The gray
background and question marks for the tropical channel (“Trop. Channel”) protocol represents the execution of mul-
tiple experiments as error sources and sensitivities are assessed. The “Analysis” heading in the description of potential
sources includes both initial and lower boundary conditions, while the “Physics” heading refers to the model’s suite of

physical parameterizations (Table 2).

Intercomparison Project (DCMIP2016; Ullrich et al. 2017), a
protocol that includes simulation of a semi-idealized tropical
cyclone using a highly simplified set of physical parameteriza-
tions (Reed and Jablonowski 2011, 2012). The configuration con-
sidered here employs a Kessler (1969) warm-rain scheme and a
first-order turbulence closure (Reed and Jablonowski 2012).

All DCMIP2016 simulations use a 25-km variant of the
GDPS configuration that is more consistent with the origi-
nal protocol specifications (~0.5° grid) than the operational
15-km grid spacing. This permits direct comparison with
Reed and Jablonowski (2012) and Willson et al. (2023), while
avoiding the structural sensitivities noted in higher resolution
runs initialized with the broad gyre-like circulation defined
by the protocol. Use of an updated model version and the
GDPS-like configuration relevant to this work means that
the DCMIP2016 results shown here differ from the original
project contribution.

4) THE TROPICAL CHANNEL FRAMEWORK

A second semi-idealized framework is used to assess model
sensitivities in an f-plane tropical aqua-channel configuration
(f= 15 x 1073571 ~20°N). Initial conditions are based on the
Jordan (1958) thermodynamic profile over 28°C waters at
20°N. Shear is weak, with 5 m s~ ! easterly winds between the
surface and 850 hPa relaxing via a cosine function to 0 m s~
at 200 hPa. Meridional temperature and pressure gradients are
adjusted to thermal wind balance using the iterative procedure
described in the appendix of Nolan (2011). This scheme also
supports the insertion of a balanced tropical cyclone-like proto-
vortex with maximum winds of 15 m s~ ' at 1500-m altitude.
This weak initial circulation is expected to strengthen given the
75 m s~ (900 hPa) potential intensity of the prescribed envi-
ronment (Emanuel 1988). This semi-idealized configuration
precludes the investigation of complexities associated with
landfalling tropical cyclones by design. The robustness of the
study’s results will instead be assessed by subsequent steps
back up the hierarchy of complexity (Fig. 1).

Although this protocol is a useful way to connect simplified
frameworks to the GDPS configuration, it has no analytic so-
lution and it is not part of a broader intercomparison project.
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This means that the quality of GEM simulations cannot read-
ily be evaluated in either an absolute or a relative sense. To
fill this interpretation gap, results from a WRF simulation are
used as a reference solution. The WRF domain is zonally peri-
odic with free-slip boundary conditions at the north and south
walls. It consists of 480 X 320 points with 15-km grid spacing
and 60 levels extending to 20 km (Nolan et al. 2013). The
same grid spacing is used in the 450 X 290 GEM configura-
tion; however, 84 vertical levels extend to 0.1 hPa (~65 km;
McTaggart-Cowan et al. 2019b) and the domain is nested
within the prescribed environmental conditions at the lateral
boundaries. To ensure consistency between the simulations,
the WREF initialization fields are interpolated directly onto
the GEM grid, with a constant Brunt-Viisdld frequency
(0.02 s71) and no vertical shear above 20-km altitude.

The tropical channel protocol is simplified by activating
only those parameterizations that represent physical pro-
cesses essential for tropical cyclone intensification. In the
WREF reference, this means that only the planetary boundary
layer, deep convection, and microphysical schemes are active
(Table 2). Tight connections between the deep convection
scheme and two other forms of moist convection in GEM
(shallow and low-CAPE; McTaggart-Cowan et al. 2019b)
mean that they are also retained in GEM simulations unless
otherwise noted. Although radiative heating is known to im-
pact the structure (Trabing et al. 2019) and intensity (Wu et al.
2020) of simulated storms, its effects typically remain second-
order compared to those of convective heating and turbu-
lence. More importantly, the complexity of cloud-radiation
interactions (Fovell et al. 2016; Ruppert et al. 2020) introdu-
ces additional indirect sensitivities that complicate interpreta-
tions of the results. For these reasons, no radiation scheme is
used in this protocol.

To ensure the robustness of conclusions drawn from the semi-
idealized framework, an ensemble comprising 10 perturbed
members augments the unperturbed control for all GEM simu-
lations. Inspired by Van Sang et al. (2008), random gridpoint
meridional wind perturbations drawn from a uniform distribu-
tion over [—0.01, 0.01 m s~ '] are added to the lowest prognostic
level. This perturbation strategy is not intended to represent
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typical analysis uncertainty; it simply promotes the decorrela-
tion of convective-scale elements across the ensemble without
directly affecting mean-state evolution, thereby decreasing the
sensitivity of the results to stochastic processes (Trabing et al.
2019).

d. Tropical cyclone tracking

Two different tropical cyclone tracking algorithms are used
in this study. Each is used in its respective context for compar-
ison with previous results and to avoid conflating model and
tracker sensitivities. The adopted criteria ensure that tracking
results focus on well-defined tropical cyclones rather than
open waves or nascent vortices.

Tropical cyclone tracking at the CMC employs a variant
of the Sinclair (1997) vorticity algorithm. A Cressman (1959)
filter with a radius of 300 km is first applied to sea level pres-
sure to remove subsynoptic-scale structures, followed by identi-
fication of local minima. To be classified as a tropical cyclone,
the candidate low must have a maximum in cyclonic 850-hPa
relative vorticity that exceeds 5 X 107> s~ ! within a radius of
150 km, a 250-850-hPa thickness maximum > 9350 m within
150 km, peak 10-m winds that exceed 11 m s~ ! within 225 km,
and 900-600-hPa thickness asymmetry < 25 m averaged over a
500-km radius (Sinclair 2004). A track is generated only if the
cyclone persists for 24 h or more in the forecast. Tests with
the CMC algorithm confirm that the average number of
tracked cyclones present during the summer 2019 testing
period [section 2¢(1)] closely matches best track data (2.3
and 2.4, respectively) and that tracking is relatively insensi-
tive to reasonable changes to the criteria listed above.

Tropical cyclone evaluation in the DIMOSIC project is
based on the Harris et al. (2016) tracking algorithm (Chen
et al. 2023). This technique also uses the smoothed sea level
pressure field to identify candidate centers. The 850-hPa
cyclonic relative vorticity threshold used in this algorithm is a
more permissive 15 X 1077 s 1, with the additional condition
of a mean 500-300-hPa temperature anomaly > 2 K within
500 km of the center applied to identify warm-core cyclones.
To be tracked as a tropical cyclone, the candidate center
needs to persist for at least 72 h and must maintain a warm
core for at least 36 consecutive hours and 48 h in total over
10-day DIMOSIC forecasts.

e. Diagnostic and evaluation techniques

Calculations of azimuthal mean quantities begin with a re-
projection of model fields into storm-centered cylindrical co-
ordinates using bicubic interpolation. The cylindrical grid is
defined with 11-km radial and 3° azimuthal grid spacing. This
configuration yields approximately isotropic grid cells at a ra-
dius of 2° and avoids sampling-induced aliasing within ~3° of
the center.

Uncertainty is assessed whenever possible using 1000-member
bootstrapping with replacement to compute 95% confidence in-
tervals for the mean values shown in plots. When the mean of
one set of results lies outside the confidence interval of another,
the null hypothesis of equal means can be rejected at the 95%
level.
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3. Prevalence of the weak-intensity bias in GEM

Differences between the intensity of simulated tropical cy-
clones and best track estimates are expected in relatively low-
resolution global NWP models (Davis 2018). Although the
GDPS employs a 0.135° (15 km) grid, its effective resolution
approaches ~120 km based on free-tropospheric kinetic en-
ergy spectra [Skamarock (2004); not shown]. In addition to
underresolving relevant features, (Rogers et al. 2015), the
~225-km? footprint of GDPS grid cells means that modeled
winds suffer from representativeness errors when compared
to maximum wind estimates (Knaff et al. 2021). Despite these
limitations, the results described in this section show that the
GDPS suffers from more severe weak-intensity biases than do
equivalent NWP systems.

a. A weak bias in operational GDPS predictions

The expectation of underprediction has meant that weak
storms in the GDPS have not historically been considered a
major problem. Recent changes to physical parameterizations
have improved tropical cyclone predictions in general (Zadra
et al. 2014; McTaggart-Cowan et al. 2019b); however, mean
72-h intensity errors remain approximately —7 m s~ ! (6 hPa)
for the limited sample (34) of tropical cyclones in the summer-
2019 period [section 2¢(1)].

Annual WGNE tropical cyclone assessments performed by
the JMA have indicated that these biases are larger than
those of other global modeling systems (Yamaguchi et al.
2017). An updated 2021 assessment (Fig. 2) confirms that
there has been no notable improvement in GDPS biases de-
spite model upgrades and the reduction of grid spacing from
0.35° to 0.135° over the intervening period. The model contin-
ues to suffer from a conditional intensity bias: tropical
cyclones with best track central pressures above 980 hPa are
associated with a limited weak-intensity bias, while stronger
storms suffer from a large intensity deficit (Fig. 2a). Other
global modeling systems included in the assessment appear to
be more capable of representing the full range of storm inten-
sities (Figs. 2b—d), with the UKMO model predicting particu-
larly strong storms (Fig. 2c).

An important caveat is that GDPS data continue to be re-
trieved on a 1° grid for the WGNE evaluation, while datasets
for the other systems follow the native model grid more
closely (annotations in Fig. 2). The impact that this inconsis-
tency has on the results is difficult to quantify; however, this
assessment suggests that the GDPS remains an outlier in
terms of tropical cyclone intensity biases.

b. Constraining analysis uncertainty with DIMOSIC

The influence of differing initial and lower boundary con-
ditions on simulated tropical cyclone intensity is impossible
to determine based on the evaluation of operational guid-
ance alone. However, the DIMOSIC project eliminates this
uncertainty to permit a more direct evaluation of model be-
havior [section 2c(2)]. Chen et al. (2023) show that the
GDPS-configured GEM model (labeled as “CMC” in their
Fig. 5) lies on the weak-cyclone end of the predicted intensity
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WGNE Evaluation for ECMWF (2021)
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FIG. 2. Scatterplot of 72-h model-predicted (ordinate) vs best track estimated (abscissa) central pressures of tropical
cyclones across the global domain in 2021, assessed as described by Yamaguchi et al. (2017). Results are shown for
the operational global guidance generated by the (a) CMC (the GDPS), (b) ECMWEF, (c) UKMO, and (d) JMA. The
diagonal is indicated with a dashed gray line on each panel for reference. The native grid spacing for each model is
labeled as “Model,” while the spacing of the latitude—longitude grid used to retrieve forecasts is labeled as “Data” on

each panel.

distribution, with global mean biases of approximately —15ms ™"

(15 hPa).

Using a reference model with 13-km grid spacing, Chen
et al. (2023) show that the impact of aggregation onto the
0.5° DIMOSIC exchange grid is roughly —4 m s~! (5 hPa).
Although this operation explains much of the difference
in bias estimates between DIMOSIC and the GDPS eval-
uation described above, the underlying systematic error
remains evident. Its reproduction under DIMOSIC con-
straints and in the presence of significant changes in ana-
lyzed tropical moisture (Magnusson et al. 2022) suggest
that the GEM model itself is a leading source of the GDPS
bias: contributions from atmospheric and SST analyses appear
to be limited.
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c¢. Focusing on the dynamical core with DCMIP2016

Despite the constraints applied in the DIMOSIC project,
the complexity of full-model intercomparison makes it diffi-
cult to identify candidate sources of the weak-intensity bias
within GEM. The DCMIP2016 tropical cyclone test repre-
sents a step down in the hierarchy of model complexity that
eliminates initial condition, lower boundary and model phys-
ics differences simultaneously [section 2¢(3)].

Despite developing in an environment that is highly favor-
able to tropical cyclone intensification, wind speeds in the
25-km GEM-simulated storm reach only 20 m s~' (970 hPa;
Figs. 3a,b). These results resemble those of the T340 spectral
semi-Lagrangian dynamical core employed by Reed and
Jablonowski (2012), standing in stark contrast to the intense
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FIG. 3. Time series of (a) tropical cyclone minimum central pressure (hPa) and (b) maximum first-level wind speed
(m s~ ') in the DCMIP2016 tropical cyclone test case using the project-specified simplified physical parameterization
package with 25-km grid spacing. (c) The storm-centered tropical cyclone wind field at the second model level
(approximately 200 m above the surface) and (d) radius-height section of azimuthally averaged wind speed are
shown after 240 h of integration (m s~ ') as indicated on the color bars. Although an updated color palette is used
here for accessibility, readers interested in making a direct comparison to Fig. 5 of Reed and Jablonowski (2012)

may refer to section S2 of the supplemental material.

storms depicted by other formulations (their Fig. 6). Differ-
ences are not restricted to the lower-level structure of the
storm (Fig. 3c): the GEM weak-intensity bias extends through-
out the troposphere.

These results suggest that the GEM dynamical core con-
tributes to the weak-intensity bias. However, the relatively
coarse resolution prescribed by the protocol complicates
quantitative interpretation of DCMIP2016 sensitivities in the
GDPS context.

4. Root cause analysis using the tropical
channel framework

The persistence of a weak-intensity bias in increasingly sim-
plified contexts motivates another step down the hierarchy of
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complexity. This will allow us to identify the root cause of the
error in a GDPS-like configuration within a framework that is
sufficiently constrained to limit the potential for error com-
pensation as possible solutions are explored. The relevant
characteristics of the simulations described in this section are
summarized in Table 3 for reference.

a. Reference and control integrations

Both the WREF reference and GEM control simulations
predict the development of the initial vortex into a tropical
cyclone over the eight days of integration (Fig. 4). However,
the storm characteristics are dramatically different in the two
models.

The strength of the circulation in the WRF reference simu-
lation remains steady over the first 48 h of integration (Fig. 4),
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TABLE 3. Reference for simulations using the tropical channel framework discussed in section 4. Additional details about specific
configurations and terminology are provided in the text.

Name Model Physical parameterizations Off-centering Type Sections Plotting color
GEM control GEM GDPS physics 0.6 Ensemble 4a, 4b, 4c Blue
OFFBS GEM GDPS physics 0.5 Ensemble 4c Magenta
OFFB51 GEM GDPS physics 0.51 Ensemble 4c, 4d Red
PHYWRF GEM Unified WRF-type physics 0.51 Ensemble 4d Green
PHYWRFo GEM Unified WRF-type physics 0.6 Ensemble 4b Orange
WREF reference WRF Nolan (2011) WRF physics — Deterministic 4a, 4b, 4c, 4d Black

at which point a convective outbreak initiates rapid intensifi-
cation (Kaplan et al. 2010). The wind field in the WRF refer-
ence simulation contracts throughout this phase in response
to sustained latent heating and precipitation within the radius
of maximum wind (Fig. 5a; Stern et al. 2015; Smith and
Montgomery 2016; Rogers 2021). The tropical cyclone’s structure
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FIG. 4. Time series of (a) tropical cyclone minimum central
pressure (hPa) and (b) maximum 10-m wind speed (m s ') under
the tropical channel framework. The WREF reference simulation re-
sults are shown in a black solid line, while the results for the GEM
control ensemble are shown in blue. Light shading covers the range
of values spanned by the ensemble, while dark shading indicates
the 95% confidence interval for the ensemble mean. The results
for the unperturbed control member are shown with a thin solid
line for reference.
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becomes very compact (Fig. 5b), consistent with the neglect
of radiative transfer (Fovell et al. 2016). There is little evi-
dence of outer rainbands (Fig. 5a) because subsidence in the
secondary circulation effectively suppresses convection be-
yond the eyewall (Fig. 5c). The storm remains in a quasi-
steady mature state for nearly 24 h (from 120 to 144 h; Fig. 4),
with a central pressure near 920 hPa and wind speeds nearing
60 m s '. The inner core expands progressively thereafter
(Fig. 5a), leading to weakening over the final 48 h of integra-
tion (Fig. 4).

The GEM-simulated tropical cyclone intensifies slowly over
the first 48 h of the simulation, temporarily achieving a lower
central pressure than the WRF reference (Fig. 4). Although
development accelerates after this time, the deepening rate
never meets the rapid intensification threshold (Kaplan et al.
2010). The circulation in the GEM control integration re-
mains much broader and more diffuse than the WRF refer-
ence, even as it nears peak intensity (Fig. 6b). Active outer
rainbands (Figs. 6a,b) limit tropical cyclone strength (Wang
2009) despite environmental subsaturation (Cornforth and
Hoskins 2009), resulting in a poorly developed secondary cir-
culation (Fig. 6¢). These features promote secondary eyewall
formation (Wang and Tan 2020; Rozoff et al. 2012) despite
the fact convective rings are not typically observed in such
weak storms (Willoughby et al. 1982). The associated eyewall
replacement cycles (Sitkowski et al. 2011) are responsible for
periodic intensity fluctuations in the GEM control (Fig. 4b).

Differences in intensification rate between the WRF refer-
ence and GEM control may indicate that the models favor dif-
ferent forms of deepening (Holliday and Thompson 1979;
Ryglicki et al. 2018; Judt et al. 2023); however, there is no inde-
pendent way to evaluate the relative accuracy of the depic-
tions. What is more certain is that the weak-shear environment
is ideal for the development of a vortex whose strength
approaches its potential intensity [900 hPa and 75 m s !;
section 2¢(4)]. Even qualitatively accounting for the underreso-
lution of the tropical cyclone core in these model configura-
tions, it is clear that the WRF reference better represents
expected storm strength than the GEM control. This reproduc-
tion of the weak-intensity bias makes the tropical channel
framework an ideal test bed for identifying the leading factors
that contribute to this systematic error.

b. Sensitivity to physical parameterizations

A logical place to begin the search for specific factors con-
tributing to a tropical cyclone weak-intensity bias is the
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model’s suite of physical parameterizations. Underestimation
of surface enthalpy fluxes or deficits in condensation heating
would directly contribute to insufficient vortex strength by de-
priving the system of its primary energy source. Minimizing
parameterization differences between the GEM control and
WREF reference configurations is an efficient way to determine
the potential impact of physical process representation on
GEM’s weak-intensity bias. Although each parameterization
change was tested individually, for brevity only their com-
bined effects on the simulation are discussed.

Surface exchange coefficients in the WRF reference are com-
puted with the “isftcflux = 1” configuration [Eq. (10) of Green
and Zhang (2013)]. This formulation limits the momentum
roughness length at high wind speeds (Powell et al. 2003) and
holds the scalar roughness length constant (Fig. 7a). Replacing
GEM estimates with these values is expected to increase storm
intensity by enhancing moist enthalpy fluxes as the circulation
accelerates in a reduced-drag environment (Fig. 7b).

The turbulent fluxes serve as the lower boundary condition
for the boundary layer parameterization, which represents
vertical eddy transports. The TKE-based closure used in
GEM (Bélair et al. 1999; McTaggart-Cowan and Zadra 2015)
differs significantly from the parameterized K-profile closure
of WRF’s YSU scheme (Hong et al. 2006). Unification was
therefore only achievable through the implementation of the
latter in the GEM physics suite. With this addition, the two
models have similar representations of unresolved turbulence
and boundary layer depth.

Although deep moist convection is parameterized using
variants of Kain and Fritsch (1993) in both models, important
differences have evolved over time. The GEM implementa-
tion has thus been modified to resemble its WRF counterpart
more closely. Convective momentum transport has been re-
moved and the convective velocity scale-based trigger func-
tion (McTaggart-Cowan et al. 2019b) has been replaced
with the Kain (2004) LCL-based trigger. Although these
modifications are known to produce inferior guidance in
general, they harmonize key components of the parameteri-
zation. Similarly, the shallow convection and low-CAPE
schemes used in GEM are deactivated to unify the model
configurations.

The WSMS microphysics scheme employed in the WRF
reference is more advanced than the Sundqvist et al. (1989)-
based condensation scheme used in the GEM control. How-
ever, GEM tests using the Predicted Particle Properties (P3)

—
line, discontinuous to indicate the development of secondary wind
maxima. A dashed gray line indicates the 144-h lead time. (b) The
144-h precipitation rate [plotted as in (a)] and 10-m winds with
short, long, and pennant barbs indicating 2.5, 5, and 25 m s!
winds, respectively. Barbs are only plotted for values > 17.5ms ™",
indicative of tropical storm-force winds. The 2° and 3° storm-centered
range rings are plotted using dashed lines in (b) for reference.
(c) The radius-height section of the 144-h azimuthally averaged sec-
ondary circulation (vectors as shown in the reference inset, with small
magnitudes masked), and radial wind speeds color shaded (ms™') as
shown on the color bar.
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scheme (Morrison and Milbrandt 2015) reveal little sensitivity
in this case, consistent with equivalent WRF integrations that
use alternative microphysical options (not shown) and full-
complexity simulations of strong storms in the tropics (Park
et al. 2020). In light of these results and the lack of radiative
feedback in this protocol, no change was made to GEM’s rep-
resentation of gridscale clouds and precipitation.

The GEM configuration resulting from this unification of
surface flux, turbulence and moist convective processes is
identified as PHYWRFo (the reason for the appended “0”
will become apparent in section 4c). The model appears to
be unphysically insensitive to these fundamental changes to
key parameterizations (Figs. 8a,b). The weak-intensity bias
persists despite increased rainfall within the radius of maxi-
mum wind (Fig. 8c). Although inward-propagating bands no
longer perturb the circulation, the simulated storm is unable
to sustain a cloud-free eye. This allows us to conclude that
the weak-intensity bias likely lies outside GEM’s suite of
physical parameterizations.
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c. Sensitivity to dynamical core configurations

The search for potential error sources in the dynamical core is
guided by preliminary DCMIP2016 results (section 3c). Reed
and Jablonowski (2012) hypothesize that the weak-intensity bias
that they observe in their spectral semi-Lagrangian dynamical
core is related to excessive numerical dissipation. Despite signifi-
cant formulation differences, this conjecture is valuable guidance
for the root cause analysis in GEM.

1) USE OF OFF-CENTERING IN GEM

The GEM dynamical core employs iteratively implicit time
discretization in conjunction with semi-Lagrangian advection
(Girard et al. 2014). The model equations are represented in
the following form:

dF,

+ G, =
dt G =0

1
where F; is a prognostic variable with dynamical forcings G; for
the ith equation. Adopting a two time-level scheme, Eq. (1) is
discretized using the trapezoidal rule as

FA — FD

T bG{ + (1 - b)GP =0,

@

for time step 6t, where superscript “A” refers to the trajectory
arrival location at time ¢, while superscript “D” refers to the
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computed trajectory departure point at time ¢t — &¢. Most im-
portant for the current discussion is b, an off-centering param-
eter introduced to control the resonant growth of spurious
structures generated by sharp gradients in flows whose Cou-
rant number approaches or exceeds unity (Rivest et al. 1994).
This parameter is also known as the “decentering” or “time
weighting” parameter and is related to the e = 2b — 1 used by
Jablonowski and Williamson (2011).

2) THE IMPACT OF NUMERICAL DAMPING

A value of b = 0.5 implies no off-centering, such that time
integration scheme reduces to the Crank—Nicholson method.
As b is increased, the damping effects of the technique inten-
sify and the second-order accuracy of the scheme drops to
first-order (Jablonowski and Williamson 2011). Although b
could in principle contain spatiotemporal variability and be
independent for each equation, a single value of b = 0.6 is
currently used in all GEM configurations.

The results of the OFFBS experiment, identical to the GEM
control but with b = 0.5, suggest that Reed and Jablonowski
(2012) were correct to posit that off-centering could limit
simulated tropical cyclone intensity (Fig. 9). The storm undergoes
rapid intensification between 48 and 96 h, with an intensification
rate approaching that of the WRF reference. A quasi-equilibrium
is established for the subsequent 48 h, with a central pressure of
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FIG. 9. Summary of the tropical cyclone in the OFFBS5 simulations, plotted as in Fig. 8.

~935 hPa and maximum winds approaching 50 m s~ * (Figs. 9a,b).
A second phase of intensification takes place thereafter as
eyewall precipitation intensifies near the radius of maximum
wind (Fig. 9c). Central pressures in some members fall below
890 hPa and maximum winds exceed 60 m s~ !, double the
peak values seen in the GEM control.

The OFFBS simulation shows that GEM is highly sensitive
to off-centering in this semi-idealized experiment, an indica-
tion that this may be an important contributor to the model’s
weak-intensity bias in more complete configurations. How-
ever, b = 0.5 is not an admissible value for GEM simulations
that include orography (Subich 2022) and leads to numerical
instability even in this simplified framework when run in non-
hydrostatic mode (not shown). An additional experimental
setup is needed to pinpoint the source of the sensitivity and to
establish a value for b > 0.5 without introducing compensat-
ing errors. For example, insufficient suppression of unstable
modes in the dynamical core could be misdiagnosed as im-
proved storm intensity if they are controlled by excessively
diffusive physical parameterizations.

3) ERROR DESCRIPTION AND MITIGATION USING
VORTEX SPINDOWN

A spindown experiment is designed to evaluate the inherent
numerical dissipation of GEM dynamics through comparison to
an equivalent WRF simulation in the context of a strong tropical
cyclone. The WREF reference simulation is modified to turn off
all physical parameterizations after 144 h of integration, when
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the storm is in its mature phase. This state is also used to initial-
ize dynamics-only GEM simulations. The models’ atmospheres
become adiabatic and inviscid, depriving the storm of the
boundary layer convergence and eyewall heating required to
maintain its secondary circulation. The vortex undergoes an
equivalent barotropic form of spindown through internal dy-
namics (e.g., radiation of waves during balance adjustments) and
the inherent dissipation of the dynamical cores themselves.

The circulation decays quickly in WRF, with the central
pressure of the storm rising from 915 to 975 hPa in just 48 h
(Fig. 10). Weakening rates in GEM depend strongly on the
value of b, with the control integration (b = 0.6) virtually
eliminating the vortex in just 24 h. The circulation persists for
much longer in the OFFBS5 (b = 0.5) configuration; however,
increased temporal variability is indicative of potential noise
problems when off-centering is completely eliminated. The
OFFBS51 experiment (b = 0.51) yields vortex evolution that
closely resembles that of the WRF spindown integration.

The first step in diagnosing the source of this sensitivity in-
volves the inviscid tangential wind budget (Hendricks et al.
2004):

model tendency dynamic forcing
—_

Jv

ot

- v — o’
= —37 + — T — 7 i
W@+ f) W Wl - w

residual acceleration

+ D,
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where v and u are the tangential and radial wind components,
w is vertical motion, { is relative vorticity and Dy is a residual
acceleration to be discussed shortly. Overbars indicate azi-
muthal means, and primes denote departures therefrom.
While mathematically well-posed, direct application of Eq. (3)
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to the spindown simulations (Fig. 10) leads to the trivial con-
clusion that the vortex in the GEM control integration is
“weaker because it is weaker.” Instead, we adopt a piggyback-
ing approach (Grabowski 2014) in which the vortex evolution
follows that of the OFFBS simulation and the model predicts
one-step changes away from this state using b = 0.6. Averag-
ing these steps allows us to diagnose the direct impact of off-
centering while remaining fixed to the b = 0.5 slow-decay
solution.

The tangential wind budget for the OFFBS5 simulation reveals
slow vortex spindown (Fig. 11a) despite weak inflow-driven accel-
eration from the dynamic forcings (Fig. 11b). Most relevant here,
however, is the residual acceleration (Fig. 11c). The Dy term in-
corporates all changes to the primary circulation that are not cap-
tured by the inviscid momentum equation, including the effects of
numerical dissipation in the dynamical core. Residual acceleration
in the OFFB5 simulation does not exceed 5 ms™! h™!, consistent
with the inherent damping of iteratively implicit time stepping
and semi-Lagrangian advection.

The magnitude of Dy increases dramatically when off-
centering is applied in the GEM control configuration (Fig. 11f).
Diagnosed now as the departure from OFFBS5 accelerations to
be consistent with the piggybacking approach, the numerical
deceleration approaches 20 m s~ h™! within the radius of maxi-
mum wind. This drag-like forcing induces radial inflow through-
out the lower troposphere (Fig. 12) as numerically slowed
tangential winds are deflected by the pressure gradient force to
reestablish gradient balance (Fig. 11d and Smith et al. 2009).
The implied deep-layer convergence at the vortex core leads to
rapid filling through a process that is analogous to tropical cy-
clone landfall, but with friction acting throughout the circulation
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instead of only at the surface (Chen and Chavas 2020; Hlywiak
and Nolan 2021).

The reason that off-centering decelerates the primary circu-
lation can be understood through analysis of the pressure
gradient terms on the right-hand side of GEM'’s discretized
momentum equation:

vA — yD

T —bR (T, Vinp)* — (1 — b)R (T, Vinp)”

+ bS4 + (1 — b)SP, 4)

where T, is the virtual temperature, p is pressure, R, is the
gas constant for dry air, and the S terms represent additional
forcings. A schematic representation of this expression shows
that when b = 0.5 (Fig. 13a) the pressure gradient force is
valid at the time-centered linear trajectory midpoint and is
therefore perpendicular to the tangential wind on the vortex
segment as expected for gradient-balanced flow. The trans-
ported wind vector is thus rotated to follow the circular path
without a change in speed.
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When off-centering is introduced, the pressure gradient
force is valid closer to the arrival point and time and is no
longer orthogonal to the trajectory (Fig. 13b). Its orientation
becomes increasingly perpendicular to the arrival wind vector
for larger b (Fig. 13c), with a projected component tangent to
the arc midpoint that opposes the flow along the full trajectory:

¥ )
4
D, = fX(r—fv where y =2(b - !/ )tan(v—&) (5)
PGF m ’ 2 2w P

as derived in appendix A (yellow arrows in Fig. 13). This
means that the pressure gradient force actively slows the
tangential wind rather than simply rotating the vector to
maintain the steady-state circulation, a numerical error that
disappears for b = 0.5 and in the small-step limit. Comparison
of Figs. 11f and 14 shows that Dpgr explains the full structure
of the residual acceleration (D7). This misalignment of the
pressure gradient force therefore drives the spindown of the
vortex in the simulation.

This “balance of forces” description of off-centering-induced
spindown does not depend on 3D vortex structure and can be
similarly diagnosed in the shallow water system (appendix B).
Application to a tropical cyclone-like circulation shows that
three separate regimes of tangential accelerations exist, all of
which suffer from numerical drag on the tangential wind that is
first order in &t. The friction-like forcing is strongest where the
outer boundary of the vortex core meets the inner edge of the
eyewall, exactly where maximum Dpgp-induced deceleration is
observed (Fig. 14). Even small off-centering in the shallow
water context therefore yields rapid vortex decay as in the full
3D case (cf. Figs. 10 and B2).

4) THE IMPACT OF REDUCED OFF-CENTERING

Returning to the original semi-idealized configuration, the
tropical cyclone in OFFB51 undergoes a period of rapid in-
tensification to reach a mature-state intensity that is similar to
that of the WREF reference (Fig. 15). Although the storm still
possesses inwards-propagating rainbands (Fig. 16a), they are

b=0.5
No Off-Centering

b=0.6
Control Off-Centering

b=1
Full Off-Centering

(0,0) X (0,0) X (0,0) X
FIG. 13. Schematic of the impact of off-centering values of (a) 0.5, (b) 0.6, and (c) 1.0 for a vortex centered at the origin. Wind vectors

are shown as red arrows, the computed pressure gradient force (PGF) in blue and the component of the pressure gradient force that op-

poses the flow along the trajectory (labeled Dpgp) in yellow in (b) and (c). A linear back-trajectory connects arrival (“A”) and departure

(“D”) points (black dots) with a dashed blue line.
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FIG. 14. Tangential wind acceleration expected for b = 0.6 via
Radius (deg) a

Eq. (5), plotted as in Fig. 11f for direct comparison.

less pronounced than those noted in the GEM control
(Fig. 6a). The tropical cyclone’s primary eyewall contracts to
a scale similar to that of the WRF reference in association
with a strong secondary circulation despite reduced updraft
speeds (cf. Figs. 5 and 16).
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FIG. 15. Time series of tropical cyclone intensity evolution in the
OFFB51 simulations, plotted as in Fig. 4.
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FIG. 17. Summary of the tropical cyclone in the PHY WREF simulations, plotted as in Fig. 8.

The robustness of the simulated storm’s response to off-
centering is assessed through additional sensitivity tests de-
scribed in sections S3 and S4 in the online supplemental
material. Time step reductions (Figs. S3 and S4) lead to pro-
gressively stronger tropical cyclones in b = 0.6 integrations be-
cause the associated drag scales with ¢ [Eq. (5)]. The OFFB51
configuration shows much-reduced &t sensitivity until other dis-
sipative sources in the dynamical core prevent convergence in
the small-step limit (Fig. S4). Results from the tropical aqua-
channel simulations also appear to be robust to changes in the
prescribed thermodynamic environment, with £10% changes
in relative humidity having no significant impact on storm
strength (section S4 of supplemental material). These results
augur well for OFFB51-based intensity bias reductions in more
complex experimental frameworks.

d. Conditional physical parameterization sensitivity

The development of a strong tropical cyclone in OFFB51
presents an opportunity to revisit the sensitivities to model
physics diagnosed in section 4b. The question to be answered
here is whether the weak-intensity bias induced by aggressive
off-centering (b = 0.6) dampened the response to changes
in the surface flux, boundary layer and deep convective pa-
rameterizations. The PHYWRF configuration considered here
is therefore identical to PHYWRFo except that b = 0.51 such
that the final “0” (off-centered) is removed from the experiment
name. The results of the PHYWRF simulation are compared to
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those of OFFB51 to isolate sensitivities to physical parameteriza-
tions in the reduced-dissipation context.

The simulated tropical cyclone intensity in PHYWREF slightly
exceeds that of OFFB51 (Figs. 17a,b). Although this appears to
imply that the results are once again unphysically insensitive to
fundamental parameterization changes, the structure of the sim-
ulated storm tells a different story.

The remaining inward-propagating rainbands in OFFB51
that limit intensification by repeatedly depriving the inner
eyewall of moist enthalpy and momentum fluxes (Houze et al.
2007; Zhou and Wang 2011) are absent from the PHYWRF
integrations. This reduces intensity fluctuations and ensemble
spread (Figs. 17a,b) as the simulated eyewall maintains a
strong, coherent structure throughout the storm’s mature
phase (Fig. 17¢). This important storm-scale process distinc-
tion yields a tropical cyclone in PHYWRF whose structural
evolution resembles that of the WRF reference (cf. Figs. 5a
and 17¢).

One aspect of the storm life cycle that remains distinct be-
tween the models is the gradual intensification over the first
48 h of all GEM integrations (e.g., Figs. 17a,b). Although po-
tentially related to increased heating and precipitation in the
near-storm environment, the source of this model-specific be-
havior has not been identified.

The overall similarity between PHYWRF and the WRF
reference shows that expected physical responses emerge
once the excessive dissipation in GEM is controlled. This
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FIG. 18. Summary of DCMIP2016 results for the 25-km OFFB51 configuration, plotted as in Fig. 3.

highlights the importance of considering conditional sensi-
tivities even in reduced-complexity protocols, particularly
when experiments [e.g., the spindown test described in
section 4¢(3)] can be used to constrain key components of
the system.

5. Assessing the impact of reduced off-centering

Simulations using the tropical channel protocol have al-
lowed us to identify and mitigate the root cause of the weak-
intensity bias. However, the next steps back up the hierarchy
of complexity (Fig. 1) require the selection of a more complete
GEM configuration based on one of two potential candidates:
OFFB51 or PHYWREF. Both yield storms whose strengths ap-
proach the potential intensity (Fig. 17), making it impossible
to dismiss either of them on theoretical grounds.

A practical consideration is that the success of subsequent
steps will be evaluated against results from the current opera-
tional model. Because this configuration has been optimized
for skill across a broad range of metrics, minimizing changes
to it will reduce the risk of disrupting the well-balanced system
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(Hourdin et al. 2017; Tuppi et al. 2023). The OFFBS51 configu-
ration has therefore been selected to serve as the basis for fur-
ther assessment, a choice that amounts to adopting b = 0.51 in
the GDPS-like configurations discussed in section 3. The im-
pact of this change in isolation can therefore be documented
as complexity is reintroduced.

a. Impact on the DCMIP2016 simulation

Reduced off-centering yields a substantial increase in tropical
cyclone intensity in the DCMIP2016 simulation (Figs. 18a,b).
The compact cyclonic circulation (Fig. 18c) also extends to a
greater altitude, with 15 m s™! winds extending throughout the
depth of the troposphere (cf. Figs. 3d and 18d). These changes
bring GEM results more in line with those of other participating
models [e.g., Fig. 8 of Willson et al. (2023)].

The increase in tropical cyclone intensity with b = 0.51 is
also evident in the wind-pressure relationship (Fig. 19), with
OFFBS51 results shifted to higher intensity along model-
derived wind-pressure curves. Although there is no observa-
tional reference in the DCMIP2016 protocol, this change in
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FIG. 19. Wind—pressure relationships for 25-km simulations using
the DCMIP2016 tropical cyclone protocol. Minimum central pres-
sure (abscissa) and maximum azimuthally averaged 1000-m winds
(ordinate) are plotted at 6-h intervals for participating models as in
Fig. 6 of Willson et al. (2023). Results of the 25-km GEM control
and OFFB51 configurations are shown with large, black-outlined
blue and red symbols, respectively. Empirical quadratic wind—
pressure relationships for each participating model are shown in
thin solid lines whose color matches that of the corresponding
points. Model acronyms in the legend follow the definitions in
Table 4 of Willson et al. (2023), including the Energy Exascale
Earth System Model (ACME-A), the Community Atmosphere
Spectral Element Model (CAM-SE), the Finite Volume Module
of the Integrated Forecasting System (FVM), and the Nonhydro-
static Icosahedral Atmospheric Model (NICAM).

gradient-balanced intensity is consistent with increased model
resolution (Magnusson et al. 2019). The implied increase in
GEM’s effective resolution directly increases model efficiency
by enhancing the accuracy of the solution without additional
computational cost (Skamarock 2004).

b. Impact on DIMOSIC intercomparison

The impact of reduced off-centering on tropical cyclone in-
tensity in the DIMOSIC simulations shows that the sensitivity
documented in more simplified contexts is robust in full GEM
configurations (Fig. 20). A 2.5 m s~ ! (5 hPa) mean intensity
increase (Figs. 20a,b) yields similar reductions in root-mean-
square errors (Figs. 20c,d) to bring GEM results into line with
those of equivalent participating models.

Although this investigation focuses on tropical cyclone inten-
sity, the changes in storm depth noted above (Fig. 18d) have
the potential to affect track predictions (DeMaria et al. 2022).
The year-long design of the DIMOSIC protocol provides suffi-
cient sampling of events to reveal an improvement in track
guidance through 60 h (Fig. 21a). Although relatively modest in
absolute terms, errors are reduced by nearly 50% with respect
to the operational ECMWF benchmark (Fig. 21b).

c. Implementation in the GDPS

The promising results obtained in simplified contexts pro-
vide motivation for testing the OFFB51 configuration in a full
GDPS forecast sequence [section 2¢(1)]. As an incremental
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step made without system rebalancing, the results discussed in
this section should be considered a checkpoint in ongoing
model development rather than an end point in themselves.
In addition to the evaluation of tropical cyclone predictions in
the operational system presented here, an analysis of the im-
pact of adopting b = 0.51 on global guidance is provided in
supplemental material (section S5). Changes to headline
scores are modest; however, the model’s kinetic energy spec-
trum and depiction of the strong winds in the stratospheric
polar vortex appear to be improved.

In terms of tropical cyclones, this final step of the investiga-
tion confirms that the OFFB51 configuration of the GDPS
yields the expected reduction in the system’s weak-intensity
bias (Fig. 22). Maximum wind speeds increase by up to 3 ms™*
as central pressures drop by nearly 5 hPa. The increase of mean
storm strength with lead time is consistent with the imprint of
the model’s weak-intensity bias on the initializing analysis.

Other standard tropical cyclone statistics do not show signifi-
cant sensitivity to off-centering (not shown). For track forecasts,
this result remains consistent with the DIMOSIC assessment
given that day-1-3 improvements are unlikely in GDPS forecast
sequences initialized with excessively weak storms. Both inten-
sity and track results highlight the need for a full data assimila-
tion cycle based on the OFFB51 configuration.

6. Discussion

A hierarchy of modeling complexity was used in this study
to identify the source of a tropical cyclone weak-intensity bias
in the Global Deterministic Prediction System (GDPS). The
presence of the bias was confirmed at each step toward a
semi-idealized framework based on a simplified model config-
uration. The resilience of the bias to fundamental changes to
the physical parameterization suite led to a closer examina-
tion of GEM’s dynamical core that identified off-centering in
the time-stepping scheme as the primary factor limiting simu-
lated tropical cyclone intensity.

A dry vortex spindown test designed to assess numerical dis-
sipation showed the need for dramatic off-centering reduction
(from b = 0.6 to b = 0.51). Subsequent reevaluation of physical
parameterization changes revealed important conditional sensi-
tivities in the model; however, the leading contributor to the
weak-intensity bias remained off-centering itself. This assertion
stayed true as complexity was added back into the system, ulti-
mately leading to the conclusion that tropical cyclone intensi-
ties in the reduced-dissipation GEM configuration resemble
those of other global models with similar nominal resolutions.
Although some rebalancing of physical parameterizations to
account for increased effective resolution may be needed, re-
duced off-centering will serve as an important departure point
for continued system development.

This study highlights the power of hierarchical develop-
ment techniques, applied here as the progressive simplifica-
tion of experimental protocols. As envisioned by Frassoni
et al. (2023), this framework facilitated both the identification
of the error source and its mitigation. The intercomparisons
used throughout the investigation further increased the likeli-
hood that the intensity bias reduction was achieved through
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FIG. 20. Tropical cyclone intensity evaluation from the DIMOSIC project. (a) Minimum central pressure bias and

(c) root-mean-square error are shown (hPa) for a subset of participating DIMOSIC models (black lines with styles as
shown in the plot legends), including the GEM control (blue) and OFFB51 (red) configurations. The 95% confidence
interval for the plotted mean values are semitransparently color shaded for the GEM configurations. Equivalent plots
of (b) maximum 10-m wind speed bias and (d) root-mean-square error are shown (m s~ '). The number of best track
fixes that contribute to the plotted scores is shown in parentheses below the lead times along the abscissa. The zero

line is plotted with gray dashing in (a) for reference.

physically relevant improvements to the simulations, rather
than by error compensations within the system.

The proposed reduction in off-centering is consistent with
progress made by other operational centers that employ im-
plicit or semi-implicit time discretization. Both ECMWF and
Météo France use alternative techniques to control spurious
wave amplification without increasing dissipation or reducing
accuracy (Ritchie and Tanguay 1996). Although this strategy
has been found to decrease forecast skill in GEM, the fact
that ECMWF guidance exhibits a relatively small tropical cy-
clone central pressure bias is consistent with the conclusions
drawn here (Chen et al. 2023). In a more analogous system,
the UKMO was able to reduce off-centering to b = 0.55 with
the introduction of a new dynamical core (Wood et al. 2014).
Walters et al. (2017) attribute the significant intensification of
tropical cyclones in ENDGame [e.g., Fig. 5 of Chen et al.
(2023)] in part to this reduction in “implicit damping.” Model
intercomparison in the vortex spindown framework devel-
oped here would help to determine whether there is a gener-
ally optimal value for the off-centering parameter, or whether
implementation differences make it truly system specific.
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Although the GDPS is the main source of medium-range
guidance for operational forecasters, it is not the only NWP
system run at the CMC. The sensitivities of the global ensem-
ble (39-km grid spacing; McTaggart-Cowan et al. 2022) are
typically found to be similar to those of the GDPS, such that
simulated tropical cyclone intensities are expected to benefit
from off-centering reduction. However, preliminary tests in
the high-resolution system (2.5-km grid spacing; Milbrandt
et al. 2016) suggest that b = 0.51 is a necessary but not
sufficient condition for intensity bias reductions in the
convection-permitting context. The conditional sensitivi-
ties identified in this study will serve as the basis for future
efforts to improve intensity predictions in high-resolution
configurations.

Reduction of the tropical cyclone weak-intensity bias is im-
portant for both high-impact weather forecasts and longer-
range predictions involving tropical-extratropical interactions
(Keller et al. 2019). Tropical cyclones also represent a stress-
test for model formulations, with improved predictions an
indication that the model better reproduces atmospheric
extremes. In combination, these factors suggest that the
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FIG. 21. Tropical cyclone track evaluation from the DIMOSIC
project. (a) The root-mean-square track error is shown for the
same subset of participating models as in Fig. 20, following the
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in selected models and the ECMWEF reference (IFS47r1: the for-
ward model for generation of the operational ECMWF analyses
used in the project) provides additional information about relative
track forecast skill. The zero line is plotted with gray dashing for
reference.

proposed reduction of numerical dissipation in GEM will
yield important benefits for the quality of guidance generated
by Canadian NWP systems.
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externally, but will be stored at ECCC for at least five years and
will be made freely available upon request.

APPENDIX A

An Analytic Expression for Pressure Gradient Force
Misalignment

An expression for the drag induced by off-centering
via the misalignment of the pressure gradient force can be
derived geometrically based on the schematic shown in
Fig. Al. An underlying assumption adopted here is that
the magnitude of the pressure gradient force (PGF) vector
is insensitive to the small radial displacements implied by
movement along the linear trajectory (blue dashed line in
Fig. Al). The quality of results described in section 4c(3)
shows that this assumption does not lead to significant er-
ror in the final expression.

The component of pressure gradient force oriented along
the D — A linear trajectory is

Dypgp = —(PGF)siny, where y = tan’lg, but  (Al)
_ 6 _ .
a = rcos\3 and ¢ = (b —1/,)L, (A2)

is the distance between the linear trajectory midpoint (at L/2)
and point at which the PGF is valid as per Eq. (4). Using

L=2r sin(g), (A3)
yields the following expression:
2(b — 1/2)sin(§)
Dy = —(PGF)sin{tan™" — (A%)
cos(i)
- : -1 1 0
= —(PGF)sm{tan 2(b — /2)tan(§) } (A5)

The angle (6) swept over a time step by a parcel traveling
at tangential speed v is simply vét/r, so

Dpgr = (PGF)sin{tanl[Z(b - 1/z)tan(vz—(it)]}. (A6)

Using the trigonometric identity for inverse functions:

vét

_ Z(PGP)x where x = 2(b — 1/2)‘[an(7). (A7)

To complete this analysis we employ gradient balance:

D PGF

2 19
"7 + fv = (PGF), for (PGF) = 7?‘:, (A8)
p
to obtain the final estimate of acceleration related to mis-

alignment of the pressure gradient force:

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/28/24 07:36 PM UTC

MCTAGGART-COWAN ET AL.

857

FIG. A1l. Geometry of pressure gradient force (PGF) misalignment
for b > 0.5, plotted following the conventions used for Fig. 13.
Symbols are defined in the text.

2
A7 r)
e

Dpp(v, 1, f, 8t, b) = — (A9)

APPENDIX B

Numerical Spindown in a Shallow-Water Vortex

The description of the tropical cyclone spindown process
[section 4c(3)] does not rely on 3D storm structure. The
shallow-water system is therefore used here to quantify the vor-
tex decay induced by off-centering in a minimum-complexity
framework.

a. Model description

The model is initialized with a Gaussian vortex that approx-
imates a solid-body core and an irrotational “skirt.” Similar to
a Rankine vortex, the radius of maximum wind (eyewall) is
located between these two components (Fig. Bla). An impor-
tant advantage of the Gaussian vortex is the finite width of
this approximate eyewall region, where the maximum deceler-
ation is found to occur.

In this axisymmetric (1D) framework, the initial relative
vorticity ({) is a function of radius from the center (r) and
is given by

¢ = Lexp(—r*/L2), (B1)
which implies a tangential wind field:
L%, 2
v= 7[1 — exp(F/L2))]. (B2)



Tangential wind

= Eeval]
I
g 251 I
N o a
Vorticit
50 Y
b
Surface height
—— Time=0h
---- Time=12h fo
0 20 40 60 80 100

Radius (km)

FIG. B1. Structure of (a) tangential wind, (b) vorticity, and
(c) height for b = 0.6 from the initialization (solid blue line) to the
12-h state (dashed blue line) at hourly increments (thin black
lines). The approximate radial bands that represent the three
vortex regions treated separately in section c of this appendix are
annotated in (a).

Setting parameters L and Z to 25 km and 30 X 107% s7!
yields maximum winds of 32 m s~ at » = 28 km (blue con-
tours in Fig. B1). The initial layer height (H) is in centripe-
tal balance:

gy = —v¥r, (B3)

where g = 9.81 m s 2 is gravitational acceleration and
H = 5 km is used as the far-field boundary condition for
numerical solution.

The solution is propagated forwards in time using a spec-
tral method to essentially eliminate discretization error as a
complicating factor in this analysis. A total of N = 128 solu-
tion points are placed at Gauss-Legendre quadrature points
on the interval x € (=1, 1), which is scaled to the interval
r € (0, inf) by the relationship r = LVN tan[(/4)(1 + x)].

The time-discretized shallow water equations are

vh—up | (oY s
- 0@ = - + p— -
R IR o (B4)
va—ve | oy GH\*
- 0 = - + p— -
st dtlay) o) | (85)
A D r A . D
u=bﬂ("£+‘i) +(1_b)H(‘ﬂ+(LV) ,
ot dx  dy dx  dy
(Bo)

where U and V are winds in the x and y directions on the
model’s Cartesian grid. The system is solved using four iter-
ations for each time step (6¢ = 450 s). Mapping model
winds into tangential (v) and radial () components is ac-
complished via the transforms:
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F1G. B2. Time evolution of (a) domain-integrated total energy
and (b) potential enstrophy for values of b from 0.5 (magenta) to
0.6 (blue) at 0.01 increments (thin black lines). Evolution of the
vortex with b = 0.51 is highlighted in red for consistency with Fig. 10.

- .
U=v +u s B7

V2 2+ y? ®7
v al 4 (BS)

= +u :
N

To close the discretized system, the implicit solve of (U, V, H)
employs a boundary condition of V(y = 0) = 0 m s~! and
dH/0y = 0 instead of disretizing the system at the smallest
radius, a formulation that avoids the formation of a cusp at
the origin. No boundary conditon at infinity is necessary.

b. Vortex spindown

The model’s discretization of the shallow water system
exposes it to the misalignment of the pressure gradient
force described in section 4c(3) of the main text (Fig. 13).
Adopting b = 0.6 as in the GEM control configuration
leads to a rapid spindown of the vortex (Fig. B1). The simi-
larity between the speed of initial decay in this low-order
system and the rapid filling in the spindown test (Fig. 10)
suggests strongly that the numerical error sources repre-
sented here dominate 3D vortex evolution.

The justification for characterizing the effects of these nu-
merical errors as a “3D friction” in section 4c(3) is found in
Fig. B2. The rapid decay of total energy and potential enstro-
phy indicates that the vortex spindown is directly related to
non-conservation rather than energy cascades or radial expan-
sion. The large sensitivity of these otherwise-conserved quanti-
ties to even small values of off-centering is again consistent
with the results of the GEM spindown simulations that lead to
the proposed b = 0.51 dynamical core configuration.

¢. Radius-dependent impacts of off-centering

The Gaussian vortex is split into three conceptual subre-
gions (shown schematically in Fig. Bla) in which impact of
off-centering induced numerical drag is assessed: a core in
solid-body rotation, an irrotational skirt and an eyewall
with approximately constant wind speeds. For simplicity
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only the point (x, y) = (0, 1) is considered (the arrival point
in Fig. 13) and the vortex parameters are scaled such that
U0, 1) = =1, H(0, 1) = 1 and g = 1. Drag is evaluated in
the limit 6+ — 0 such that higher orders represent smaller
contributions to vortex deceleration. Consistent with the
piggybacking approach employed in section 4c¢(3), the leading-
order effects of the drag are isolated here by holding the flow
constant for the purposes of trajectory, divergence and pres-
sure gradient calculations.

1) NUMERICAL DRAG IN THE SOLID-BODY CORE

The normalized solid-body core is described by

U=-y, (B9)
V=x, (B10)
H=rilee i (B11)
22 Y
for which Eulerian changes in state variables from current
to future times (superscripts “—"" and “+,” respectively) are
P
v-uv._ y—&(zb - 1) + O, (B12)
&t 2
+ _ Y- 2
vV-v_ yet (2b — 1) + O(8t*), (B13)
ot 4
H* — H .
s 0 + O(8t), (B14)

showing that off-centering causes a direct spindown of the
vortex in this region. The deceleration is proportional to ra-
dius for the simple y — r mapping at (x, y) = (0, 1) and thus
to v through Eq. (BY). This means that the leading term in
Eq. (B12) represents first-order friction for any b > 0.5. The
error in radial acceleration is one order higher in 6f and layer
height in the solid-body core is conserved.

2)TJUAAERJCAll[H{A(}IN'THEZH{RCYFA1TCHQAL,SKIRT

In the normalized irrotational skirt:

_ Y
U= a5 (B15)
X
3 1
= ey (B17)

which evolve following:

Ut-u- & X
e At R RRCy! (B18)
v _ - 2

VooV 3 hon — 1y + o), (B19)

5 ay?
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H* - H

=0+ O(sth).
5 0+ O(5t%)

(B20)

The leading error induced by off-centering affects the tan-
gential wind and scales as 8#(2b — 1) in this region. How-
ever, the effects of this numerical drag are concentrated in
the inner portion of the irrotational skirt (y > = r~°) clos-
est to the eyewall.

3) NUMERICAL DRAG IN THE EYEWALL

The eyewall is defined as the region close to the radius of
maximum wind where the flow is well approximated by

v= -2 (B21)
VX2 + y?

|/ (B22)
VX2 +y?

H=1+ % log(x* + y?). (B23)

Solution of this system requires power series expansion fol-
lowed by matching of terms by order of éz. These steps
yield tendencies that have the following form:

Uur-u- bt
- @ @ = — +

5 % (2b — 1) + O(87), (B24)
Vvt —v- ot 4
— —4—y3b(2b —1) + O(66), (B25)
H* — H- .
—5 =0+ o(st*). (B26)

The r~* scaling in the O(8¢) tangential deceleration term at
x = 0 [Eq. (B24)] implies that the effects of numerical drag
are maximized in the eyewall. This is consistent with both
the rapid decay in this region observed in the shallow water
system (Fig. Bla) and the tangential wind decelerations di-
agnosed in the GEM spindown simulations (Fig. 10).
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