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ABSTRACT: The scientific community has long acknowledged the importance of high-temporal-resolution radar observations
to advance science research and improve high-impact weather prediction. Development of innovative rapid-scan radar techno-
logies over the past two decades has enabled radar volume scans of 10–60 s compared to 3–5 min with traditional parabolic dish
research radars and the WSR-88D radar network. This review examines the impact of rapid-scan radar technology, defined as
radars collecting volume scans in 1 min or less, on atmospheric science research spanning different subdisciplines and evaluates
the strengths and weaknesses of the use of rapid-scan radars. In particular, a significant body of literature has accumulated for
tornado and severe thunderstorm research and forecasting applications, in addition to a growing number of studies of convec-
tion. Convection research has benefited substantially from more synchronous vertical views, but could benefit more substantially
by leveraging multi-Doppler wind retrievals and complementary in situ and remote sensors. In addition, several years of forecast
evaluation studies are synthesized from radar testbed experiments, and the benefits of assimilating rapid-scan radar observations
are analyzed. Although the current body of literature reflects the considerable utility of rapid-scan radars to science research, a
weakness is that limited advancements in understanding of the physical mechanisms behind observed features have been en-
abled. There is considerable opportunity to bridge the gap in physical understanding with the current technology using coordi-
nated efforts to include rapid-scan radars in field campaigns and expanding the breadth of meteorological phenomena studied.

SIGNIFICANCE STATEMENT: Recently developed rapid-scan radar technologies, capable of collecting volumetric
(i.e., three-dimensional) measurements in 10–60 s, have improved temporal sampling of weather phenomena. This review
examines the impact of these radar observations from the past two decades on science research and emerging operational
capabilities. Substantial breadth and impact of research is evident for tornado research and forecasting applications, in
addition to documentation of other rapidly evolving phenomena associated with deep convection, such as tornadoes,
hail, lightning, and tropical cyclones. This review identifies the strengths and weaknesses of how these radars have been
used in scientific research to inform future studies, emerging from the increasing availability and capability of rapid-scan
radars. In addition, this review synthesizes research that can benefit future operational radar decisions.
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1. Introduction

Important technological developments in weather radar,
such as Doppler and dual-polarization capabilities (e.g.,
Brown et al. 1971; McCormick and Hendry 1975; Doviak and
Zrnić 1993; Wurman et al. 2021), have provided key observing
capabilities and enabled important advancements in many
atmospheric science subdisciplines, ranging from studies of
high-impact weather phenomena to cloud and microphysical
processes (e.g., Byers and Braham 1948; Ligda 1950; Marshall
et al. 1955; Wurman et al. 1996; Vivekanandan et al. 1999;
Wakimoto and Srivastava 2003; Wurman et al. 2021; Bluestein
et al. 2022). A major limitation of radar observations is that

traditional scanning radars may take 10–20 s to collect a single
horizontal scan called a plan-position indicator (PPI) or verti-
cal scan called a range–height indicator (RHI). To obtain a
volume scan, comprising of PPIs at increasing elevation an-
gles, traditional radars can take anywhere from 2 to 7 min to
complete depending on the number of angles selected (typi-
cally 10–15) (e.g., National Research Council 2002; Kosiba
et al. 2013b; Miller et al. 2020). Tornadoes are an obvious ex-
ample where slow volume scan times insufficiently sample the
phenomena. Tornadoes can develop in ,30 s and, in some in-
stances, have a full life cycle of less than 1 min (e.g., Bluestein
et al. 2003a). In addition, the evolution of deep convective
clouds or the generation of hail and severe winds require
volumetric observations at time scales of 1 min or less (e.g.,
Carbone et al. 1985; Zrnić et al. 2007; Heinselman et al.
2008; Isoda et al. 2018). Acknowledging these observationalCorresponding author: David J. Bodine, bodine@ou.edu
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limitations, decadal surveys and National Science Foundation–
led workshops have recognized that rapid-scan radar systems
must be prioritized to advance scientific understanding of high-
impact weather phenomena (Bluestein et al. 2014; Geerts et al.
2018; National Academies of Science, Engineering, and Medicine
2018). The evident gap in temporal sampling and technological
advancements spurred new rapid-scan radar technology for basic
science and operational research in the 2000s and 2010s (Wurman
and Randall 2001; Zrnić et al. 2007; Weber et al. 2007; Bluestein
et al. 2010; Pazmany et al. 2013; Isom et al. 2013; Yoshikawa
et al. 2013; Kurdzo et al. 2017; Weber et al. 2021).

In addition to the basic research motivation for higher-
temporal-resolution radar observations, it has long been rec-
ognized that the current operational radar network in the
United States has inadequate temporal resolution (4–7-min
volume scan times) to capture and predict the development of
many severe weather phenomena (National Research Council
2002; Zrnić et al. 2007). Phased array radars (PARs) can
address this temporal sampling limitation by electronically
forming and steering a radar beam. Specifically, PARs use
hundreds or thousands of small antennas to synthesize a radar
beam without requiring mechanical motion of the antenna.
With the operational radar network requiring replacement by
2040 (NOAA 2020), NOAA began testing PAR technology
in the late 2000s to evaluate its capabilities and limitations in a
future operational radar network using the National Weather
Radar Test bed (NWRT) PAR (Weber et al. 2007; Zrnić et al.
2007). This research has explored whether reduced volume
scan times can improve operational warning performance
(e.g., Heinselman et al. 2012, 2015; Bowden et al. 2015) and
benefit short-term numerical weather prediction (NWP) fore-
casts through data assimilation (e.g., Yussouf and Stensrud
2010; Supinie et al. 2017).

Although rapid-scan technology is still maturing, an initial
body of over 100 publications have been published to date. It
is important to determine from these publications whether
rapid-scan radar technology has facilitated much-anticipated
advancements in scientific understanding and operational
capability. Specifically, have faster observations elucidated
physical processes that were previously undetected or under-
sampled by slower scanning radar systems? Additionally, has
rapid-scan technology improved key operational warning and
numerical weather prediction performance metrics?

To address these key questions, this study provides a criti-
cal review of the science contributions enabled by rapid-scan
radar technology over the past two decades. Although recent
papers have captured a vision for future PAR science
research (Kollias et al. 2022), reviewed PAR technology
(Palmer et al. 2022), and described NOAA-supported, opera-
tional PAR research (Weber et al. 2021), a critical review of
rapid-scan radar science research across a broad range of
topics has yet to be conducted. In this review, the most and
least effective approaches to using rapid-scan radars are
noted, as well as the impacts of technological limitations. This
study will illuminate major scientific gaps where rapid-scan ra-
dars have been underutilized. Approximately half of the pa-
pers reviewed here deal with the subject of tornadoes or
supercells, whereas most other studies have focused on other

severe hazards or convective processes. The large emphasis
on supercells is unsurprising given the number of high-impact
phenomena that evolve on very short time scales within severe
convective storms. However, the imbalance in publications illus-
trates the scientific gaps arising from the underutilization of
PARs outside of severe storm research, particularly for non-
convective weather applications (e.g., boundary layer processes,
nonconvective precipitation).

The scope of this review is limited to scientific studies using
rapid-scan radar observations, herein defined as radars col-
lecting volume scans in 1 min or less. The upper limit was cho-
sen due to the ubiquity of 1-min data in operational testbeds,
whereas many research applications require faster volumetric
scans than 1 min. In a few instances, rapidly collected observa-
tions from radars scanning at a single-elevation angle or volu-
metric sector scans are explored, where the goal of these
studies was to examine the benefits of rapid-scan technology
prior to it being broadly available. As an example, the Collab-
orative Adaptive Sensing of the Atmosphere (CASA) radar
network employed PPI and targeted sector scans to obtain
1-min volume scans (McLaughlin et al. 2009; Brotzge et al.
2010; Mahale et al. 2012). In addition to studies documenting
very fast changes (e.g., tens of seconds), studies leveraging
rapid-scan data to finely resolve features evolving on longer
time scales (e.g., ,5–10 min) will be discussed since tradi-
tional scanning radars only marginally resolve this evolution
with two to three volume scans (Koch et al. 1983; Carbone
et al. 1985; Trapp and Doswell 2000; Majcen et al. 2008).

This review is organized into the following sections. A brief
review of rapid-scan radar technologies used in the scientific
studies is presented in section 2. Section 3 examines scientific
discoveries of rapidly evolving tornado characteristics during
various stages of the tornado life cycle. In section 4, the
broader applications of rapid-scan radars to mesoscale con-
vective processes, including hailstorms, damaging winds, flash
flooding, lightning, and tropical cyclones are discussed. The
improvements in three-dimensional wind retrievals are examined
in section 5. In section 6, the potential benefits of rapid-scan radar
data to improve operational forecasts are reviewed, including
warning performance evaluations and numerical weather pre-
diction experiments. The review concludes with a summary and
discussion of the successes and limitations of rapid-scan radar
research to date (section 7).

2. Rapid-scan radar systems used in science research

Different types of rapid-scan radar systems have been de-
veloped for science and operational research applications. In
this section, an introduction to these radar systems and associ-
ated technologies that enable the rapid-scan observations are
provided. The strengths and weaknesses of the different radar
technologies are also examined.

A summary of the specifications of the rapid-scan radar sys-
tems discussed in this study are provided in Table 1, including
the type of technology, polarization, frequency band, beam-
width, and volume scan times. Most of these radar systems
employ PAR technology, and the reader is referred to Zrnić
et al. (2007), Weber et al. (2021), and Palmer et al. (2022) for
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a more detailed discussion of PARs. One exception is the
Rapid X-band Polarimetric (RaXPol) radar (Pazmany et al.
2013), which uses fast mechanical steering of a parabolic dish
antenna. For volume scan times, which do not have a univer-
sal definition, a volume scan is defined as the time necessary
to complete at least 10 elevation angles in a PPI, or in the case
of AIR and NWRT PAR, 908–1808 sector scans.

The first mobile phased-array weather observations were
collected using the Rapid Doppler on Wheels (DOW) in 2003.
The Rapid DOW is a radar that employs a vertically aligned
array of slotted waveguide antennas. The transmitter operates
over a wide range of frequencies (9.3–9.7 GHz) within X band
to steer the radar beam electronically in elevation while rotating
mechanically in azimuth (Wurman and Randall 2001; Wurman
et al. 2021). Specifically, the use of different frequencies changes
the phase of the transmitted wave at each antenna, thus altering
the elevation angle of the radar beam through constructive and
destructive wave interference. Using such frequency steering,
the Rapid DOW collects single-polarization volumetric observa-
tions at up to six elevation angles in 5–10 s.

The first rapid-scan radar used for operational network
testing was the NWRT PAR located at a fixed site in Norman,
Oklahoma (Weber et al. 2007; Zrnić et al. 2007), which be-
came operational in 2003 and was developed through partner-
ships among government, industry, and academia. Operating
at S band, the NWRT PAR electronically steers the radar
beam in azimuth and elevation by introducing phase delays at
each of its 4352 elements. Single-polarization volumetric 908
sector scans were collected as fast as every 40 s (Table 1).
Using a similar phase-based steering approach, the Mobile
Weather Radar 2005 X-band (MWR-05XP; Bluestein et al.
2010) was a single-polarization, mobile radar that electroni-
cally steers a pencil beam in elevation while rotating in azi-
muth.1 Compared to the Rapid DOW and other rapid-scan
radar systems, a notable disadvantage is that the beamwidths
for the NWRT PAR and MWR-05XP are 1.5–2 times larger.

Whereas these first PARs electronically steered a pencil
beam, imaging radars employ a different approach to collect
rapid observations. Specifically, imaging radars transmit a
wider or “spoiled” beam in one or two dimensions and then

employ multiple narrow beams on receive to fill the illumi-
nated area. In contrast, previous PARs and parabolic dish ra-
dars transmit and receive with the same radar beam pattern.
For example, a typical pencil beam radar’s transmit or receive
beamwidth is 18 3 18 in azimuth and elevation, whereas an
imaging radar’s transmit beamwidth could be 108 or 208 in ele-
vation and 18 in azimuth. In the imaging radar case, multiple
beams are formed simultaneously on receive using digital
beamforming by applying different combinations of complex
weights to the received data (Capon 1969; Skolnik 2001). Mul-
tiple receive beams obviate the need to steer the radar beam
mechanically or electronically in time, providing even higher
temporal resolution than PARs that steer a pencil beam be-
tween sequential pulses or dwells.

Leveraging imaging technology, the Atmospheric Imaging
Radar (AIR) and X-band weather radar (PAWR) collected
the first imaging radar observations of weather in the early
2010s. The AIR was a mobile, X-band radar that employed
imaging using a 208-wide spoiled beam on transmit in the ver-
tical plane (Isom et al. 2013; Nai et al. 2013). The PAWR is a
fixed-site radar that employs a 108-wide spoiled beam and
uses digital beamforming to obtain a native 1.08 beamwidth in
azimuth and elevation based on antenna aperture (Yoshikawa
et al. 2013). With both imaging systems, an arbitrary number
of 1.08 beamwidth receive beams (typically oversampled at
0.58) can be formed within a vertical column, eliminating any
gaps in vertical coverage.

While the previous PAR systems improved temporal reso-
lution, they lacked dual-polarization capabilities since dual-
polarization PAR technology was not yet sufficiently mature.
To address the challenge of obtaining accurate, rapid-scan,
polarimetric measurements, the Rapid X-band Polarimetric
(RaXPol) radar was developed and became operational in
2011 (Pazmany et al. 2013). RaXPol is a mobile, traditional
parabolic dish radar that combines very fast azimuthal rota-
tion (1808 s21) of a parabolic dish antenna with frequency
hopping, a technique that changes the transmit frequency be-
tween successive pulse pairs to obtain independent measure-
ments (e.g., ;5–10 separate frequencies depending on scan
mode). Frequency hopping enables radar measurements to be
obtained within a shorter dwell, and thus allows RaXPol to
employ fast pedestal rotation. Using this approach, RaXPol
has provided the first extensive rapid-scan, polarimetric radar
datasets for science research (e.g., Snyder and Bluestein 2014;
Bluestein et al. 2015).

TABLE 1. Specifications of rapid-scan radar systems. Volume scan time is defined as the time it takes to collect at least 10 elevation
angles. For the AIR and NWRT PAR, sector scans were collected rather than PPIs.

Radar system Antenna type Technology type Polarization
Frequency

band

Beamwidth
(azimuth,
elevation)

Volume
scan time

Rapid DOW PAR Frequency-based, electronic steering Single X 0.98, 0.98 10–20 s
NWRT PAR PAR Phase-based steering, electronic steering Single S 1.58, 1.58 40–60 s
MWR-05XP PAR Phase-based steering, electronic steering Single X 1.88, 2.08 5–10 s
RaXPol Parabolic dish Frequency hopping Dual X 1.08, 1.08 20–30 s
AIR PAR Imaging Single X 1.08, 1.08 5–10 s
PAWR (Japan) PAR Imaging Single X 1.08, 1.08 10–30 s

1 Electronic backscanning was used to maintain the same beam
position in azimuth, even as the radar rotates mechanically in azi-
muth. This was done to minimize beam smearing that otherwise
occurs as the radar mechanically rotates during data collection.
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Although these systems greatly improve temporal resolu-
tion compared to common parabolic dish radars, notable
limitations must be considered. Most fine-scale rapid-scan
systems have beamwidths comparable to traditional, pencil-
beam radars, particularly those systems specifically designed
for science research (e.g., Rapid DOW, AIR, RaXPol,
PAWR). However, many of the phased arrays were obtained
from military surplus (NWRT PAR, MWR-05XP), and thus
they have wider beamwidths since the radar designs were not
specifically tailored to science research. Additionally, the
PAR systems in Table 1 have reduced capability of detecting
weak signals (low sensitivity) and increased sidelobe contami-
nation (i.e., from signals outside the main beam) compared to
parabolic dish antennas. In particular, imaging systems such
as the AIR and PAWR suffer the most substantial sidelobe
contamination and reduction in sensitivity. As a result of rela-
tively poor sensitivity, clear-air studies using these rapid-scan
radar systems have been relatively limited.

All of the aforementioned systems except RaXPol transmit
and receive only one polarization, precluding extensive
studies of microphysical processes that leverage polarimetric
observations to obtain more detailed information about hy-
drometeor characteristics (e.g., Kumjian and Ryzhkov 2010;
Kennedy and Rutledge 2011; Kumjian 2013; Chandrasekar
et al. 2013; Kumjian et al. 2022). Accurate polarimetric PAR
data are difficult to obtain due to increased cross-polarization
contamination2 as the radar electronically scans at azimuth
and elevation angles away from where the center of the array
is pointing (i.e., broadside). Contamination occurs because
the horizontally and vertically polarized beams become less
vertically and horizontally oriented, respectively, and there-
fore are less orthogonal to one another due to beam geometry
as the radar scans off broadside (Zhang et al. 2011).

Although not the focus of this study, several dual-polarization
PARs have been recently deployed for operational radar net-
work testing, including the Advanced Technology Demonstra-
tor (ATD; Torres and Wasiewlewski 2022) and Horus (Yeary
et al. 2021) in the United States, MP-PAWR in Japan (Asai
et al. 2021), and XPAR in China (Wu et al. 2018). Within the
United States, a future operational PAR network is expected to
have dual-polarization capability (NWS 2015; Weber et al.
2021). To date, these operational dual-polarization PAR studies
have largely focused on validation and signal processing (e.g.,
calibration, scanning techniques) and have limited contribution
to fundamental research. Only one mobile dual-polarization
PAR is fully complete at this time, SKYLER (Kollias et al.
2018), and it has been used more recently in field campaigns
since 2022.

Industry partners worldwide have played a crucial role in
the development of these new dual-polarization PARs.
For example, Toshiba, Inc. was central to the design of the
PAWR and MP-PAWR, Lockheed Martin has played a criti-
cal role with NWRT-PAR, Raytheon designed the SKYLER

radar, and numerous industry partners have helped continued
development of the ATD. Continued collaboration between
academia, government, and industry will be crucial for greater
utility and accessibility to PARs in the future.

3. Tornadoes

Tornadoes have been the most extensively studied phe-
nomena with rapid-scan radars. Rapid-scan tornado research
was readily motivated by the tornado’s short advective time
scales (e.g., Bluestein et al. 2010), and early observations doc-
umenting missed evolution with coarse temporal sampling
(e.g., Wurman 2002; Bluestein et al. 2003b,a). In this section,
the impact of rapid-scan radars on tornado research is exam-
ined through each stage of the tornado’s life cycle. First,
section 3a examines how rapid-scan radars have been used to
differentiate tornadogenesis modes, identify storm-scale pro-
cesses affecting tornadogenesis, and measure rapid secondary
tornado intensification periods. Next, section 3b examines
how rapidly evolving storm-scale phenomena affect tornado
maintenance and explores short-time-scale intensity changes
associated with waves and subvortices. Finally, the contribu-
tion of rapid-scan radars to understanding of tornado dissipa-
tion is discussed in section 3c.

Before discussing these scientific findings, some limitations
to radar estimation of tornado intensity are discussed.
Tornado intensity is quantified primarily by measuring the dif-
ference between the maximum and minimum radial velocities
(DV) within the tornadic vortex signature (TVS; e.g., Donaldson
1970; Brown et al. 1971, 2005). The TVS magnitude depends
on the radar’s spatial sampling, primarily the azimuthal com-
ponent. Coarse spatial sampling leads to underestimates of
TVS magnitude, and small changes in beam position impact
TVS magnitude (Brown et al. 2005). Another challenge in esti-
mating tornado intensity is obtaining measurements in the
lowest few tens of meters where the strongest winds occur in a
tornado (Kosiba and Wurman 2013; Snyder and Bluestein
2014). Finally, Doppler radars sample the motion of scatterers
rather than the air itself, so debris can introduce wind speed
biases of up to tens of meters per second (Dowell et al. 2005;
Nolan 2012). These biases may have considerable impact on
sensitive analyses such as dual-Doppler or make comparisons
of tornado intensity between separate tornadoes difficult (e.g.,
at different ranges) (Toth et al. 2013; Kingfield and LaDue
2015). However, subjective conclusions on vertical and tempo-
ral trends in TVS magnitude are unlikely to be significantly
impacted.

a. Tornadogenesis and tornado intensification

Prior to the advent of rapid-scan radars, two modes of tor-
nadogenesis were identified based on the vertical progression
of the TVS. Trapp et al. (1999) identified and developed crite-
ria for descending and non-descending TVSs in WSR-88D ob-
servations. Within these two categories, they found a nearly
even split between descending and non-descending TVSs.
Descending TVSs were attributed to the dynamic pipe effect
(DPE; Leslie 1971; Trapp and Davies-Jones 1997), involving
an existing midlevel mesocyclone with a dynamically induced

2 Cross-polarization contamination is a leaked radar signal from
horizontal to vertical polarization (or vice versa) during transmis-
sion or reception.
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pressure deficit that forces convergence and intensification of
rotation at progressively lower altitudes. Non-descending
TVSs were hypothesized to develop from near-simultaneous
convergence of angular momentum over a deep layer or up-
ward advection of vertical vorticity (Wicker and Wilhelmson
1995; Tanamachi et al. 2012).

Experiments with the DOWs in the 1990s and 2000s employed
volumetric sector scans to collect observations about every 1 min
(Wurman and Gill 2000; Wurman 2002; Alexander and Wurman
2005; Wurman et al. 2007), providing a higher temporal reso-
lution of tornadogenesis compared to the WSR-88Ds. In an
examination of five TVSs, Alexander (2010) observed that
TVSs formed nearly simultaneously in the lowest 1 km above
ground level (AGL). Although these observations showed
a near-simultaneous intensification of the TVS, Alexander
(2010) remarked that higher-temporal-resolution observations
[O(10) s] were needed to assess possible upward or downward
directionality.

Rapid-scan radar observations (10–20-s volumes) in the
2010s have reexamined the vertical development of TVSs on
temporal scales required to properly resolve tornadogenesis.
In this paper, tornadogenesis is defined by the development
of a strong TVS from the surface through at least 1 km AGL.
However, differences in radar sampling of tornadoes leads to
different thresholds of tornado intensity at the time of torna-
dogenesis, and there is no agreed-upon definition to what con-
stitutes the beginning and end of tornadogenesis. The first
rapid-scan study of tornadogenesis was conducted by French
et al. (2013), using MWR-05XP data. Of the twelve unique
tornadoes documented in the literature, nine instances of up-
ward or simultaneous TVS formation were noted and three
instances of descending TVS mode were observed (Table 2).
Figure 1a illustrates an example of non-descending tornado-
genesis where rotational intensity increases to the tornado
threshold simultaneously in the lowest 2 km above radar level
(ARL) in the minute prior to tornadogenesis (black line).
Figure 1b illustrates the clearest case of descending tornado-
genesis. In this instance, rotational intensity reaches the

tornado threshold in the ;500-m column near 1 km ARL
(box A) and this column descends to the surface over a period
of 2–3 min. However, the illustrated case of descending tornado-
genesis is dependent on the definition of the tornado threshold
because prior to descending tornadogenesis, a subtornadic
vortex ascends from near the surface up to 1 km. In fact, all
three instances of the descending TVS mode in the literature
suggest the possibility of non-descending tornado formation de-
pending on the rotational thresholds used to define the tornado
(Adachi andMashiko 2020; Houser et al. 2022).

From the evidence presented, these three cases show lim-
ited support for a descending TVS in the lowest 1 km. First,
testing of different rotational intensity parameters led to am-
biguous directionality of the TVS. For example, in the two
possible descending cases from Houser et al. (2022) identified
using DV, a pseudovorticity-based estimate of vortex inten-
sity, indicated an upward tornadogenesis mode. In the other
possible descending TVS case (Adachi and Mashiko 2020),
only DV was examined. In addition, even with 20–30-s tempo-
ral sampling, the descent of the TVS from 1 to 2 km to the
surface (e.g., where tornado formation occurs) happened
within one or two volume scans. Thus, the descent was at best
coarsely observed (25 May 2012 in Houser et al. 2022; Adachi
and Mashiko 2020) or not directly observed (27 May 2015;
Houser et al. 2022), and higher-temporal-resolution observa-
tions are necessary (,10-s volumes) to assess if descending
TVS intensification is occurring.

With these caveats in mind, do these observations of de-
scending TVSs support DPE? The original numerical simula-
tion studies of the DPE found that tornadogenesis occurred
over 5–20 min and it initiated from the midlevel mesocyclone
between 2 and 6 km (Smith and Leslie 1979; Trapp and
Davies-Jones 1997). In contrast, tornadogenesis in the reviewed
cases occurred much faster (,2 min by our estimation). Addi-
tionally, any possible downward intensification of the TVS be-
gan at less than 1 km AGL in two of the three descending TVS
cases, as opposed to the altitude of the midlevel mesocyclone.
Thus, a DPE-like mechanism, as it was originally proposed,

TABLE 2. Summary of tornadogenesis observations from rapid-scan radars, including the spatial sampling and minimum and
maximum altitudes of the radar observations (at time of tornadogenesis), the directionality of the TVS (in the lowest 1 km AGL),
and presence of a preceding low-level vortex. For directionality, upward/downward is used where directionality depended on the
criteria used. The asterisk denotes an instance where two rapid-scan radars independently observed the same tornado.

Publication
Tornado
case

Spatial
sampling

Min and max
observed altitude Direction

Preceding
low-level vortex?

French et al. (2013) 24 May 2008 530 m 0.3 km, 5.8 km Not downward Unknown
French et al. (2013) 5 Jun 2009 570 m 0.3 km, 6.2 km Upward Yes
French et al. (2013)* 24 May 2011 680 m 0.4 km, 13.8 km Upward (above 2.5 km AGL) Unknown
Houser et al. (2015)* 24 May 2011 140 m 0.6 km, 2.5 km Simultaneous Yes
Bluestein et al. (2019) 31 May 2013 160 m 0 km, 3.1 km Simultaneous Yes
Adachi and Mashiko (2020) 12 Oct 2019 70 m 0.1 km, 1.3 km Upward/downward Yes
Houser et al. (2022) 25 May 2012 220 m 0.2 km, 3.7 km Upward/downward Yes
Houser et al. (2022) 25 May 2012 90 m 0.1 km, 1.5 km Upward Yes
Houser et al. (2022) 27 May 2015 120 m 0 km, 1.2 km Simultaneous Yes
Houser et al. (2022) 27 May 2015 120 m 0 km, 1.2 km Simultaneous Yes
Houser et al. (2022) 27 May 2015 100 m 0 km,1.1 km Upward/downward Yes
Houser et al. (2022) 27 May 2015 100 m 0 km, 1.1 km Simultaneous Yes
Houser et al. (2022) 22 May 2016 260 m 0 km, 5.1 km Simultaneous No
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does not explain the rapid formation of tornadoes. In addition,
there is limited support that tornadogenesis initiates with the
midlevel mesocyclone, documented in possibly one out of six
unique cases with observations above 2 km. A physical mecha-
nism has not yet been proposed for tornadogenesis in a rapidly
descending mode from the low-level mesocyclone, but must ex-
plain descent rates of 15–50 m s21.

In addition to rapid-scan radar evidence, recent high-
resolution simulation studies of supercells have found that
tornado formation proceeds in a simultaneous or upward
manner with no evidence of slow (or rapid) intensification oc-
curring in a downward manner (Dahl et al. 2014; Dahl 2015;
Markowski 2016; Orf et al. 2017; Rotunno et al. 2017). A key
limitation of numerical simulations of tornadoes identifying
DPE was the use of limited-domain simulations without a par-
ent supercell, and thus storm-scale vorticity generation and

updraft characteristics were prescribed through boundary and
initial conditions rather than being developed by a parent
storm. High-resolution supercell simulations have primarily
identified tornadogenesis mechanisms resulting from pro-
cesses in the lowest 1 km AGL, including tilting of low-level
horizontal vorticity (e.g., from streamwise vorticity currents
or frictionally generated vorticity) and stretching of vertical
vorticity as dynamic lifting by the low-level mesocyclone in-
creases. Rapid-scan radar observations generally corroborate
the importance of a rapidly intensifying low-level mesocy-
clone (2–3 min) that increases dynamic lifting prior to torna-
dogenesis occurring in a non-descending manner (e.g., French
et al. 2013; Houser et al. 2015; Bluestein et al. 2019).

Another important contribution of rapid-scan radar obser-
vations of tornadogenesis is documenting the shallow nature
of tornadogenesis in some instances. In at least four cases

FIG. 1. Examples of the time–height evolution of rotational intensity (DV) to illustrate differ-
ent modes of non-descending and descending tornadogenesis: (a) filled contours of DV (m s21)
demonstrating a two-step non-descending tornadogenesis mode with near-simultaneous vertical
TVS formation in the lowest 2–3 km around 2350 UTC (black line), followed by upward intensi-
fication above 3 km AGL after 2352 UTC and (b) filled circles of DV (m s21) with size of circles
representing vortex radius (km) illustrating tornado intensification (2306–2310 UTC) starting
near 1 km AGL in box A and descending between the dashed lines toward the surface. The plot
in (a) is adapted from Houser et al.’s (2022) Fig. 7 and the plot in (b) is adapted from Adachi
and Mashiko’s (2020) Fig. 3.
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(French et al. 2013; Bluestein et al. 2019; Houser et al. 2022),
tornadogenesis occurred through a shallow depth (,1–2 km).
A delayed, deep intensification followed shallow tornadogen-
esis in three of these cases whereas some of the 27 May 2015
tornadoes in Houser et al. (2022) remained confined to the
boundary layer. Two contrasting examples are shown in a
time-height plot of the initial TVS appearance in Fig. 2, with
the Goshen County tornado exhibiting a delayed, deep inten-
sification above 1 km AGL, whereas the 24 May 2011 El
Reno tornado intensified through 3 km AGL simultaneously.
The environmental profile of buoyancy was hypothesized to
modify tornado behavior in these cases. For example, the
level of free convection (LFC) was noted to divide slower and
more rapid tornado intensification in French et al. (2013) and
Houser et al. (2015). To address these environmental factors
and near-tornado buoyancy effects on tornadogenesis behav-
ior, in situ observations collected contemporaneously with
rapid-scan radars are needed.

Although the fastest tornado-scale features are marginally
resolved, high-temporal observations are capable of fully re-
solving storm-scale evolution contributing to tornadogenesis.
Using rapid-scan polarimetric data, Tanamachi and Heinselman
(2016) found that midlevel updrafts merged with the primary
updraft in as little as 2–3 min, and the mergers may have aided
tornadogenesis by widening the updraft. Rapid-scan observa-
tions also provided the first observational account of a non-
occluding cyclic mesocyclone mode of tornadogenesis (Adlerman
and Droegemeier 2002, 2005) where the decaying tornado moves
ahead of the mesocyclone and subsequent intensification of a
new, subtornadic vortex occurs in the original tornado location
(Houser et al. 2015). This mode contrasts with the traditional con-
ceptual model of cyclic tornadogenesis in which the tornado de-
cays in a rearward position and a new mesocyclone and tornado
form in a forward position (e.g., Burgess et al. 1982; Dowell and
Bluestein 2002a,b). The use of rapid-scan radars to examine the

impacts of storm-scale boundaries and momentum surges was
also illustrated by capturing increased convergence along merg-
ing rear-flank gust fronts for the same storm (Tanamachi et al.
2015) and tornadogenesis along an internal momentum surge
(Bluestein et al. 2016).

Shortly after tornadogenesis in some long-lived tornadoes,
a second rapid intensification period was often observed.
Several studies noted an initial period of 2–6 min where mini-
mal intensification occurs, followed by rapid intensification of
tens of meters per second in DV as little as 30 s (Kosiba et al.
2013b; Houser et al. 2015; Bluestein et al. 2019; Wienhoff et al.
2020; Satrio et al. 2021). In rapid-scan cases with deep obser-
vations (.2 km AGL), secondary intensification occurs simul-
taneously through 31 km in Houser et al. (2015) and appears
to occur in Bluestein et al. (2019) prior to the end of data col-
lection. This low-level intensification occurred contemporane-
ously with an erosion of the stable-layer bifurcation in TVS
magnitude. In this case, we hypothesize that persistent low-
level dynamic lifting may contribute to the erosion of the sta-
ble layers, and subsequent increases in low-level convergence
contribute to secondary intensification.

Although secondary rapid intensification has been docu-
mented, few physical mechanisms have been proposed to explain
why secondary intensification occurs. In observations (French
et al. 2015; Seimon et al. 2016) and high-resolution numerical
simulations (Orf et al. 2017; Orf 2019) of the 24 May 2011
El Reno supercell, two tornadoes wrap around each other
and merge in an upward manner. During the merger, both
observations and simulations show a large change in tornado
intensity (about 30 m s21 in DV and 35 m s21 in model surface
winds) and diameter. Given that secondary tornado intensifi-
cation has received insufficient attention, additional work is
needed to clearly identify the physical mechanisms underly-
ing rapid intensification. Tornado mergers, for example, are
unlikely to explain most instances of secondary tornado

FIG. 2. Time–height series of the initial time vortex intensity met the baseline TVS criteria (DV . 20 m s21) in
(a) the 5 Jun 2009 Goshen County tornado and (b) the 24 May 2011 El Reno, Oklahoma, tornado. Vertical dashed
lines indicate the approximate time of tornadogenesis in each case. The Goshen County case illustrates slow upward
tornadogenesis, whereas the El Reno case illustrates simultaneous tornadogenesis followed by upward deepening of
tornado-intensity rotation. Figure adapted from French et al.’s (2013) Figs. 11 and 13.
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intensification. However, tornado mergers with subtornadic
vorticity areas (Tanamachi et al. 2013) could contribute to
discrete increases in intensity.

Rapid-scan radar studies have provided insight into the
characteristics of tornadogenesis and tornado intensification,
helping to refute the dynamic pipe effect. Given the limited
evidence for DPE and more broadly, the unclear importance
of TVS directionality to tornadogenesis mechanisms, future
rapid-scan radar studies should focus their efforts on process-
based studies of tornadogenesis and testing emerging hypotheses
from high-resolution numerical simulations. Recent numerical
modeling studies and field campaigns, such as the Targeted
Observations by Radars and UASs (TORUS), have examined
the structure of the streamwise vorticity current (SVC) within
the forward-flank downdraft (FFD) and its potential role in in-
tensification of the low-level mesocyclone and tornadogenesis
(Orf et al. 2017; Murdzek et al. 2020; Schueth et al. 2021; Finley
et al. 2023). However, other recent numerical simulations have
more robustly shown that low-level mesocyclones primarily in-
gest environmental streamwise vorticity from storm inflow in
the lowest 500 m rather than the FFD (Coffer et al. 2023). To
provide observational testing of the Coffer et al. (2023) results,
rapid-scan radar studies, contextualized by detailed sampling of
inflow to characterize environmental streamwise vorticity (e.g.,
lidar or sensitive Doppler radars), could be conducted to
compare low-level mesocyclone and tornado evolution with nu-
merical simulations. Shallow, rapid scans with lidar or sensitive,
higher-resolution Doppler radars (e.g., Ka-band radars) could
be combined with rapid-scan, volumetric radar observations to
characterize the time evolution of near-surface vorticity and its
degree of organization to evaluate another recent simulation-
based hypothesis that coherent organization of vorticity sources
is not required for tornadogenesis (Fischer and Dahl 2022;
Parker 2023).

Multi-Doppler analyses enable more process-based studies
by quantifying vorticity budgets or circulation or examining
parcel trajectories (e.g., Dowell and Bluestein 2002b; Wurman
et al. 2007; Markowski et al. 2012b; Kosiba et al. 2013b;
Murdzek et al. 2020), particularly in concert with large-scale
field campaigns with thermodynamic measurements (e.g.,
Wurman et al. 2012). However, these dual-Doppler studies
had 2-min temporal sampling that only marginally resolves in-
tensification to tornado strength occurring in;1–2 min or less
and may contain considerable errors in trajectories (e.g., Dahl
et al. 2012). Owing to limited synchronous deployment of the
few rapid-scan radar systems, which are inherently difficult to
coordinate, rapid-scan multi-Doppler analyses of tornadoes
are scarce. Thus, increased coordination between research
groups to acquire rapid-scan multi-Doppler data are needed,
particularly within large-scale field campaigns. To test the pre-
viously discussed numerical simulation-based hypotheses and
better understand the limitations of rapid-scan radar observa-
tions, radar simulations of numerical models should inform
single- or multi-Doppler observational approaches. For exam-
ple, sampling issues (Brown et al. 1978; Wood and Brown
1997; Brown et al. 2005; French et al. 2014) may preclude suf-
ficient low-level observations. Moreover, dual-Doppler analy-
ses further degrade spatial resolution from single-Doppler

observations, which may make capturing the smallest features
(e.g., subtornado scale) difficult or impossible to properly
sample with the current technology. A more detailed discus-
sion of recent improvements in dual-Doppler accuracy facili-
tated by rapid-scan radar observations as well as remaining
limitations can be found in section 5.

b. Tornado maintenance and mature tornado evolution

Tornado maintenance requires a delicate balance of tor-
nado positioning relative to sources of vorticity and the ability
to tilt and stretch vorticity. Long-lived, strong tornadoes tend
to reside beneath the primary updraft, within regions of strong
near-surface convergence, and with sustained access to external
sources of high-angular-momentum air (Marquis et al. 2012).
Additionally, relatively buoyant outflow is also observed near
strong, long-lived tornadoes (Markowski 2002; Weiss et al.
2015), and these tornadoes often reside at the intersection of
the rear-flank and forward-flank gust fronts while maintaining
access to buoyant inflow air with favorable positioning within
the mesocyclone (Dowell and Bluestein 2002a,b).

Rapid-scan radar observations have advanced understand-
ing of tornado maintenance by minimizing advection and evo-
lution between vertical measurements of tornado intensity
and positioning that can change on time scales as fast as 10 s
(French et al. 2014; Kurdzo et al. 2015; Mahre et al. 2018;
McKeown et al. 2020). These capabilities have been leveraged
to examine whether a persistent TVS in the mesocyclone is
necessary to maintain a tornado. French et al. (2014) found
that a continuous TVS within the mesocyclone was not re-
quired to maintain a strong tornado, whereas Wienhoff et al.
(2020) noted that the difference between long-lived, strong
tornadoes and weak, short-lived tornadoes was the presence
of a TVS within the mesocyclone. In addition, Wienhoff
et al. (2020) examined how rapid changes (1–2 min) in
mesocyclone-relative position of the tornado affect tornado
maintenance. In several weak tornado cases (Wienhoff et al.
2020), increased displacement of the tornado from the low-level
mesocyclone resulted from momentum surges and instigated
rapid tornado decay. In contrast, strong and violent tornadoes
persisted through changes in tornado–mesocyclone-relative po-
sitioning (Mahre et al. 2018; McKeown et al. 2020), perhaps due
to wider and more intense updrafts (Marion et al. 2019; French
and Kingfield 2021). Momentum surges, as inferred by rapid
successions of ejected tornado debris (1 min), may also prevent
tornado occlusion and subsequent decay by restoring the tor-
nado to a favorable position within the mesocyclone (Kurdzo
et al. 2015).

During the mature stage of a tornado, rapid changes in tor-
nado intensity and damage are observed. Some intensity
changes exhibit periodic behavior (Fig. 3), evidenced by DV
oscillations from 5 m s21 (Wurman et al. 2013) to in excess of
20 m s21 (French et al. 2014; Mahre et al. 2018). In most in-
stances, the period of oscillation (Fig. 3b) was between 30 and
100 s (Bluestein et al. 2003b; Wurman et al. 2013; French et al.
2014; Mahre et al. 2018), which required observations every
;10 s to properly resolve them. Periodicities have been ob-
served primarily near the surface (,500 m) (French et al. 2014;
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Mahre et al. 2018), but substantial periodicities have been
noted aloft (.2 km) with smaller near-surface oscillations
(French et al. 2014). Few studies have commented on the lack
of periodicities. However, McKeown et al. (2020) noted no pe-
riodic intensity oscillations throughout the mature stage of a
long-lived tornado despite observing periodic oscillations in
tornado positioning relative to the mesocyclone. But the tem-
poral sampling rate precluded detection of periods shorter than
;50 s.

Several oscillation mechanisms have been proposed to ex-
plain tornado periodicities. However, a conclusive mechanism
has yet to be identified. Rapid sector scans from a W-band ra-
dar revealed periodicities and showed an inverse relationship
between tornado intensity and diameter, consistent with an-
gular momentum conservation (Bluestein et al. 2003b). Al-
though the underlying cause of these radial displacements was
not determined, a possible cause is vertically propagating cen-
trifugal waves that modulate tornado diameter and intensity,

FIG. 3. Time series of rotational intensity (m s21) in mature tornadoes. (a) Rotational intensity
is plotted in solid black. (b) A time series of rotation intensity is plotted on the left with the cor-
responding Fourier transform included on the right. (c) A time–height analysis is provided. The
plot in (a) is adapted from Bluestein et al.’s (2003b) Fig. 3, the plot in (b) is adapted from
Wurman et al.’s (2013) Fig. 7, and the plot in (c) is adapted fromMahre et al.’s (2018) Fig. 11
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as illustrated in theoretical numerical solutions (Dahl 2021).
The best evidence of vertically propagating waves was found
in Houser et al. (2016), where they identified ascending wave-
like structures using the polarimetric debris signature. Al-
though there were fluctuations in DV [Fig. 3c in Houser et al.
(2016)], it was not clear that the fluctuations correspond to a
particular frequency. Next, vortex Rossby waves may also in-
troduce periodicities with superimposed, long-wavelength
perturbations in the tornado’s flow (Bluestein et al. 2003b;
Wurman et al. 2013). However, it has yet to be explained how
Vortex Rossby waves introduce time-dependent variations in
DV, but could occur as a consequence of time-dependent ra-
dar observing geometry and spatial undersampling. Finally,
tornado subvortices, small vortices within a multiple-vortex
tornado, while generating small-scale perturbations in tornado
winds and damage (Lewellen et al. 2000; Wurman 2002; Nolan
2012; Snyder and Bluestein 2014; Wurman et al. 2014), typi-
cally have life cycles of ,30 s (Bluestein et al. 2018) and ap-
pear unlikely to explain the observed intensity oscillations
with periods near 100 s. Very rapid-scan, volumetric observa-
tions (,10 s) of azimuthally and vertically propagating waves
are needed to quantify phase speeds and changes in tornado
intensity and diameter with height. To identify oscillation

mechanisms, quantitative intercomparisons between wave speeds
and velocity perturbations from analytical solutions of azimuth-
ally and vertically propagating waves and radar observations
could be employed, in addition to radar simulation studies using
high-resolution numerical models of tornadoes.

Although tornado subvortices may not explain periodic in-
tensity oscillations, rapidly collected radar observations have
helped to better understand subvortex behavior. Rapid, sector
scans every 4–5 s (Wurman 2002) and rapid PPIs every 2 s
(Bluestein et al. 2018) have been used to document that sub-
vortices may retrograde, or translate azimuthally at a lower
velocity than the mean azimuth velocity. These rapid-scan radar
studies provided the first observational evidence of retrograding
behavior of subvortices documented by vortex chamber and
simulation studies (Ward 1972; Lewellen et al. 1997). Using
rapid PPIs, the first full life cycle view of subvortices was cap-
tured by Bluestein et al. (2018), who identified that short-lived
and long-lived subvortices lasted 8 and 34 s, respectively, on av-
erage. An example of a tracked subvortex in a sequence of PPIs
is shown in Fig. 4. Subvortices formed within the radius of maxi-
mum wind, primarily in the left-rear quadrant, and typically did
not complete more than one revolution of the tornado before
dissipating in the right-forward or left-forward quadrants,

FIG. 4. Time series of 31 May 2013 El Reno, Oklahoma, RaXPol Doppler velocity (m s21) PPI observations at (top left to top right) 38, 58,
and 18 and (bottom left to bottom right) 58, 18, and 48 elevation angles. The subvortex is annotated with the black circle and its track is shown
by the black curve. Figure from Bluestein et al.’s (2018) Fig. 2.
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similar to numerical simulations (Lewellen et al. 1997). A key
distinction between short- and long-lived subvortices is that
long-lived subvortices moved inward toward the tornado center
with time, whereas short-lived subvortices remained close to
their original radius. In contrast, an interior tornado subvortex
in a larger tornado/multivortex mesocyclone moved radially
outward during a rapid increase in the overall number of sub-
vortices occurring over 40 s (Wurman et al. 2014).

Although rapid-scan radars have documented potentially
important short time-scale phenomena that impact tornado
maintenance and intensity, several barriers remain to fully un-
derstand the underlying physical processes and their overall
importance. Advancements in understanding are limited by
coarse spatial sampling of a hundred to a few hundreds of me-
ters, depending on beamwidth and range. Thus, small-scale
structures in tornadoes such as higher-wavenumber oscillations,
vertically propagating waves, and subvortices are, at best,
coarsely resolved. Although relatively uncommon, close-range
observations of large-diameter tornadoes (.1 km) provide the
best opportunity to examine these processes. However, finer-
scale measurements are needed, perhaps by developing rapid-
scan radars with narrow beamwidths or using rapid sectors or
single-elevation PPIs with existent millimeter-wavelength radars
(Weiss 2009).

c. Tornado dissipation

Storm-scale processes leading to the occlusion of the meso-
cyclone and tornado dissipation are well-documented (e.g.,
Lemon and Doswell 1979), involving increased negatively buoy-
ant storm outflow that disrupts the balance between inflow and
outflow (Dowell and Bluestein 2002b) and initiates tornado
dissipation by reducing convergence of angular momentum and
vorticity stretching (e.g., Dowell and Bluestein 2002b; Marquis
et al. 2012). In this review “decay” is used to describe the weak-
ening of the rotational intensity of an ongoing tornado, whereas
“dissipation” is used to describe the termination of a tornado-
strength vortex. Rapidly collected volume scans have improved
understanding of tornado-scale decay initiated by storm-scale
processes. The first study to examine tornado decay using a rapid-
scan radar (MWR-05XP) was French et al. (2014). French et al.
(2014) made the first observations of the late tornado life cycle
using rapid-scan radars. They documented two instances of an
“inside-out” weakening of the tornado where the tornado weak-
ened upward and downward from an initial altitude of 1.5–2 km
(Fig. 5), near the LFC. French et al. (2014) suggest that weakening
at the LFC might occur first in response to near-surface buoyancy
decreasing during an occlusion. In addition, the TVS exhibited dif-
ferential motion below and above the first altitude where the TVS
weakened. One limitation of the French et al. (2014) study was

FIG. 5. Vertical cross section of the Goshen County TVS position over a 3-min period, shown every 30 s during tornado dissipation. The
inside-out weakening starts with a gap in the TVS profile first at 1.5–2 km, progressively extending to higher and lower altitudes and be-
coming increasingly tilted. The TVS gap is highlighted by the dashed red circle at 2224:14 and 2227:11 UTC. Figure adapted from French
et al.’s (2014) Fig. 19.
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the relatively coarse resolution preventing analysis at the tornado
scale, thus making the distinction between decay and dissipation in
this case ambiguous.

The majority of eight subsequent case studies have docu-
mented similar tornado decay to French et al. (2014). These
cases are summarized in Table 3 (French et al. 2014; Houser
et al. 2015; Tanamachi et al. 2015; Bluestein et al. 2016; Griffin
et al. 2019; Wienhoff et al. 2020).3 Seven of the eight cases ei-
ther exhibit inside-out decay or a possibly undersampled ver-
sion of inside-out decay where downward weakening is
observed in the low levels but the upper levels of the TVS are
not documented. Contrasting observations of inside-out de-
cay, McKeown et al. (2020) documented that tornado dissipa-
tion either occurred simultaneously within the lowest 2 km
for higher thresholds of DV; or, for lower thresholds, tornado
dissipation happened first between 1.5 and 2 km AGL and
nearly simultaneously in the observed 2 km AGL layer there-
after. For the inside-out or downward cases, decay was not
sensitive to the choice of DV threshold.

Although the majority of tornadoes in the literature broadly
behave similarly, close-range, rapid-scan observations reveal
nuanced differences in tornado dissipation (e.g., lowest 1 km
AGL). During dissipation, Griffin et al. (2019) noted that the
tornado’s wind speeds in the lowest 400 m AGL weakened si-
multaneously, which slightly preceded the weakening of wind
speeds in the adjacent layer above (2206:22–2207:27 UTC;
Fig. 6). Simultaneous, rapid changes in tornado tilt occurred
at 400–700 m AGL, beneath the initial dissipation level and
exhibited the slowest rate of decay (Griffin et al. 2019). Follow-
ing initial decay, the tornado dissipated rapidly upward 1 min
later (2207:27–2208:48 UTC; Fig. 6).

During tornado dissipation, a common observation is that
the tornado moves rearward in a storm-relative sense,

resulting in increased displacement between the tornado
and mesocyclone (Wakimoto and Martner 1992; Dowell and
Bluestein 2002a,b; Nixon and Allen 2021). A possible expla-
nation for the nuanced differences in dissipation modes is that
dissipation during cyclic mesocyclogenesis can occur in an
occluding (Burgess et al. 1982; Dowell and Bluestein 2002a,b)
or non-occluding manner (Adlerman and Droegemeier 2002,
2005). Rapid-scan observations first documented non-occluding
mesocyclogenesis (French et al. 2014; Houser et al. 2015;
Tanamachi et al. 2015) that were only previously identified in
numerical simulations (Adlerman and Droegemeier 2005). In
both French et al. (2014) and Houser et al. (2015), the tornado
vortex was displaced ahead or to the right of storm motion, as
shown in Fig. 7, causing dissipation since the tornado no lon-
ger resided beneath the parent updraft. Inside-out decay was
observed for both occluding and non-occluding mesocyclogen-
esis cases. French et al. (2014) and Houser et al. (2015) both

TABLE 3. Summary of tornado dissipation cases, including observed directionality, duration of decay, starting height of decay or
dissipation, and presence of differential motion above and below the dissipation height. Cases where differential motion was not
examined or was uncertain is denoted as unknown, and it is labeled as N/A for the simultaneous case. Spatial resolution and altitudes
are computed at time of initial decay.

Publication
Tornado
case

Spatial
resolution

Min and
max obs alt

Dissipation
behavior

Duration
of decay

Decay
starting
height

Differential
TVS motion

French et al. (2014) 5 Jun 2009 240 m 0.1 km, 2.6 km Inside out 4–5 min 1.5–2.0 km Yes
French et al. (2014) 19 May 2010 250 m 0.1 km, 5.1 km Inside out 8 min 1.5–2.0 km Yes
French et al. (2014) 25 May 2010 310 m 0.1 km, 6.4 km Downward, upper

part unknown
3 min 1.5–2.0 km Unknown

Houser et al. (2015) 24 May 2011 270 m 1.1 km, 4.8 km Simultaneous, followed
by inside out

30 s 2.5 km (not LFC) Unknown

Bluestein et al. (2016) 23 May 2008 500 m 0.3 km, 5.5 km Inside out 1 min 750 m Yes
Griffin et al. (2019) 27 May 2015 100 m 0.1 km, 1.9 km Downward, upper

part unknown
2–3 min 1.25–21 km Unknown

McKeown et al. (2020) 9 May 2016 210 m 0.2 km, 2.1 km Simultaneous
below 1.5 km

15 min 1.5–2 km N/A

Wienhoff et al. (2020) 24 May 2016 190 m ,0.1 m, 1.9 km Initial weakening aloft ;90 s Unknown Unknown

FIG. 6. Time–height plot of DV during the 27 May 2015 Canadian,
TX, tornado observed by the AIR. Figure from Griffin et al.’s (2019)
Fig. 5.

3 Tornadogenesis decay mode for Bluestein et al. (2016) is based
on the authors’ analysis of Bluestein et al.’s (2016) Fig. 11 and not
the original authors’ discussion.
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found non-occluding cyclic mesocyclone dissipation, whereas
Griffin et al. (2019) identified classic occlusion with the low-
level vortex moving rearward within the supercell. Although
the non-occluding sample size is small [Houser et al. (2015)
in Table 3], we hypothesize that non-occluding mesocyclo-
genesis may result in faster tornado decay because it more
rapidly displaces the tornado from the mesocyclone. Future
research should seek to clarify the connection between
storm-scale processes and decay mechanisms (inside-out
or simultaneous), including what controls the height
of tornado decay and highly varied duration of tornado
dissipation.

4. Broader applications to deep convection

Although there have been numerous studies on supercells
and tornadoes, many phenomena within deep convection
evolve on short time scales. In this section we will examine
how rapid-scan radars have been used for science applications
involving hail and damaging winds (section 4a), lightning
(section 4b), deep convection tracking and flash flood poten-
tial (section 4c), and tropical cyclones (section 4d). Although
fewer studies have been done in these areas, these studies
provide an important first examination of a broader spectrum
of research opportunities and operational applications created
by detecting these rapidly evolving features and motivate sub-
sequent discussion of future research opportunities in these
topic areas.

a. Hail and damaging winds

Hailstorms cause over $10 billion in damage each year
(e.g., Allen et al. 2020), and weather radars are extensively
used for issuing operational warnings of hailstorms. The bene-
fits of rapid-scan observations for hail were first illustrated us-
ing data collected with the single-polarization NWRT PAR.
In one 3-min period for a significant hail event, NWRT PAR
observations showed that echo intensity increased from 30 to
55 dBZ and the storm top height increased from 5 to 9 km
AGL. In the subsequent 3–4 min, the maximum reflectivity
exceeded 70 dBZ and a three-body scatter spike became evi-
dent (Heinselman et al. 2008). In addition, Heinselman et al.
(2012) identified a bounded region of high reflectivity that
descended from 6 km to the surface in 7 min during a wet micro-
burst. Tracking such features required both high-temporal-
resolution and dense vertical observations as illustrated by the
local WSR-88D, which sometimes missed the onset of hailfall
(Newman and Heinselman 2012). Examining Maximum Esti-
mated Size of Hail (MESH) output from the NWRT PAR, the
maximum hail sizes were observed to increase and decrease by
as much as 7 cm within 7-min periods (e.g., 2240 UTC in Fig. 8;
Witt et al. 2018). However, verification studies have found that
MESH has little correlation with hail size (e.g., Ortega et al.
2009; Ortega 2018; Murillo and Homeyer 2019), and thus these
MESH changes may reflect integrated reflectivity changes and
not necessarily changes in hail size. With operational prototype
S-band PARs (e.g., ATD), future research can examine if
polarimetric radar algorithms of hail-size categories (e.g.,

FIG. 7. Conceptual model of non-occluding mesocyclogenesis based on RaXPol observations, shown with 1-min time steps. The red dot
shows the location of the tornado, the pink dot indicates the location of the subtornadic vortex, the black arrows denote the horizontal
winds, and the yellow and red circles show the low-level and midlevel mesocyclone, respectively. Figure fromHouser et al.’s (2015) Fig. 15.
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Ryzhkov et al. 2013; Ortega et al. 2016) observe similar high
temporal variations and if these variations correlate with sur-
face hail observations.

Improving on early single-polarization radars, polarimetric
observations more clearly discriminate between areas of hail
and other types of hydrometeors (Vivekanandan et al. 1999;
Straka et al. 2000). Using rapid-scan, polarimetric data col-
lected with volumetric sector scans, polarimetric signature
evolution has been examined using KOUN (Kumjian et al.
2010; Tanamachi and Heinselman 2016; Kuster et al. 2019), a
WSR-88D radar in Norman, Oklahoma. In a tornadic super-
cell case, Tanamachi and Heinselman (2016) showed that
rapid-scan observations captured the descent of large hail,
characterized by near-zero ZDR and low rHV, over six volume
scans compared to three with the WSR-88D (Fig. 9). The hail
signature disrupted the structure of the ZDR arc, a region of
high ZDR along the forward-flank downdraft (e.g., Kumjian
and Ryzhkov 2008, 2009; Dawson et al. 2014), reducing its
areal coverage (Tanamachi and Heinselman 2016; Witt et al.
2018). These observations differed from an earlier KOUN
rapid-scan study (Kumjian et al. 2010), in which a ZDR arc
was disrupted by a region of small drops rather than hail dur-
ing an occlusion cycle. In addition to hailfall, polarimetric
radar signatures can be related to updraft characteristics
(Kumjian et al. 2014; Snyder and Ryzhkov 2015), such as the
height or width of ZDR columns. ZDR columns are vertical
turrets of positive ZDR comprised of lofted raindrops above
the environmental freezing level (Conway and Zrnić 1993;
Kumjian and Ryzhkov 2008). In the largest sample size study
to date, Kuster et al. (2019) analyzed 50 storms using rapid-
scan KOUN data and found that detection of the maximum
in ZDR column and radar reflectivity core height provided the

best lead time for hail onset, consistent with modeling studies
that identified a 10–15-min lead time between ZDR column
height and hail reaching the surface (Kumjian et al. 2014).

Forecasting severe wind events requires detection of pre-
cursor signatures that occur at different altitudes and must be
tracked vertically in time. In particular, microburst detection
often relies on the detection of descending reflectivity
features, midlevel radial convergence (Wilson et al. 1984;
Roberts and Wilson 1989), as well as ZDR column signatures
(Kuster et al. 2019). Descending reflectivity cores are local-
ized, columnar maxima in reflectivity (Wakimoto and Bringi
1988), often observed 4–10 min prior to downburst formation
(e.g., one to two WSR-88D volumes). Rapid-scan data facili-
tate their detection and subsequent tracking of their descent
through a vertical column (Heinselman et al. 2008; Adachi
et al. 2016; Kuster et al. 2016). Midlevel convergence signatures,
a precursor to downbursts, can be short-lived (e.g., ,90 s) and
can precede the onset of strong surface winds or the development
of mesovortices by as little as 1 min (Adachi et al. 2016; Kuster
et al. 2016; Newman and Heinselman 2012). In addition to
convergence signatures, Kuster et al. (2019) also found that
the peak ZDR column height provided skill in anticipating
severe wind events using trends in column size and height that
was greatly aided by improved scan-to-scan consistency of
rapid-scan radar data that minimized storm evolution between
observations.

Although the reviewed hail and wind research has docu-
mented rapid changes in precursor signatures, rapid-scan, dual-
polarization radars could be better leveraged to provide more
vertically dense observations, covering near-surface to storm
top, while still improving volume scan times (e.g., 30 elevations
in 60 s). For hail research, such observations would improve

FIG. 8. Time series plot of MESH (blue line), vertical integrated liquid (VIL; green line), and radar reflectivity fac-
tor at 253 K (red line). MESH increases by about 7 cm in a 5-min period centered around 2240 UTC. Figure from
Witt et al.’s (2018) Fig. 6.
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understanding of hail formation, trajectories, and its relationship
with convective updrafts (Adams-Selin and Ziegler 2016; Dennis
and Kumjian 2017; Kumjian et al. 2021), while simultaneously
observing hail fallout and documenting along-track variability of
hail sizes for intercomparisons with advancing in situ hail meas-
urements (Blair et al. 2017; Giammanco et al. 2017; Soderholm
et al. 2020). By correlating polarimetric signatures and on-
ground reports that are infrequent in time and space, rapid-scan
observations enabled more precise correlation between polari-
metric radar signatures and giant hail occurrences (Witt et al.
2018). Rapid-scan polarimetric observations could improve un-
derstanding of the roles of hydrometeor loading and latent heat-
ing to downburst generation (e.g., Srivastava 1987; Wakimoto
and Bringi 1988), particularly when combined with rapid-scan,

dual-Doppler to measure downdraft and subsequent wind
speeds.

b. Lightning

The processes that lead to cloud electrification and discharge
occur on very short time scales, with flash rates of hundreds per
minute in intense thunderstorms (e.g., Williams et al. 1989;
Schultz et al. 2009; Calhoun et al. 2013) and rapid increases in
lightning are often associated with severe storms (Williams et al.
1999; Schultz et al. 2009, 2015; Chronis et al. 2015) and increases
in convective mass and ice particle fluxes (Deierling et al.
2008; Bruning and MacGorman 2013; Schultz et al. 2015).
Lightning mapping arrays (LMAs) afford the capability to ac-
quire subsecond sampling of electrical discharges. However,

FIG. 9. KOUN observations of ZDR at 1.08, 2.08, and 3.08 elevation from (a) 2302 to (f) 2311 UTC 31 May 2013,
illustrating the descent of the hail signature and disruption of the ZDR arc. Figure adapted from Tanamachi and
Heinselman’s (2016) Fig. 4.
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intercomparisons with parabolic dish radar scans are difficult
since they only provide a snapshot of corresponding three-
dimensional storm structure every 3–5 min, making it difficult
to link storm microphysics and dynamics to electrification.
The difference in sampling frequency between LMAs and
radars have been lessened by sacrificing radar spatial coverage
using fixed radar beam positions with subsecond temporal sam-
pling or RHIs collected every 10–20 s (Hendry and McCormick
1976; Caylor and Chandrasekar 1996).

Parabolic dish radars with dual-polarization capability have
shown that ice crystals, up to a few millimeters in diameter,
become increasingly vertically aligned as the electric field
strengthens and ice crystals become horizontally aligned after
lightning discharge (Weinheimer and Few 1987). Such
changes can occur on time scales as short as 1 s (Hendry and
McCormick 1976; Caylor and Chandrasekar 1996), but can
also occur more gradually over time scales of 10–30 s in other
cases (Caylor and Chandrasekar 1996; Krehbiel et al. 1996;
Biggerstaff et al. 2017). In contrast to parabolic dish radars,
imaging radars can be used to provide subsecond RHIs or
three-dimensional observations in less than 10 s. Initial experi-
ments are underway to collect these data with imaging systems
(Wang et al. 2023; Yu et al. 2023), which can be used to expand
upon previous work in one- or two-dimensions to elucidate the
three-dimensional structure of aligned ice and its response to
electric field changes at more appropriate time scales. A poten-
tial barrier to using imaging radars to examine ice alignment sig-
natures is that the anvil region containing these ice crystals has
lower reflectivity compared to lower altitudes, and thus the
higher sidelobe levels and reduced sensitivity of imaging systems
may yield lower data quality than traditional radars.

The principal contribution of rapid-scan radars to lightning
studies to date has been to examine inferred updraft and
downdraft motions and their relationship to time-evolving
charge and microphysical structure. Ice crystals and graupel
obtain different charge in mixed-phase updraft regions
through rebounding collisions in the presence of supercooled
liquid water (Takahashi 1978; Saunders 2008; Deierling et al.
2008). Rapid-scan radar studies have focused on fluxes of ice
crystals and graupel in the mixed-phase region of thunder-
storms and subsequent charge separation due to differential
sedimentation of these ice species. Using the NWRT PAR
(Emersic et al. 2011) in Oklahoma and the PAWR (Yoshida
et al. 2017; Moroda et al. 2022) in Japan, observations of
single- and multicell storms showed that ascending regions of
high reflectivity coincided with a collocated ascending region
of increased lightning discharge inferred from radiation sour-
ces. The rate of ascent of echo tops was associated with the as-
cent rate of the positive-charge layer inferred by lightning
discharges measured by LMA data (Emersic et al. 2011;
Yoshida et al. 2017; Moroda et al. 2022) and is illustrated in
Fig. 10. This figure shows a developing convective cell with a
core of reflectivity exceeding 50 dBZ ascending from 4 to
10 km ARL in approximately 7 min. Concurrent LMA data
on the left indicate an initial ascent of a lower positive and
negative charge layer and the development of an upper posi-
tive charge layer as the reflectivity core reaches its maximum
altitude. Lightning discharges occurring in the upper portion

of the ascending reflectivity core are hypothesized to result
from noninductive charging from ice crystals and graupel
(Moroda et al. 2022).

Significant scientific advancements have followed the deploy-
ment of LMAs or similar three-dimensional lightning mapping
networks in recent years (Goodman et al. 2005; MacGorman
et al. 2005; Bruning andMacGorman 2013), but rapid-scan radar
technology has only been used to observe kinematic processes
with comparable temporal resolution on rare occasions. Meth-
odology developed using traditional radars to investigate the re-
lationship between lightning activity or charge structure and
updraft intensity (Stough et al. 2022), turbulence kinetic energy
(Souza and Bruning 2021), and three-dimensional microphysical
trajectories (Chmielewski et al. 2020) could be reproduced in
the future with rapid-scan radars for shorter time scales and
with three-dimensional-storm scale observation. Compared to
the millimeter-wavelength radar systems used in the TKE studies,
existing rapid-scan radars are limited to cross-beam spatial sam-
pling of a few hundred meters, which are sufficient to resolve
eddy-scale processes at $1-km scale that affect charge struc-
ture (Brothers et al. 2018), but not finer-scale turbulence re-
solved by existing millimeter-wavelength radars (,300 m).

c. Deep convection tracking and flash flood potential

Weather radars are uniquely capable of detecting and
tracking localized regions of heavy precipitation, which cause
flash flooding, one of the leading causes of weather-related fa-
talities in the United States (Ashley and Ashley 2008). Rapid-
scan radars are necessary to track and document the evolution
of heavily precipitating cells that, on average, last between 5
and 15 min (Isoda et al. 2018; Wen et al. 2021; Moroda et al.
2021). Although cells can be detected by slower scanning ra-
dars, PARs allow 10–15 volumes within cell lifetimes to finely
capture evolution. In Isoda et al. (2018), PAR observations
showed a rapidly developing cell with .55-dBZ reflectivity in
less than 3 min from first echo detection (Fig. 11). Moroda
et al. (2021) documented and tracked the individual life cycles
of convective cores and precipitating regions within a multi-
cell storm, finding that the majority of cells produced heavy
rainfall at the surface within 9–15 min of initial echoes
aloft. Future research with rapid-scan, dual-polarization radars
could improve storm tracking and vertical sampling to better
capture the microphysical differences resulting in varied path-
ways to precipitation formation and intensities, for example, to
explain the substantial differences seen in storm longevity and
rainfall rates (Fridlind et al. 2019; Jensen et al. 2022).

Rainfall rates locally exhibit high temporal and spatial vari-
ability (Nystuen 1998; Krajewski et al. 2003) that impact flash
flood potential and streamflow. Using KOUN rapid sector-
scan data to explore the utility of high-temporal-resolution
radar observations, Wen et al. (2021) found that although all
radar-derived streamflow algorithms underestimate streamflow
compared to situ measurements, 5-min radar data produced
10% less discharge compared to 1-min data. More degraded
30- and 60-min radar estimates of streamflow were 33% and
43% less, respectively. However, the impact of rapid-scan
data is most evident when identifying flash flood events. Using
1-min data as truth, Wen et al. (2021) also found that 5-min

MONTHLY WEATHER REV I EW VOLUME 15218

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/28/24 07:34 PM UTC



data missed over half of flash flooding events defined by a dis-
charge threshold. The temporal resolution of radar data had
the greatest impact when observing rainfall over small drain-
age basins, and temporally degraded data impacted discharge
rates even more than spatial degradation. Because these ob-
servations were limited to Oklahoma, additional research is
needed to quantify these benefits in different climatic regions
and over different basin characteristics.

d. Tropical cyclones

High-temporal-resolution radar research has attempted
to bridge the gap between the time and space scales of

motions resolved by in situ surface observations and
WSR-88D, which is necessary to examine heterogeneous
causes of damage within tropical cyclones. Small-scale fea-
tures, such as boundary layer rolls, contribute to localized
perturbations in background flow and downward transport
of high-angular-momentum air (Wurman and Winslow
1998; Morrison et al. 2005). Using 12-s single-elevation PPI
observations, DOW Doppler velocity perturbations on the
order of 10 m s21 have been correlated with the observed
fluctuations in measured surface wind speeds as illustrated
in Fig. 12 (Kosiba et al. 2013a). In addition to boundary
layer rolls, short-time-scale fluctuations in wind speed have

FIG. 10. (left) Charge structure inferred from lighting discharges measured by the Oklahoma LMA and (right) NWRT PAR, showing
the concurrent evolution of the vertical charge structure and a rapidly developing new cell between 2220 and 2226 UTC. In the left
column, the charge structure with red lines indicating environmental temperatures is displayed. In the right column, radar vertical cross
sections of radar reflectivity (dBZ) are displayed with black lines corresponding to the same environmental temperatures as on the left.
Adapted from Emersic et al.’s (2011) Figs. 3 and 5.
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been observed along the periphery of convective bands
(Alford et al. 2020).

Mesoscale vortices associated with vortex Rossby waves
within the hurricane eyewall also perturb the observed near-
surface wind field (Montgomery and Kallenbach 1997). Four
distinct mesoscale vortices were observed within the eyewall
of Hurricane Harvey, each with diameters ranging from 2 to
11 km and amplitudes of 15–20 m s21 relative to the back-
ground flow (Wurman and Kosiba 2018). Rapid-scan observa-
tions facilitated the tracking of the Rossby waves and
identified that they translated at approximately half the back-
ground wind speed (32 versus 55–70 m s21). Tornado-scale
vortices were also observed during Hurricane Harvey, lasting

from 60 to 240 s and producing peak gusts that lasted for less
than 10 s (Wurman and Kosiba 2018).

Although some studies documented characteristics of
tornado-scale vortices, vortex Rossby waves, and the hurricane
boundary layer, the use of rapid, single-elevation analyses pre-
cluded deeper understanding, such as examining the formation
and dissipation of tornado-scale vortices or the three-dimensional
structure of boundary layer rolls. Additionally, recent studies
(e.g., Wingo and Knupp 2016; Fernández-Cabán et al. 2019;
Alford et al. 2019) have documented the three-dimensional wind
fields of vortex Rossby waves and investigated how they may
contribute to localized near-surface wind extrema. These studies
were limited by using at least one WSR-88D radar to create

FIG. 11. Vertical cross sections of radar reflectivity factor through isolated thunderstorms near Osaka, Japan, on 26 Jul 2012, observed
by the PAWR. Observations are shown every 30 s from 0941 to 0944 UTC, and the contour increment is 5 dBZ. The first filled contour
has 45 dBZ, and the darker shadings increase by 5 dBZ. A rapidly intensifying new cell develops upwind between 4 and 6 km AGL in a
period of 3 min and is denoted by the black arrow in each panel. Figure from Isoda et al.’s (2018) Fig. 6.

FIG. 12. Time series of 1- and 5-min average wind speeds from DOW (purple) and in situ measurements (blue) during
Hurricane Rita. Dow measurements are from;100 m ARL. Figure from Kosiba et al.’s (2013a) Fig. 7.
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dual-Doppler analyses. Rapid-scan dual-Doppler analyses could
improve the accuracy of analyses by minimizing time differences
between contributing volume scans and help bridge the gap for
investigating the evolution of mesoscale features on time scales
closer to the wind gusts that may contribute to the greatest
damage.

5. Improvements in wind retrievals

Three-dimensional wind retrievals are critical to under-
standing the dynamics of thunderstorms and the formation of
severe hazards. Errors in three-dimensional wind retrievals
can often be significant (Ray et al. 1980; Dowell and Shapiro
2003; Gao et al. 2004; Potvin et al. 2012a,b; Oue et al. 2019).
Two common sources of error are nonlinear advection and
evolution of observed phenomena that occurs between volu-
metric samples and the related errors in vertical velocity esti-
mates that arise from vertical integration of mass continuity
using a poorly sampled low-level wind field and temporally
displaced observations. To remedy these errors, the addition
of the vertical vorticity equation as a dynamical constraint has
been explored (Shapiro et al. 2009) as well as spatially vari-
able advection correction (Shapiro et al. 2010a,b). Rapid-scan
radar observations are necessary to adequately estimate the
time rate of change of vertical vorticity and nonlinear advec-
tion and evolution of Doppler velocity fields required for
these proposed techniques. In this section, the benefits of
rapid-scan observations to improve wind retrievals are dis-
cussed, including multi- and single-Doppler methods.

Owing to the limited availability of rapid-scan, multi-Doppler
observations necessary to calculate the time rate of change of
vertical vorticity, most studies to date have focused on simu-
lating dual-Doppler analyses from high-resolution models.
Using supercell simulations, Potvin et al. (2012a) and Dahl
et al. (2019) demonstrated that increasing temporal sampling
from 5 to 2 min showed the greatest improvement in the accu-
racy of vertical velocity retrievals by up to a factor of 2,
whereas finer temporal sampling than 2 min produced more
modest improvement. The benefit of using rapid-scan radars
for dual-Doppler analyses diminished with increasing range,
likely due to the poor matching of resolved space–time scales
(Dahl et al. 2019). The vertical vorticity constraint is most
helpful in cases where the low-level mass flux is poorly sam-
pled (e.g., no observations were available in the lowest 1.5 km
AGL), but it still improves analyses when low-level observa-
tions are available (Potvin et al. 2012a).

Radar simulation studies further demonstrated that rapid-
scan data can better estimate nonlinear advection and im-
prove vertical sampling of the mass flux. Using simulations of
mesoscale convective systems (MCSs), Oue et al. (2019)
found that volume scans of 2 min or less were needed for
accurate three-dimensional wind retrievals. Advection correc-
tion further improved dual-Doppler analyses for 2-min vol-
ume scans, but did not improve them for 5-min volume scans
owing to substantial convective evolution. Similarly, Dahl
et al. (2019) determined that advection correction based on
reflectivity tracking improved analyses, but only for sub-30-s
intervals. When collecting volume scans of 2 min or less,

increasing the density of upper-level observations improved
vertical velocity retrievals at higher altitudes that are impor-
tant for understanding many convective phenomena such as
hail and lightning and are often poorly sampled (Oue et al.
2019). Comparatively, denser vertical sampling was found to
improve analyses more than the introduction of advection
correction, but not as much as faster sampling (Oue et al.
2019).

Although most of the previous studies were done with sim-
ulated data, a few studies have performed rapid-scan, dual-
Doppler analyses using observations (Wakimoto et al. 2016;
Moroda et al. 2021; Gebauer et al. 2022). Using observations
of a single-cell thunderstorm, including vertically pointing ra-
dar verification, Gebauer et al. (2022) found that significant
errors in w were introduced when the volume scan time
increased from 30 to 90 and 150 s. The use of advection cor-
rection mitigated many of the introduced errors, but the im-
provement diminished for shorter time scales where interscan
advection is minimized. Additionally, a vertical vorticity con-
straint improved analyses compared to retrievals without this
constraint despite adequate low-level observations. The use
of the vertical vorticity constraint even improved vertical ve-
locity estimates in single-cell thunderstorms and MCSs where
magnitudes of vertical vorticity changes (and associated tendency
terms) are smaller than supercell thunderstorms. However, sys-
tematic studies of differences in rapid-scan wind retrievals among
convective modes are still needed.

The most extensive application of rapid-scan radars to ob-
servations is through single-Doppler wind retrievals. Using
30–60-s volumetric update rates, several observational studies
showed improvement in variational, single-Doppler wind re-
trievals when increasing temporal sampling from 5 to 1 min or
less (Shapiro et al. 2003; Qiu et al. 2013; Otsuka et al. 2016;
Liou et al. 2018). Rapid, single-Doppler observations have fa-
cilitated improved kinematic estimates in cold-front (Shapiro
et al. 2003), downburst (Qiu et al. 2013), supercell (Liou et al.
2018), and tornado (Kosiba and Wurman 2013) cases.
Additionally, when using one rapidly scanning radar and a
WSR-88D, Wienhoff et al. (2018) demonstrated that rapid
and improved-accuracy multi-Doppler wind retrievals can be
obtained even when only using one rapidly scanning radar
and a spatially variable advection correction scheme (Shapiro
et al. 2010a). Liou et al. (2018) performed an experimental in-
tercomparison between single- and dual-Doppler wind re-
trievals and found a qualitatively similar spatial structure of
vertical motions when using rapid-scan observations, but con-
siderable differences in magnitudes. Although these retrieval
techniques appear promising and could alleviate some chal-
lenges with multi-Doppler deployment logistics, more re-
search is needed to evaluate their potential for qualitative and
quantitative analyses.

Future field experiments are needed to more robustly de-
termine whether single- and dual-Doppler wind estimates of
three-dimensional winds improve in actual rapid-scan obser-
vations and the degree to which these benefits vary as a
function of phenomena observed, scanning strategies, radar
standoff range, and mismatch in temporal synchronization.
More extensive validation of dual-Doppler wind syntheses
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from vertically pointing radar observations is needed to
understand quantitative differences in errors from different
volume scan times and vertical sampling strategies across a
spectrum of convective modes. Examination of how these er-
rors affect derived meteorological quantities is limited, partic-
ularly from observations. Oue et al. (2019) illustrate how
different volume scan times and vertical sampling strategies
subsequently affect estimates of convective mass flux and up-
draft fraction in OSSEs, which could be further tested using
observational data. Other meteorological applications are
best suited for simulations because of verification limitations,
such as quantifying errors in Lagrangian vorticity budgets or
hail trajectories.

6. Benefits for weather forecasting

In addition to enabling science research (discussed in
sections 3–5), rapid-scan radar systems are being considered
to replace the existing operational WSR-88D radar network
(Zrnić et al. 2007; Weber et al. 2021). Improvements in opera-
tional forecasting could emerge from forecasters using rapid-
scan radar data in warning decision-making, as well as increasing
the accuracy of short-term numerical weather prediction models
assimilating rapid-scan data. In this section, operational PAR
test bed experiments are reviewed to evaluate whether rapid-
scan radar data have helped improve forecaster decision-making
and warning metrics (section 6a). Then, the impact of rapid-scan
radar observations on numerical weather prediction is examined
(section 6b).

a. Forecaster evaluation of rapid-scan radar data

For network-wide upgrades and replacements, operational
radar testbeds have proven highly beneficial for demonstrat-
ing and evaluating new radar technologies, including testbeds
for Doppler (Burgess et al. 1979) and polarimetric capabilities
(Scharfenberg et al. 2005). Building upon previous radar tech-
nology testbeds, a series of Phased Array Radar Innovative
Sensing Experiments (PARISEs) were conducted from 2010
to 2015 to evaluate the impact of PAR data on warning per-
formance and obtain forecaster feedback on its benefits and
limitations (Heinselman et al. 2012, 2015; Bowden et al. 2015;
Bowden and Heinselman 2016; Wilson et al. 2017a,b).
PARISE used data collected with the NWRT PAR in Norman,
Oklahoma (Zrnić et al. 2007). Although numerous benefits to
operations were found in PARISE and will be summarized in
this subsection, a few caveats are noted. First, owing to the

fixed site, cases were only collected in Oklahoma and thus
broader benefits and limitations across the United States were
not evaluated. Next, compared to an envisioned operational
PAR, the NWRT PAR had a larger beamwidth, poorer sensi-
tivity, lacked dual-polarization capability, and scans were lim-
ited to a 908 volumetric sector. Compared to the NWRT PAR,
a full-scale operational PAR will have enhanced capabilities,
including better spatial resolution and data quality, as well as
3608 coverage in azimuth.

The main experimental setup of PARISE involved testing
warning performance and decision-making with 1-min PAR
data compared to PAR data temporally degraded to a typical
WSR-88D update rate (5 min). Forecasters with varying levels
of experience were recruited from different NWS regions.
Each successive PARISE involved a higher number of fore-
casters and larger sample sizes of PAR cases, which are briefly
summarized in Table 4. The 2015 experiment had forecasters
rotate through being part of the control group with 5-min
data and experiment group with 1-min data, whereas earlier
experiments did not involve enough cases to allow for this. In
addition to quantitative evaluation of warning metrics, later
experiments also sought to determine how forecasters were
using rapid-scan data to make decisions through retrospective
cognitive task analysis (Heinselman et al. 2015; Bowden and
Heinselman 2016; Wilson et al. 2017a).

Throughout each PARISE, warning performance metrics
provided a key quantitative measure of the benefits of PAR
data. Specific warning statistics are presented in Table 4, cov-
ering 4 years of PARISE and 17 total PAR cases (including
6 tornado cases) involving 66 total participants. In all four
experiments, the PAR group had a better warning lead time
compared to the control group by an average of 3–13 min
(Heinselman et al. 2012, 2015; Bowden et al. 2015; Wilson
et al. 2017a,b) In addition, the PAR forecast group generally
exhibited small improvements (10% or less) in probability of
detection (POD) and reduced false alarm ratio (FAR) com-
pared to the control group. Partitioning the data into tornado
and severe cases (hail, wind), Wilson et al. (2017b) noted that
the average warning lead time improved for tornado cases.
Bowden et al. (2015) found a statistically significant improve-
ment in lead time for severe events (5-min increase), whereas
the warning lead time did not improve for the severe events
examined in Wilson et al. (2017b). Although PARISE studies
consistently found modest improvements in warning metrics,
statistical significance in forecaster performance was reported

TABLE 4. Summary of PAR forecast evaluation experiments, including number and type of cases, number of forecasters, and
whether POD, FAR, and lead time improved. Cases include a mix of tornado (TOR), severe wind and hail (SVR), and subsevere
(NULL) events. Most experiments quantified forecast statistics relative to a control group. However, the asterisk denotes statistics
computed relative to the forecaster’s NWS office or region. Thus, the relative changes in forecast statistics are not included. Median
lead time compared to the control group is provided in parentheses.

Study Phenomena/No. of cases No. of forecasters POD improved? FAR improved? Lead time improved?

Heinselman et al. (2012) 1 TOR, 1 SVR 12 (6 pairs) Unknown No (150%) Yes (112.8 min)
Heinselman et al. (2015) 2 TOR, 2 SVR 12 Yes* Yes* Yes*
Bowden et al. (2015) 2 SVR 12 Yes (111%) Yes (210%) Yes (15 min)
Wilson et al. (2017b) 3 TOR, 3 SVR, 3 NULL 30 Yes (17%) Yes (22%) Yes (13.4 min)
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only in a few instances. This may be in part because the num-
ber of cases is small, particularly when subsetting tornado and
severe cases. This small sample size likely resulted from the
experimental design that focused on obtaining detailed quali-
tative feedback from forecasters about their decision-making
process and replicated an operational setting, requiring travel
and increased costs that limit participation.

When describing the impact of rapid-scan data on their
decision-making, forecasters claimed higher confidence in
their warning decisions while exhibiting greater forecast skill
(Heinselman et al. 2012; Bowden et al. 2015). Forecasters in
the PAR group leveraged the high-temporal-resolution data
to evaluate temporal trends and vertical continuity of rotation
across scans. In two cases, forecasters correctly diagnosed that
the intensification and deepening of rotation was short-lived,
whereas forecasters with 5-min data incorrectly issued “false
alarm” tornado warnings since they were not comfortable wait-
ing another 5 min for additional data (Bowden and Heinselman
2016). Next, forecasters reported that 1-min radar data provided
them with a better ability to identify trends in storm intensity
and motion (Heinselman et al. 2015; Bowden and Heinselman
2016; Wilson et al. 2017a). For example, forecasters were able
to better account for deviant storm motion and adjust warning
polygons accordingly. In addition, they noted an improved
ability to cancel warnings when severe weather threats dimin-
ished and more readily identify subsevere hazards when de-
ciding not to issue warnings (Bowden and Heinselman 2016).
In particular, more frequent radar updates were helpful in
monitoring mesocyclone trends for tornado warning deci-
sions, perhaps explaining some improvements in warning
performance.

Although high-temporal-resolution data improved warning
performance and forecaster comprehension of events, an in-
crease in data volume introduced some challenges to fore-
caster situational awareness. Forecasters in the PAR group
reported a higher cognitive workload compared to the control
group (Wilson et al. 2017b). However, after a short adjust-
ment period, forecasters were better able to prioritize the
most important data and adapt their data interrogation strate-
gies (Bowden and Heinselman 2016; Wilson et al. 2017a).
These strategies were highly individualistic, and therefore
more research is needed to examine best practices for incor-
porating PAR data into warning operations. Because fore-
casters were used to 5-min updates, some recalibration to
their perceived sense of time was necessary when using 1-min
data. For example, forecasters needed to resist warning based
on transient storm behavior and leverage the increased
temporal sampling to ensure a sustained trend (Wilson et al.
2017a).

In summarizing conceptual models used by forecasters
(Heinselman et al. 2015), key indicators of imminent torna-
dogenesis included a descending intensification of the me-
socyclone. However, non-descending TVS intensification
appears to be the most common mode of tornadogenesis in
rapid-scan observations, as discussed in section 3a. More-
over, the descending tornadogenesis mode may be an artifact
of temporal aliasing due to small, transient tornado-intensity
vortices being misinterpreted as temporally continuous,

descending tornado development (French et al. 2013). Thus,
future research needs to examine whether forecaster concep-
tual models of tornadogenesis and training modules need to
change for fixed-site, rapid-scan operational radars that less
commonly observe tornado-scale features due to limited spa-
tial resolution and reduced low-level coverage. For example,
in recent high-resolution numerical simulations, Yao et al.
(2019) noted the downward development of the mesocyclone
was followed by a rapid upward intensification of the tornado,
illustrating how differences in time evolution of rotational
intensity may vary depending on the minimum observable
scale.

Future research should also examine a larger sample size
of archived PAR cases, evaluate rapid-scan cases from other
regions, and compare forecaster performance using dual-
polarization WSR-88D data and polarimetric PAR data, from,
for example, the ATD. Additionally, analysis of precursor
signatures using statistical analysis or automated algorithms
would enable studies to examine whether PAR data improve
the detection and lead time of precursor signatures. For
example, such comparisons were done between polarimetric
and conventional radar data to evaluate the comparative
performance of rainfall estimation and hail detection algo-
rithms (Scharfenberg et al. 2005). In addition, algorithms or
machine learning approaches could be used to leverage trends
from rapid-scan data to better identify trends in precursor
signatures that traditional algorithms cannot identify (Chase
et al. 2022; Sandmæl et al. 2023). Finally, rapid-scan observations
from experiments outside of Oklahoma could help assess the
benefits and limitations of an operational PAR network for
more geographically diverse weather phenomena.

With a much larger sample size of cases and greater geo-
graphic diversity, the recent implementation of Supplemental
Advantage Intravolume Low-level Scans (SAILS) may pro-
vide some insight into the operational utility of 1–2-min revis-
iting of low-level PPIs in a future PAR network. In SAILS
mode, one to three additional lowest-elevation-angle scans
are interspersed into a volume coverage pattern to capture
the evolution of rapidly evolving low-level features. Evalua-
tions of warning statistics with and without SAILS mode
demonstrated that lead time, POD, and FAR for severe thun-
derstorm warnings, flash flood warnings, and tornado warn-
ings improved when SAILS mode was used (Kingfield and
French 2022; Cho et al. 2022). But, while SAILS mode offers
an important adaptation to the capabilities of the WSR-88D
network, the increased volume scan time can adversely affect
the detection of hazards originating at the mid and upper-
levels (e.g., hail) or inhibit radar data assimilation efforts to
initiate thunderstorms not yet represented in the model
(Carlin et al. 2017).

b. Numerical weather prediction

Short-term forecasts of deep convection benefit greatly
from the assimilation of radar data (e.g., Sun 2005; Stensrud
and Gao 2010; Sun et al. 2014; Wheatley et al. 2015; Benjamin
et al. 2016). Presently, radar data assimilation intervals are
limited by the WSR-88D volume scan time of ;5 min, and
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the inability of the WSR-88D radars to adaptively scan high-
priority targets at more frequent intervals. Thus, two pertinent
questions for PARs are whether significant improvements in
model performance result from rapidly assimilating radar data
and whether models can maintain dynamic balance while using
faster assimilation cycles (Hu and Xue 2007; Dowell et al. 2011).

Predating the availability of rapid-scan technology, early
studies used Observation System Simulation Experiments
(OSSEs) to address the first question and explore whether
shorter data assimilation intervals improved analysis and
forecast accuracy. In the first investigation of assimilation of
sub-5-min radar data, only marginal improvement in error sta-
tistics was found for the first few observation cycles (Zhang
et al. 2004). However, subsequent OSSE studies found im-
provements in forecast performance when decreasing the as-
similation time from 5 to 2 min, but reduced benefits from 2 to
1 min (Xue et al. 2006; Lu and Xu 2009; Yussouf and Stensrud
2010). The greatest benefit obtained from rapid data assimila-
tion cycles was during convection initiation (Xue et al. 2006;
Yussouf and Stensrud 2010) where models struggle with sup-
pressing spurious convection and require an appreciable num-
ber (10–15) of data assimilation cycles to accurately capture
the initial analysis. Thus, assimilating data every 1 min leads to
a shorter storm initiation period of about 15 min compared to
5-min data assimilation intervals requiring close to 1 h. This
rapid cycling may provide considerable future benefits to
short-term (e.g., Warn-on-Forecast, Rapid Refresh Forecast
System, etc.) forecasting efforts (Stensrud et al. 2013; Benjamin
et al. 2016; Dowell et al. 2022).

In addition to facilitating more rapid cycling, the adaptive
scanning of PARs can provide targeted observations to poten-
tially benefit model forecasts. Assessment of the impact of
adaptive scanning has been done in several OSSE studies.
Using adaptive sampling to increase the number of elevation
angles, Yussouf and Stensrud (2010) found that model fore-
cast error decreased for close-range storms with additional
upper-level observations by 10%–25% but no reduction was
observed for storms at farther ranges where additional low-
level scans provided limited independent information. Using
an automated approach, Kerr and Wang (2020) demonstrated
that an observation targeting algorithm can further reduce
model error variances by adapting radar scanning strategies
based on regions with the greatest predicted error reduction.
Finally, adaptive scanning techniques that assimilated clear-
air observations were shown to improve supercell track and
updraft helicity forecasts (Huang et al. 2020). However, there
was no substantial benefit in assimilating clear-air observa-
tions every 1 min compared to 5 min.

Following OSSE studies using simulated observations, data
assimilation experiments with real PAR observations were
conducted to examine their impact on short-term forecasts us-
ing four-dimensional data assimilation approaches. These
techniques improved model balance by better synchronizing
observations with model updates and reduced computational
expense and errors (Wang et al. 2013; Supinie et al. 2017).
Rapidly assimilating PAR observations (1-min time intervals)
provided similar results to the OSSE studies, where the great-
est improvement in forecast skill occurred during the first

30–45 min due to faster initiation of supercell thunderstorms
and mitigation of spurious convection (Supinie et al. 2017;
Stratman et al. 2020). This improvement in forecast skill is
demonstrated in Fig. 13, which shows equitable threat score
assessments with different reflectivity thresholds. However,
after the storm spin-up period, little difference in forecast skill
was observed. Given this limitation, Stratman et al. (2020)
proposed that adaptive cycling intervals could better leverage
computational resources since 1-min cycling may not be needed
at all times and locations, for example, after convection initia-
tion. Adverse effects of assimilating radar data rapidly include
stronger cold pools (Stratman et al. 2020), resulting from the
coupling of microphysical fields and cold pool intensity (Dowell

FIG. 13. Equitable threat score (ETS) for (a) 25- and (b) 40-dBZ
thresholds, comparing the WSR-88D (blue solid), PAR (red solid),
and PAR with fewer elevation angles (red dotted). For both
thresholds, the PAR experiment shows improvement in ETS for
the first 30–40 min of the forecast. Figure from Supinie et al.’s
(2017) Fig. 17.
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et al. 2011). In addition, shortcomings in model parameteriza-
tions currently limit the benefit of sub-1-min radar data assimila-
tion (Miyoshi et al. 2016).

Although some challenges remain to maximize the benefits
of rapid cycling of PAR data, PAR data assimilation experi-
ments have demonstrated the ability to improve short-term
forecast skill (,1 h) while maintaining dynamic balance.
However, the benefits of rapid radar data assimilation dimin-
ish after storm initiation, potentially a consequence of in-
creased model imbalance due to persistent rapid cycling and
diminished benefits once the observations and models have
smaller differences (Guerra et al. 2022). A limitation of the
studies to date is that they have focused only on the benefits
of rapid data assimilation for supercell thunderstorms. Thus, a
major gap is exploring whether rapid data assimilation would
improve forecast skills for single cell or multicellular convec-
tion and nonconvective precipitation. Since the life cycle of
single cell thunderstorms is less than 1 h, rapid cycling could
improve analyses and forecasts by allowing the model to cap-
ture their full life cycle and resulting environmental changes
(e.g., cold pools) that affect later forecast times. Although it is
beyond the scope of this article, examining the comparative
benefits and limitations of assimilating rapid-scan radar data
with other observations is important to maximize computa-
tional resources and forecast performance. Assimilating all-
sky irradiances complement radar observations, for example,
by providing observations of early stages of convective clouds
and other nonprecipitating clouds, leading to improved short-
term model forecasts when combined with radar data assimi-
lation (Zhang et al. 2018, 2019; Jones et al. 2020). In addition,
joint radar and satellite data assimilation can improve the rep-
resentation of boundary layer structure. Assimilation of dual-
polarization estimates of planetary boundary layer (PBL)
depth could improve model representation of the PBL by
leveraging the higher temporal and finer vertical sampling ca-
pabilities of rapid-scan radars (Eure et al. 2023).

7. Summary and discussion

Over the past two decades, new rapid-scan radar technolo-
gies have allowed scientists to address temporal sampling

gaps by collecting volumetric observations every 10–60 s. In
this review, the impact of these radar systems on scientific and
operationally focused research has been examined to under-
stand where anticipated benefits were and were not obtained.
We explore the impact of rapid-scan technologies and pro-
vide recommendations for future work on studied topics in
section 7a. Based on overarching shortcomings, discussion
of improved approaches to maximize the benefits of rapid-
scan radars are presented in section 7b. This discussion
focuses on how rapid-scan radars can be better integrated into
field campaigns, how adaptive scanning can be better utilized,
and what impactful research areas remain unexplored.

a. Impact of rapid-scan radars on science and operational
applications

Examining the motivation described in the radar system pa-
pers (Wurman and Randall 2001; Zrnić et al. 2007; Bluestein
et al. 2010; Isom et al. 2013; Pazmany et al. 2013), the ratio-
nale behind the development of rapid-scan radars was to
study tornadoes and severe thunderstorms that have periods
of evolution ranging from less than 60 s to on the order of mi-
nutes (Table 5). Subsequent research emphasized these areas
heavily, particularly tornado research, as a result of user-case
selection bias. Given the known rapidly evolving nature of
tornadoes, the investigators leading these experimental efforts
probably viewed tornado studies as best suited for initial
rapid-scan data collection, in addition to aligning with their
research interests and perhaps emphasis of funding opportu-
nities. However, as a consequence of the user-case selection
bias, many high-impact weather events have not been heavily
emphasized in rapid-scan radar research, such as hailstorms,
severe wind events, tropical cyclones, or flooding. Further-
more, rapid-scan radar studies outside of severe weather are
even more limited despite considerable utility for studies of
the life cycle of deep convection, precipitation studies in tur-
bulent environments, or convective boundary layer research.

Given the heavy emphasis on severe weather data collec-
tion, it is unsurprising that the most extensive science ad-
vancements facilitated by rapid-scan radars have occurred for
phenomena occurring on time scales of less than 1 min (Table 5).

TABLE 5. Characteristic temporal resolution needed to observe different phenomena with three to five samples, time period of
evolution, and radar systems capable of addressing the temporal-resolution requirement.

Optimal temporal sampling

,10-s volumes ,30-s volumes ,60-s volumes

Phenomena Tornadoes Thunderstorm updrafts Storm-scale microphysics
Tropical cyclones Lightning Hail
Boundary layer rolls Microbursts Flash flooding

Mesocyclones
Eyewall vortices

Time period of evolution ,1 min 1–5 min 5–10 min

Radar systems AIR PAWR NWRT PAR
MWR-05XP RaXPol DOW or KOUN (in sector mode)
Rapid DOW
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One of the greatest advantages that rapid-scan radars provide for
phenomena evolving on the shortest time scales is the ability to
provide dense, vertical sampling while minimizing the evolution
between elevation scans and successive volumes. These capabili-
ties have been leveraged to advance scientific understanding of
tornadoes by characterizing the fine-scale vertical evolution
of rotation throughout a tornado’s life cycle, identifying that
the non-descending mode of tornadogenesis and inside-out
tornado dissipation are most common.

Although these studies have quantified rotational intensity
changes on 10–30-s time scales and authors do speculate on
their relationships to tornadogenesis or dissipation theories,
these studies were unable to robustly identify the dynamical
mechanisms to explain tornado evolution. For example, what
was the dynamical explanation for why tornadogenesis oc-
curred and how was it connected to storm-scale vorticity
generation? Coordinated multi-Doppler studies of tornadoes
(e.g., Markowski et al. 2012a; Kosiba and Wurman 2013;
Murdzek et al. 2020) using recently developed vorticity con-
straints would address this observational gap and will require
coordination of a limited pool of rapid-scan radars within
organized field experiments. In addition, intercomparisons
between rapid-scan radar observations and high-resolution
numerical simulations could be better utilized to explain phys-
ical mechanisms (e.g., Coffer et al. 2017; Coffer and Parker
2017; Orf et al. 2017; Orf 2019; Dahl 2021). Finally, rapid-scan
radar analyses have focused exclusively on tornadoes from
supercells. Thus, future research should prioritize collecting and
analyzing rapid-scan radar observations of quasi-linear convec-
tive systems, tropical cyclone tornadoes, or non-supercellular
tornadoes.

Research on severe hazards evolving on time scales of
1–5 min (Table 5) focused on documenting rapid changes in
precursor signatures, with some qualitative commentary about
physical processes. For example, brief midlevel convergence
signatures have been documented preceding severe wind
events and descending high-reflectivity cores were tracked in
instances where a WSR-88D undersampled or completely
missed hail and wind events. In addition, rapid-scan observa-
tions have aided research correlating rapidly ascending reflec-
tivity cores with concentrated regions of lightning discharges.
Similar to studies of supercells and tornadoes, the collective
advancement in the understanding of physical processes has
been limited. In some instances, authors note a clear need for
dual-polarization capabilities or multi-Doppler retrievals of
three-dimensional winds. For example, in lightning studies, the
authors offered hypotheses that were not able to be tested
without polarimetric observations (e.g., dry versus wet growth
impacting lightning rates) or three-dimensional wind observa-
tions (e.g., correlation of developing updraft characteristics
with observed charge structure).

The last part of this review examined benefits and limita-
tions of rapid-scan radar observations to operational and nu-
merical weather prediction forecasts for features evolving on
the order of minutes (Table 5). The multiyear PAR test
bed experiments provided quantitative assessments of bene-
fits to operational warnings and excelled at qualitatively
understanding how 1-min PAR data impacted forecasters’

decision-making, confidence, and workload. However, there is
undoubtedly an upper limit to the amount of data a forecaster
can process, and therefore it is uncertain how much of a role
direct human interrogation of the highest-frequency radar
fields will play in future operational settings, compared to au-
tomated algorithms leveraging artificial intelligence (Stuart
et al. 2022) or short-range model guidance. Nevertheless, mod-
est improvements in operational warning performance with
rapid-scan data have been found, and even increases in warn-
ing lead time of a few minutes or improvements 5%–10% in
POD or FAR have been difficult to obtain since the upgrade
of the nationwide network to Doppler capability (Brooks and
Correia 2018). In addition, short-term forecasts of convection
are improved with rapid cycling of radar data, reducing spuri-
ous convection and improving initiation of convection. Al-
though initial results suggest benefits to operational and NWP
forecasts, the total number of cases remains small and statisti-
cal significance has rarely been attained. Future forecast evalua-
tion and NWP experiments must quantify forecast improvement
across a larger and more diverse set of meteorological phenom-
ena and geographic regions. OSSEs or analysis of field campaign
observations could be used to study phenomena where test bed
radar systems are not available.

b. Improving the utility of rapid-scan radar systems

Although rapid-scan radars have advanced scientific under-
standing of severe thunderstorms and their utility for forecast-
ing, substantial opportunities remain to improve the utility of
rapid-scan radar systems for science research. To address
these shortcomings, we offer the following recommendations:

1) Collect coordinated rapid-scan, multi-Doppler and multi-
sensor observations in field campaigns to increase physical
understanding of observed phenomena.

2) Increase the use and maturity of adaptive scanning techni-
ques that acquire dense vertical observations and targeted
observations in multisensor field campaigns.

3) Discuss whether rapidly collected data added significant
value over traditional observation frequencies for different
meteorological phenomena.

4) Expand rapid-scan radar technology using dual-polarization
and different transmit frequencies.

5) Increase the breadth of phenomena studied using rapid-scan
radar, particularly for non-severe weather applications.

Arguably the most substantial advancements with rapid-scan
radars will occur in concert with large-scale field campaigns
where rapid-scan radar observational analyses are integrated
with complementary in situ and remote sensing instrumentation.
For example, radars cannot directly observe thermodynamic
quantities, but such observations are critical to understanding
the structure of cold pools or the influence of convective bound-
ary layer thermodynamic variability on convection initiation and
subsequent evolution. In addition, rapid-scan radars have limited
ability to measure clear-air winds, and thus in situ and remote
sensors (mobile mesonets, unmanned aircraft systems, lidars,
wind profilers) can augment radar wind measurements by
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capturing near-storm environmental winds. Rapid-scan radars
could be leveraged to guide in-air and ground-based in situ
instrumentation and coordinated multiplatform data collec-
tion. For example, rapid-scan radars and aircraft could target
initiating convective cells to study their dynamical and micro-
physical evolution at fine temporal scales, with aircraft provid-
ing important in-cloud and environmental thermodynamic
characteristics (e.g., humidity, temperature), as well as hydro-
meteor characteristics. Rapid-scan polarimetric data or retrieved
three-dimensional winds could offer multiple measurements be-
tween flight penetrations to explain changes in hydrometeor dis-
tributions or convective updraft and downdraft structure.

A few notable recent examples of multiplatform field cam-
paigns involving rapid-scan radars have provided opportuni-
ties to evaluate the added value of rapid-scan radar systems
and identify improved sampling strategies. In the NASA In-
vestigation of Microphysics and Precipitation for Atlantic
Coast-Threatening Snowstorms (IMPACTS; McMurdie et al.
2022) and Experiment of Sea breeze Convection, Aerosols,
and Precipitation (ESCAPE) field campaigns, SKYLER was
operated in a rapid-scan volumetric sector mode, collecting
observations in ,1 min (Kollias et al. 2022). RaXPol partici-
pated in both of these field campaigns, but deployments often
focused on slower volume scans (2–3 min) to provide high
data quality while occasionally operating in a rapid-scan
mode. RaXPol and SKYLER were also deployed in the Prop-
agation, Evolution, and Rotation in Linear Storms campaign
(PERiLS) on a limited basis (Schneider et al. 2023), which
provided rapid-scan radar observations on quasi-linear con-
vective systems in the Southeast United States. From these re-
cent field campaigns, scientists should evaluate the benefits
and limitations of the rapid-scan radar observations compared
to other traditional radars. For example, was it more benefi-
cial to scan slowly for better data quality or scan rapidly to
characterize smaller-scale processes and fast-evolving evolv-
ing phenomena?

In addition to expanding the use of rapid-scan radars in
field campaigns, future rapid-scan radar studies would benefit
from greater use of adaptive scanning techniques. A benefit
of adaptive scanning techniques is that meteorological phe-
nomena can be scanned without vertical gaps. A common
trade-off made in field campaigns is introducing large eleva-
tion angle gaps between PPIs in what users may consider less
“important” areas (e.g., prioritizing low level scans over upper
level scans) to avoid long volume scan times. Additionally,
RHI scans are commonly prioritized to capture the vertical
structure of deep convection or the boundary layer, but this
mode requires considerable additional scan time. In contrast,
PARs can acquire data with continuous vertical sampling and
RHI-like views without stopping the antenna, providing a
more holistic understanding of the vertical structure of me-
teorological phenomena while still maintaining temporal
sampling , 1 min. As a result, adaptive scanning with PARs
would inherently reduce user selection biases in many in-
stances by eliminating the need for spatially limited scan-
ning strategies.

Although adaptive scanning has been emphasized as a po-
tential benefit to PARs (Zrnić et al. 2007), implementation of

these techniques for science research has been scarce due to
technological limitations. Several PARs had limited adaptive
scanning capabilities, such as the AIR that was limited to
imaging-only modes and the NWRT PAR and MWR-05XP
that could not do imaging. However, new PAR systems will
have greater flexibility to leverage multiple PAR scan modes.
The complexity of developing and implementing effective
adaptive scanning techniques is a challenge given the large
amount of software development time required. Developing
open-source software for adaptive scanning and PAR sys-
tems would help accelerate the scientific community’s efforts
toward achieving these goals. Given the challenge of manu-
ally determining adaptive scanning modes, machine learning or
other algorithms demonstrated on parabolic dish and PARs can
guide adaptive scanning (e.g., McLaughlin et al. 2009; Heinselman
and Torres 2011; Nguyen and Chandrasekar 2017; Kollias et al.
2020).

A technological limitation of many rapid-scan radars dis-
cussed in this review is that these systems have only improved
temporal resolution, whereas the spatial resolution was either
degraded (due to high system development costs) or at best
remained the same compared to traditional, parabolic-dish ra-
dars. Spatial and temporal scales are generally coupled, with
smaller features typically evolving on shorter time scales
(Orlanski 1975; Wurman et al. 2008). Thus, many rapid-scan
studies may spatially undersample the features of interest, which
could lead to erroneous conclusions. Moving from prototype
rapid-scan radars that were restricted by cost or availability of
military surplus options to larger aperture systems could address
the technological gap. Additionally, millimeter-wavelength,
rapid-scan radar may also facilitate more adequate sampling of
small-scale features. Nonetheless, comparatively better spatial
resolution will remain a substantial advantage of dish-based
radar systems for the foreseeable future. In addition, obtaining
comparable polarimetric PAR data quality to dish-based radar
systems remains a challenge (e.g., Zhang et al. 2011; Orzel and
Frasier 2018; Weber et al. 2021). Given the complementary
strengths of traditional parabolic dish radars and PARs, and the
comparatively high costs and complexity of PARs presently,
both types of radar systems will continue to have important
roles in science research and should be used synergistically in
field campaigns.

A pressing gap in the rapid-scan radar literature has been
the lack of commentary on whether rapid-scan radar observa-
tions were beneficial to advancing science. In addition to ex-
panding the breadth of meteorological phenomena studied,
future studies should emphasize where minimal additional
utility or technological limitations were found. In other words,
while scientists have hypothesized various time scales for dif-
ferent phenomena, what are the necessary time scales that are
truly important for observing these phenomena and advanc-
ing scientific understanding? Rapid-scan radar observations
may also already exist for many phenomena, but have not yet
been analyzed (or the results have not been reported). For ex-
ample, rapid-scan DOW8 observations exist from the Ontario
Winter Lake effect Snow experiment (Kristovich et al. 2017;
Wurman et al. 2021). Publications from these campaigns have
yet to make substantial use of the rapid-scan elements of
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collected data. It is unclear whether these data fail to add
value to the results or if they remain unstudied.

Holistically, rapid-scan radar systems have made a substan-
tial scientific impact on the understanding of convective pro-
cesses, but the study of nonconvective processes have been
limited. In addition to user bias, limited dual-polarization
capabilities and sensitivity of prototype systems may have
precluded the exploration of some topics, such as clear-air
boundary layer studies or observations of snow. For example,
Mahre et al. (2017) documented the evolution Kelvin–Helmholtz
instability at the top of a cold front using 1-s RHI scans enabled
by imaging, but limited sensitivity of the AIR prevented broader
use for clear-air applications away from mesoscale boundaries
with high insect concentrations (Wilson 1986; Wilson et al.
1994). Recently developed, dual-polarization radars with
higher sensitivity than the prototype systems (Salazar et al.
2019; Asai et al. 2021; Kollias et al. 2022; Palmer et al. 2022;
Torres and Wasiewlewski 2022), and the forthcoming Air-
borne Phased Array Radar (APAR; Vivekanandan et al.
2014; Joseph 2023) provide new opportunities to conduct
first-of-its-kind, rapid-scan studies of many meteorological
phenomena, particularly studies of turbulence in the convec-
tive boundary layer or in precipitating systems. For example,
studies of orographic precipitation could benefit from rapidly
collected observations to simultaneously capture effects of
boundary layer turbulence or gravity waves on precipitation
formation and hydrometeor growth. In addition, clear-air,
rapid-scan observations could better quantify turbulence
along mesoscale boundaries or in the convective boundary
layer, and provide improved understanding of deep convec-
tion initiation mechanisms.

To conclude, the early generation of rapid-scan radars have
provided appreciable insight into the characteristics of many
rapidly evolving features, but research has largely been con-
fined to convective phenomena and process-level scientific ad-
vancements have been limited by a lack of coordination with
other observing platforms, as well as limited incorporation of
theory and modeling. New rapid-scan technology with im-
proved sensitivity and dual-polarization capabilities, as well as
integration of rapid-scan radars in field experiments covering
a greater breadth of meteorological phenomena, can enable
more impactful research within the broader scientific commu-
nity in the near future.
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