JUNE 2017 INOUE AND BACK 1819

Gross Moist Stability Analysis: Assessment of Satellite-Based Products in
the GMS Plane

KUNIAKI INOUE
NOAA/GFDL, Princeton, New Jersey

LARISSA E. BACK

University of Wisconsin—-Madison, Madison, Wisconsin

(Manuscript received 25 July 2016, in final form 13 January 2017)

ABSTRACT

New diagnostic applications of the gross moist stability (GMS) are proposed with demonstrations using
satellite-based data. The plane of the divergence of column moist static energy (MSE) against the divergence
of column dry static energy (DSE), referred to as the GMS plane here, is utilized. In this plane, one can
determine whether the convection is in the amplifying phase or in the decaying phase; if a data point lies below
(above) a critical line in the GMS plane, the convection is in the amplifying (decaying) phase. The GMS plane
behaves as a phase plane in which each convective life cycle can be viewed as an orbiting fluctuation around
the critical line, and this property is robust even on the MJO time scale. This phase-plane behavior indicates
that values of the GMS can qualitatively predict the subsequent convective evolution. This study demon-
strates that GMS analyses possess two different aspects: time-dependent and quasi-time-independent aspects.
Transitions of time-dependent GMS can be visualized in the GMS plane as an orbiting fluctuation around the
quasi-time-independent GMS line. The time-dependent GMS must be interpreted differently from the quasi-
time-independent one, and the latter is the GMS relevant to moisture-mode theories. The authors listed
different calculations of the quasi-time-independent GMS: (i) as a regression slope from a scatterplot and
(ii) as a climatological quantity, which is the ratio of climatological MSE divergence to climatological DSE
divergence. It is revealed that the latter, climatological GMS, is less appropriate as a diagnostic tool. Geographic
variations in the quasi-time-independent GMS are plotted.

1. Introduction quantity called the gross moist stability (GMS) to in-
vestigate that interaction.

Column-integrated moist static energy (MSE) bud-
gets are useful for investigating tropical convective dis-
turbances. Temperature anomalies are small in the deep
tropics owing to a large Rossby radius (e.g., Charney
1963; Bretherton and Smolarkiewicz 1989), which leads
to a framework called the weak temperature gradient
approximation (WTG; Sobel and Bretherton 2000;
Sobel et al. 2001). This property of the tropics indicates
that analyses of column MSE budgets approximately tell
us about the processes associated with the growth and
decay of precipitable water. And these analyses are most
likely if not always accompanied by a quantity called
the GMS.

The GMS, which represents the efficiency of the ad-
vective export of MSE by large-scale circulations asso-
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It is well known that tropical convection and column-
integrated water vapor (also known as precipitable wa-
ter) are closely related. Past work showed that there is a
positive correlation between precipitable water and
precipitation (e.g., Raymond 2000; Bretherton et al.
2004; Neelin et al. 2009; Masunaga 2012). This moisture—
precipitation relationship plays a key role in an in-
teraction between convection and associated large-scale
circulations in the tropics; the ensemble of subgrid-scale
convection alters large-scale circulations, and the large-
scale circulations, in turn, change the local environment
to be favorable or unfavorable for the convection via
changing the local moisture condition. In this study, we
present new diagnostic applications of a conceptual
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model. Two decades later, Fuchs and Raymond (2007)
and Raymond et al. (2007) expanded this idea by
defining a relevant quantity called the normalized GMS
(NGMS) to include more general atmospheric struc-
tures. Since then, different authors have used slightly
different definitions of the NGMS [see a review by
Raymond et al. (2009)], but the philosophies behind
them are the same: they all represent the amount of
MSE (or moist entropy) exported per unit intensity of
convection. In this study, the NGMS is simply called
the GMS.

The GMS represents a feedback effect; when ignor-
ing diabatic effects, negative GMS corresponds to a
positive feedback in which moist regions become
moister and dry regions become drier as a result of
atmospheric motions (e.g., Sessions et al. 2010). Neg-
ative values of the GMS are associated with the in-
tensification of convection via a positive feedback loop
associated with atmospheric motions. Recent di-
agnostic studies showed that time-dependent GMS is a
useful diagnostic tool to study the intensification of
convection; for instance, they found that a reduction of
the GMS is a precursor of the onset of deep strong
convection in mesoscale convective disturbances (e.g.,
Masunaga and L’Ecuyer 2014; Inoue and Back 2015b).
In this work, we further examine the relationship be-
tween GMS and convective growth and decay. We
show that convective life cycles [both several-day
cycles and the Madden—Julian oscillation (MJO)] can
be represented in a phase plane of column MSE
divergence versus column dry static energy (DSE)
divergence.

Recently, the GMS has gained increasing attention
because the idea is growing that the Madden—Julian
oscillation is a moisture mode (e.g., Neelin and Yu 1994;
Sobel et al. 2001; Sobel and Gildor 2003; Fuchs and
Raymond 2002, 2005, 2007; Raymond and Fuchs 2007;
Sugiyama 2009; Sobel and Maloney 2012, 2013; Adames
and Kim 2016). According to this theory, a version of the
GMS (often including some diabatic effects and hence
called the effective GMS) plays a crucial role in the
destabilization of the mode corresponding to the MJO.

However, the association between the GMS and
moisture-mode stability in the real atmosphere is com-
plex. Most of the moisture-mode theories are based on
linear stability analysis. The method of the linear sta-
bility analysis consists of introducing sinusoidal distur-
bances on the “‘background” state to be examined and
determining whether the background state demands the
growth or decay of the introduced disturbances. Thus,
what determines the stability of modes is its background
state, and the GMS associated with the moisture-mode
stability has to be ‘“background GMS.” However,
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background GMS can be estimated in a variety of dif-
ferent ways. The pioneering work by Yu et al. (1998)
showed global maps of a version of background GMS.
These authors, however, made strong assumptions
about the structure of the vertical motion profile, which
are likely not borne out in the real world (e.g., Back and
Bretherton 2006). In this study, we clarify how to assess
time-dependent and background components of the
GMS separately using satellite data. The methodology
can also be compared to other datasets like reanalysis
and numerical model output.

The rest of this paper is structured as follows. This
study is verification and extensions of the ideas proposed
by Inoue and Back (2015b), which are briefly summa-
rized in the next section. Section 3 presents the de-
scriptions of the datasets and the choice of the spatial
domains for the analyses. Using those datasets, we verify
the proposed ideas in sections 4a and 4b. We also pro-
pose in section 4c a novel diagnostic framework in which
convective life cycles are plotted in a phase plane of
column MSE divergence versus column DSE di-
vergence, which we refer to as the GMS plane analysis.
This illustrates transient properties of the GMS
throughout a convective life cycle. Furthermore, in
section 4d, we examine the properties of quasi-time-
independent ‘‘background GMS” and show geographic
variability of this quantity. In section 4e, we briefly
demonstrate the GMS plane analysis on the MJO time
scale using field campaign data. A discussion about the
GMS plane analysis and what circumstances it is rele-
vant to are presented in section 5a. In section 5b, we
discuss how to calculate the GMS relevant to moisture-
mode instability and why the time-dependent version of
the GMS does not represent the stability of a moisture
mode. Section 6 concludes this study.

2. Summary of Inoue and Back (2015b)

Following Yanai et al. (1973), we start with the ver-
tically integrated energy and moisture budget equations:

%; ~V(sv) +(Q )+ LP+ H and (1)
3<§t‘1> = —V.(Lqv)+ LE— LP, )

where s=c¢,T + gz is DSE; ¢,T is enthalpy; gz is geo-
potential; Qg is radiative heating rate; L is the latent
heat of vaporization; P is precipitation; H is surface
sensible heat flux; g is water vapor mixing ratio; E is
surface evaporation; the angle brackets represent a
mass-weighted column integration from surface pres-
sure to 100 hPa; and the other terms are in accordance
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with meteorological conventions. We neglected the re-
sidual in these equations.

When considering a time scale longer than a diurnal
cycle, the Eulerian tendency of column DSE is much
smaller than that of precipitable water in the deep
tropics. Thus, on such a time scale, adding Eqgs. (1) and
(2) approximately yields

oLg)

e V. (hv) +(Qp) +S, 3)
where h=s+ Lg is MSE and S=LE + H is surface
fluxes (generally H is negligible over the tropical
oceans).

As claimed by past studies, there is a positive corre-
lation! between precipitation and precipitable water.
Thus, we have the following proportionality:

P a(q)

o o (4)
This relationship indicates that, when the RHS of Eq.
(3) is positive (negative), the convection amplifies (de-
cays). Although this seems to be an oversimplification,
we will show it describes convective amplification and
decay very well.

It must be cautioned here that the words “amplifica-
tion” and “decay” of local convection in this study are
used differently than the words ‘“‘destabilization” and
“stabilization’’ of linear modes, and thus those must not
be confused with each other. The destabilization of lin-
ear modes means an increase in the amplitude of sinu-
soidal waves: positive anomalies become more positive,
and negative anomalies become more negative. In
contrast, the amplification of local convection simply
means intensification of convection in the Eulerian
frame; we cannot say the whole mode is destabilized
simply because convection at one location amplifies.

Inoue and Back (2015b) did not examine Eq. (3) as it
is, but they divided it by V - (sv), which represents the
intensity of convection (or convective heating), con-
verting the MSE budget equation into a unitless effi-
ciency equation:

V. (sv) ! a(;:;) ~—T-Tp), ®)
where
_V-(hv)
= V- (sv) and ©

! The actual relationship is in a nonlinear form (exponential or
power law). This study is not sensitive to those details.
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D

Fe= V- (sv)’ Y
In these equations D = (Qg) + S is the diabatic source,’
I" is the (normalized) GMS, and I'¢ is an analog of the
GMS named the critical GMS by Inoue and Back
(2015b), which represents the contribution of the dia-
batic source to column moistening. The difference
I'—T'¢ is collectively called the drying efficiency be-
cause it represents the efficiency of the loss of water
vapor due to convection. This drying efficiency may
appear to be a version of the effective GMS (e.g., Su
and Neelin 2002; Bretherton and Sobel 2002; Peters and
Bretherton 2005; Sobel and Maloney 2012; Adames and
Kim 2016) and is close to the effective GMS used by
Hannah and Maloney (2014) and Sakaeda and Roundy
(2016). However, the drying efficiency computed in this
study must be interpreted as a different quantity from
the effective GMS used in theoretical studies. Hence, we
refer to it as the drying efficiency rather than the effec-
tive GMS. We clarify the distinction between them, to-
gether with the distinction between the GMS computed
as a time-dependent quantity and the one used in the-
oretical studies, in section 5b.

Equation (5) has two benefits that Eq. (3) does not
possess. First, because Eq. (5) is independent of a con-
vective intensity, we can take composites of all convec-
tive events with different intensities. According to Egs.
(4) and (5), we can define two convective phases:

F—FC<O and
r-r.>0;

(8a)
(8b)

namely, the amplifying phase and the decaying phase,
respectively. These relationships hold only when the
denominator of the drying efficiency, V - (sv), is positive.
We generalize this condition to include the whole con-
vective life cycle by utilizing the GMS plane in
section 4c.

The second benefit, which we verify in section 4b, is
that the critical GMS I'¢ turns out to be relatively con-
stant. That simplifies the phases of Egs. (8a) and (8b)
into

I'-y<0 and
r-vy>o0,

(9a)
(9b)

2 In Inoue and Back (2015b), this was called the diabatic forcing.
But the word “forcing” might be misleading, because radiative
heating and surface fluxes are, to some extent, an intrinsic property
of convection instead of external forcing. Thus, we simply call it the
diabatic (MSE) source in this study.
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FIG. 1. Flowchart of the data procedures. See the text for details.

where vy is some constant that is explained in more
detail in sections 4b and 4d. Those phases indi-
cate that, when the GMS is smaller (bigger) than
some critical constant, the convection amplifies
(decays).

3. Data description

From satellite views, we can observe the RHSs of the
following equations:

V. (sv) ~(Qg) +LP+H and (10)
V. () = (Q,) +s-a<§tq>. (1)

In these equations, the column DSE tendency, which is
much smaller than the other terms (e.g., Inoue and Back
2015b), was neglected. By using satellite-based data, we
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can compute the GMS T, critical GMS I'¢, and drying
efficiency I' — I'¢ as follows:

(Qp) +S8—a(Lqg)lot

= (Q)+LP+H ~ (12)
(Qp) +S
ogirprm M M
B _ (Lqg)lat
=Tc= Q) +LP+H' (14)

The values of V - {sv) and V - (hv) were computed as the
residual of Egs. (10) and (11). The procedures of the
data treatments are summarized in Fig. 1, which consist
of three steps: removal of diurnal cycles, spatial average,
and removal of seasonality.

Diurnal cycles need to be removed from all the budget
terms; otherwise, we cannot neglect the column DSE
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tendency (e.g., Inoue and Back 2015b). The methodol-
ogies of diurnal-cycle removal depend on the datasets,
which are described more specifically in the next sub-
section. The spatial grid size was changed into 2° X 2° by
taking a spatial average in order to minimize sampling
errors. Furthermore, we removed seasonality (or vari-
ability with periodicity longer than a month) from all the
terms in order to minimize the effects of a seasonal
convergence-zone shift. More detailed descriptions are
presented in the following.

a. Data source and procedure

1) PRECIPITABLE WATER

The precipitable water retrievals used in this study are
derived from the TRMM Microwave Imager (TMI), a
series of Special Sensor Microwave Imagers (SSM/I F13,
F14, F15, and F16) on Defense Meteorological Satellite
Program (DMSP) satellites, and Advanced Microwave
Scanning Radiometer for Earth Observing System
(AMSR-E) on Aqua. The datasets are provided by
Remote Sensing Systems (RSS; Wentz et al. 2012,
2014, 2015).

For removing the diurnal cycles, we took an ensemble
average of all the precipitable water data from the dif-
ferent satellite sensors listed above. Since each sensor
flies over a given place at different local time, and di-
urnal cycles of precipitable water are not so large (not
shown here), we expect this method minimizes the
contamination due to the diurnal cycles. This method
also allows us to obtain daily precipitable water data
over the entire tropical ocean so that we can compute a
snapshot of precipitable water tendency with center
differencing over two days at any time and place over
the whole tropical ocean. The precipitable water ten-
dency data (0.25° X 0.25° grids) were spatially averaged
into 2° X 2° grids.

Next, we removed variability with periodicity longer
than 1 month as follows. First, we took a monthly av-
erage of the anomalies of the data to construct a monthly
anomalous time series. Then, by applying a spline in-
terpolation to that monthly time series, we constructed a
smoothed seasonality time series at each day, which was
subtracted from the daily data. By this method, we ex-
pect the effects associated with the seasonal ITCZ shift
are minimized. This methodology also removed most of
the MJO variability from the dataset. Analyses of MJO
time-scale variability were done separately using dif-
ferent data, which are briefly shown in section 4e.

2) RADIATIVE HEATING

The radiative heating estimates based on the TMI are
derived with the algorithm called the Hydrologic Cycle
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and Earth’s Radiation Budget (HERB: L’Ecuyer and
Stephens 2003, 2007). The raw data used here, which
exist only over the TMI swath, are instantaneous, 0.5° X
0.5° averages. For a vertical integration, we used the
geopotential from the European Centre for Medium-
Range Weather Forecasts interim reanalysis (ERA-
Interim; Dee et al. 2011), which are the only nonsatellite
data we used in this study. The grid size of the geo-
potential (~0.7° X 0.7°) was changed into the same one as
the radiative heating with a linear interpolation.

The diurnal cycles of the column radiative heating
were computed based on the property of a sun-
asynchronous TRMM orbit. We constructed the clima-
tological diurnal cycles at each place by sorting the data
array into 6-hourly bins and taking an average within
those bins. Those constructed diurnal cycles were re-
moved from the raw data at each place. The column
radiative heating data with diurnal cycles removed were
spatially averaged into 2° X 2° grids. Finally, the sea-
sonality computed with a spline interpolation was re-
moved in the same way as for the precipitable water.

3) PRECIPITATION

For precipitation, we used version 7 of the daily
TRMM Multisatellite Precipitation Analysis (TMPA)
known as the 3B42 product (Huffman et al. 2007, 2010).
The daily raw data given in 0.25° X 0.25° grids were
spatially averaged into 2° X 2° grids, and a smoothed
seasonality was removed in the same way as described
above.

4) SURFACE FLUXES

The surface flux data, including surface sensible
heat flux and surface evaporation, were obtained from
SeaFlux (Curry et al. 2004), which is a dataset relying al-
most exclusively on satellite observations. The 6-hourly,
0.25° X 0.25° raw data were regridded into daily, 2° X 2°
grids with a daily and spatial average. Similar to the
other variables, a spline-interpolated seasonality was
removed.

b. Spatial domain for analysis

For the analyses, we chose four spatial domains,
depicted in Fig. 2, from the basins of the Indian Ocean
(I0), the western Pacific Ocean (WP), the central—
eastern Pacific Ocean (EP), and the Atlantic Ocean
(AO). The regions surrounded by the polygons in Fig. 2
are analyzed separately in the following sections.

First, we set the rectangular boxes defined by 5°S-5°N,
60°-90°E; 5°S-5°N, 150°-180°E; 0°-15°N, 190°-250°E;
and 0°-15°N, 300-360°E for 10, WP, EP, and AO, re-
spectively. And the regions with the mean precipitation
(from 2000 to 2007) greater than Smmday ' were
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FIG. 2. Spatial domains for analyses and mean precipitation from 2000 to 2007. We investigated the regions surrounded by the polygons
in the four oceanic basins: the Indian Ocean (IO), the western Pacific Ocean (WP), the central-eastern Pacific Ocean (EP), and the

Atlantic Ocean (AO).

chosen for the analyses. Over these regions, the quan-
tities of interest, which are discussed in section 4d, are
fairly homogeneous.

There are 70, 74, 88, and 47 grids surrounded by the
boundaries for 10, WP, EP, and AO, respectively. In
each domain, we concatenated all 8-yr-long time series
from 2000 to 2007 at different grid points into a long data
array. This means each data array has a number of data
points equal to, at least, the number of grids X 8yr X
365 day X TMI swath coverage rate (~70%).

4. Results
a. Convective amplification and decay

As in Inoue and Back (2015b), we first verify the idea
of the convective amplification and decay phases defined
by Egs. (8a) and (8b), respectively. In doing so, we
plotted in Fig. 3a changes of precipitation over 2 days, in
Fig. 3b probabilities of increase in precipitation, and in
Fig. 3c precipitation, as a function of the drying effi-
ciency I' — I'c. Because the phases of Egs. (8a) and (8b)
hold only when convection is active or V - (sv) is positive,
we removed all the data points with V - (sv) less than
50 Wm ™ ?in order to exclude convectively inactive times
and to avoid division by zero. Furthermore, 2.5% out-
liers from the left and right tails of the PDF of I' — I'¢c
were also removed to avoid biases due to very large and
small values of I' — I'c. Those threshold values are ar-
bitrary, and the results shown are insensitive to them. In
section 4c, we generalize this condition and investigate
the whole convective life cycle.

Figure 3a, which shows precipitation changes as a
function of I' — I', was made as follows. First, we sorted
the data array of precipitation changes, computed with a
centered difference over 2 days, in accordance with the
order of I' — I'¢, and all the data points corresponding to
V - (sv) less than 50 Wm ™2 and 2.5% outliers of ' — I'¢
were removed. That sorted data array was averaged
within five-percentile bins of I' — I'c to render Fig. 3a.
Figure 3b, which illustrates probabilities of increase in
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precipitation against I' — I'c, was made similarly. We
computed the ratio of the number of events with positive
precipitation changes to the total event number within
the five-percentile bins of I' — I'¢.

Both Figs. 3a and 3b strongly support the hypothesis
of the convective amplification and decay phases. When
the drying efficiency I' — I'¢ is negative (positive), the

(a) I'- L vs. o Prec

51 oa —e—IndianOcn | ]
—o— W. Pacific
—e— E. Pacifc
—e— Atlantic Ocn

5 | wy— ]

& Prec [mm/day 2]
o

-1.5 -1 -0.5 0 0.5 1 15
(b) - Fc vs. Prob. of increase in prec

o
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(c) T'- I.vs. Prec
40 T T

-1.5 -1 -0.5 0 0.5 1 1.5
T- I‘C (Drying efficiency)

FIG. 3. (a) Binned precipitation changes as a function of the
drying efficiency I' — I'¢, averaged in 5-percentile bins of I' — I'c.
Temporal precipitation changes 6Pres were computed with a cen-
tered difference over 2 days. (b) Probabilities of increase in pre-
cipitation as a function of I' — I'¢, computed in the same bins as (a).
(c) Binned precipitation as a function of I' — I'c, computed in the
same way as above. Each analysis was conducted within the do-
mains depicted in Fig. 2: 1O (red), WP (green), EP (black), and AO
(blue).
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precipitation amplifies (decays) in the next day, that is,
positive (negative) precipitation changes at high prob-
ability (~80%), and when I' — I'¢ changes its sign, the
phase abruptly switches. This pattern is robust among
all the oceanic basins, as shown with the lines in
different colors.

When considering significant scatter in plots of P
versus (q) in general, the assumption of the positive
correlation between P and (g) in Eq. (4) seems to be an
oversimplification. In spite of the seemingly over-
simplified assumption, the amplifying and decaying
phases defined by I' — I'c were far more robust than we
expected. This significant predictability is not obvious
from scatterplots of P versus (g) in general.

Figure 3c illustrates precipitation as a function of
I' — I'c, rendered with the same binning method as the
others. In the amplifying phase (i.e., I' —I'c <0), the
precipitation increases as I' — I'c becomes less negative
and reaches the maximum when I' — I'¢ is zero, that is,
when I' is equal to I'¢; in the decaying phase (i.e.,
I' = I'c >0), the precipitation decreases with increase
in I'=T¢. The occurrence of the maximum pre-
cipitation atI' — I'c (or I' — I'c = 0) is rooted in the fact
that the local maximum of precipitable water and
precipitation happens when d(g)/9t ~0. The pre-
cipitation minimum also happens when I' =T¢, but
convectively inactive times were removed through the
procedures described above.

In the next subsection, we show that I'c can be ap-
proximated as a constant in the satellite data used. This
indicates that the phase of convection is determined by
the criticality of the GMS (i.e., whether I’ is greater or
less than some critical constant). This is why we refer to
I'c as the critical GMS.

b. Constancy of critical GMS

Figure 4 shows scatterplots for the diabatic source
(D={(Qg)+S) and divergence of column MSE
(+V - (hv)) as a function of divergence of column DSE
(+V - (sv)) over the four oceanic basins. The color
shade represents the base-10 logarithm of the number
of occurrences within 12.5Wm ™2 X 250 Wm ™ 2 grids
of D (or V- (hv)) and V - {sv). The black dashed line in
each panel was computed with regression through the
origin, and the gray line was computed with the binning
average within V - (sv) bins that were 200 W m ™~ ? wide.

It can be seen in the left column of Fig. 4 that the
scatter of D is concentrated along the regression line
through the origin, and this pattern is similar among all
the oceanic basins with slightly varying regression
slopes. This linear trend of D appears to be robust, es-
pecially when compared with the scatter of V- (hv) in
the right column. Thus, we can approximate D as
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D ~ yV - (sv). (15)
Strictly speaking, v is not a constant but slightly varies
depending on the value of V- (sv), as depicted in the
gray binned lines. But the regression lines capture well
the overall trend of the scatter of D. Therefore, as pro-
posed in section 2, we can approximate the critical GMS
[Eq. (7)] to be v, which is a constant relevant to the
characteristic GMS defined by Inoue and Back (2015b)
that is discussed in section 4d.

Now we can replace I'¢ in the drying efficiency I' — I'¢
with y and define the amplifying and decaying phases in
terms of I' — y as Eqgs. (9a) and (9b), respectively: Neg-
ative (positive) I' —y corresponds to the amplifying
(decaying) phase. Figure 5 verifies this idea, which was
made in the same way as Fig. 3, but as a function of I' — y
instead of I' — I'c. This figure illustrates that I' — y works
well to describe the convective amplification and decay
phases among all the oceanic basins. Thus, we can claim
that convection will most likely amplify (decay) when I
is less (greater) than vy, and the local maximum happens
at I' = . This means that, if the value of v is given, the
GMS is telling us if the convection is amplifying or
decaying.

As discussed in sections 2 and 4a, the phase relation-
ships in terms of I' — y hold only when V - (sv) is positive.
Now we generalize this condition to include the whole
convective life cycle in the next subsection. This can be
done by utilizing the linear trend in Eq. (15) and a
diagnostic framework, which we refer to as the
GMS plane.

c. GMS plane

By assuming the positive correlation between P and
(g) in Eq. (4) and the linear trend of D in Eq. (15), we
can derive a simple model:

—~———~ =V (hv) + yV - (sv). (16)
This model is a generalization of the amplifying and
decaying phases in Eqs. (9a) and (9b), respectively;
when V - (sv) is positive, we can divide this by V - (sv)
and yield the same relationships as Egs. (9a) and (9b).

We bear out the validity of this simple model in Fig. 6,
in which probabilities of increase in precipitation are
plotted in the plane of V - (Av) versus V - (sv) that we call

the GMS plane.® In this plane, the tangent of a phase
angle corresponds to the GMS. The probabilities were

3 Utilization of the GMS plane is not a new concept. For in-
stance, some past studies analyzed scatterplots in the GMS plane
(e.g., Raymond and Fuchs 2009; Benedict et al. 2014).
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FIG. 4. (left) Scatterplots of diabatic source (D = (Qg) + ) against divergence of column DSE (+V - (sv)) over
the four oceanic basin regions: (a) IO, (c) WP, (¢) EP, and (g) AO. (right) As in (left), but for divergence of column
MSE (+V - (hv)). In each panel, the black dashed line was computed with the regression through the origin, and the
gray line was computed with the binning average. The blue cross mark indicates the mean value.

computed similarly to Fig. 3, but now within 2D bins
instead of 1D bins. We computed the ratio of the
number of events with positive precipitation changes
over 2 days to the total event number within V - (hv) and
V- (sv) bins of S0Wm 2 X S50Wm 2 The regression
lines through the origin and the binned lines are iden-
tical to those in the left column of Fig. 4. The slopes of
the regression lines correspond to vy, which is the ap-
proximated critical GMS I'c.

Itis clear in this figure that the grids below (above) the
critical line (i.e., the regression line) exhibit high (low)
probabilities of convective amplification, and there is an
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abrupt transition near the critical line. This figure
strongly supports the validity of the model in Eq. (16);
the grids below (above) the critical line correspond to
positive (negative) RHS of Eq. (16) and thus to the
amplification (decay) of convection. Figure 6 is a gen-
eralized version of Fig. 3b.

This GMS plane is useful particularly because it acts
like a phase plane. If a data point lies below the critical
line, the convection will most likely intensify in the next
day; thus, the data point will move toward the right in
the GMS plane; in contrast, a data point above the
critical line will move toward the left. Furthermore, we
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FIG. 5. As in Fig. 3, but the critical GMS I'c was replaced with the
slopes of the regression lines vy in Figs. 4a,c.e.g.

know that precipitation reaches the maximum on the
critical line (i.e., I' = y) from Fig. 5c. Thus, we expect
that convective life cycles in the GMS plane look like
orbiting fluctuations around the critical line. This
idea is illustrated in Fig. 7, which shows the mean
values of temporal changes of V- (hv) and V- (sv) as
arrows at each grid in the GMS plane. The mean
values were computed within bins of 100 Wm 2 X
100 Wm 2. This figure illustrates that the GMS plane
is a phase plane in which each convective life cycle
tends to orbit around the critical GMS line. It should
be noted that this phase plane behavior has been al-
ready claimed by Masunaga and L’Ecuyer (2014) and
Inoue and Back (2015a), though not illustrated in
this way.

Figure 7 is an alternative depiction of a GMS transi-
tion to plotting a time series of it. In general, computa-
tion of the GMS becomes troublesome when its
denominator is small. Depicting a GMS transition as a
phase transition in the GMS plane can avoid the com-
putational problem of the GMS; thus, we can apply this
methodology to the whole convective life cycle.

Since the behaviors illustrated in Figs. 6 and 7 are
robust among all the oceanic basins with slightly varying
regression slopes, we plotted in Fig. 8 those for the
whole oceanic regions where the mean precipitation is
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FIG. 6. Probabilities of increase in precipitation within grids of
V. (hv) and V - (sv) over the four oceanic basins: (a) 10, (b) WP,
(c) EP, and (d) AO. The probabilities were calculated within
50 Wm ™2 X 50 Wm™? grids. The black dashed lines and the gray
lines are identical to those in Figs. 4a,c.e.g.

greater than Smmday '. The gray dashed and dotted
lines in it represent the range of the geographic vari-
ability of a regression slope . This figure summa-
rizes important aspects of the GMS: when considering
V- (sv) >0 and V- (sv) <O cases separately, values of
the GMS (i.e., phase position in the GMS plane) have a
capability to predict the subsequent convective evolu-
tion in a qualitative manner, and that law is quite uni-
versal throughout the whole tropical ocean. In the next
subsection, we discuss the geographic variability of a
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regression slope vy, which is relevant to the characteristic
GMS defined by Inoue and Back (2015b).

d. Characteristic GMS

So far, we have discussed a time-dependent aspect
of the GMS. Now let us discuss the quasi-time-
independent ‘‘background GMS,” which we refer to
as the characteristic GMS. In the following discussion,
we clarify how to calculate a meaningful value of the
background GMS.

In the previous sections, we introduced the critical
GMS v, calculated as a slope of a regression line through
the origin, which represents a feedback between dia-
batic sources (column radiation and surface fluxes) and
convection. And we showed that y corresponds to a
value of the GMS at the convective maximum [",,x. In
addition to those, Inoue and Back (2015b) listed three
different calculations of the background GMS as
follows:

1) GMS calculated from a scatterplot of anomalous
V- (hv) against V - (sv):

V. (hv) XV - (sv)’

I'= L
V. (sv)”?

; a7)

2) GMS calculated from a scatterplot of nonanomalous
V. (hv) against V - (sv):

V. (hv) XV - (sv)

I'= , (18)
V- (sv)?
and
3) Climatological GMS:
r=v- (19)
V- (sv)

where the bar represents a time average and the prime
represents departure from the time average. Thus, in
total, we have five different ways of calculating the
background GMS (v, I'yax, I",T, and I'), and Inoue and
Back (2015b) claimed that all of them are close to each
other so that they can be used interchangeably. They are
collectively called the characteristic GMS. In the dis-
cussion below, we show that all versions of the charac-
teristic GMS are close to each other over the whole
tropical ocean, except for the climatological GMS T,
which is so sensitive to data errors that it should not be
used as a diagnostic tool.

Figure 9 shows the geographic variability of the criti-
cal GMS vy (Fig. 9a), the anomalous characteristic GMS
I" (Fig. 9b), the nonanomalous characteristic GMS T
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FIG. 8. (a) As in Fig. 6, but for the whole tropical convergence zone with the mean precipitation greater than
5mmday ! (the colored regions in Fig. 9). (b) As in Fig. 7, but for the whole tropical convergence zone. The slope
of the black dashed line was computed similarly to that in Figs. 6 and 7, and the two gray lines represent the

geographic variability of the critical GMS.

(Fig. 9¢), and the climatological GMS T (Fig. 9d) over
the oceanic regions where the mean precipitation
is greater than Smmday '. The first three panels
(Figs. 9a—c) exhibit similar geographic patterns; the
values are slightly higher in the Indian and the west-
ern Pacific Oceans than in the central-eastern Pacific
and the Atlantic Oceans. The correlations of the
spatial pattern of Fig. 9a with Figs. 9b and 9c are 0.848
and 0.737, respectively. It should be noted that the
color scales in Figs. 9b and 9c are shifted by 0.01
compared with that in Fig. 9a. That small departure is
due to nonzero covariance between d(q)/ot and
V- (sv), owing to slight lags between P and (gq) [see
section 5 in Inoue and Back (2015b)].

The geographic patterns shown are, to some extent,
consistent with the geographic variability of vertical
velocity profiles. In general, shapes of vertical velocity
profile are top-heavier (associated with greater GMS)
in the Indian and the western Pacific Oceans with weak
SST gradient and bottom-heavier (associated with
smaller GMS) in the central-eastern Pacific and the
Atlantic Oceans with strong SST gradient (e.g., Back
and Bretherton 2006; Sobel and Neelin 2006; Back and
Bretherton 2009a,b; Back et al. 2017). But it should be
noted that the definitions of the characteristic GMS
used here include both the horizontal and vertical
components of the GMS, and thus their values cannot
be determined solely by vertical velocity profiles. It
would be interesting to investigate further the mecha-
nisms that control the geographic patterns of the
characteristic GMS.

Although the values of the three characteristic GMSs,
Y, I , and f’, are consistent with each other, the clima-
tological GMS T exhibits a quite different geographic
pattern as depicted in Fig. 9d. It shows that I' is negative
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in the eastern Pacific and the Atlantic Oceans, and the
color scale is far different from those in the other
panels. We claim that this significant discrepancy is
due to the sensitivity of this metric to data errors.
In Fig. 4, the mean values of (V- (hv), V- (sv)) are
plotted with the blue cross marks. Their values are
(193Wm 2, 1180Wm ?), (153Wm 2, 1749Wm ?),
(—21Wm?,  1209Wm %), and (-59Wm 2%
107.1 Wmfz), respectively, for 10, WP, EP, and AO.
One can notice that the numerator of ', V - (hv), is a tiny
number especially in EP and AO. Thus, even a few watts
per square meter of its errors can cause crucial errors in
T with a sign flip. Therefore, we conclude that the metric
of the climatological GMS T is so sensitive to data errors
that it should not be used as a diagnostic tool, especially
with observational data involving nonnegligible biases.
Recently, the GMS was used as a diagnostic tool for an
intermodel comparison (e.g., Benedict et al. 2014;
Hannah and Maloney 2014; Maloney et al. 2014). Be-
cause of the issues with the climatological GMS, it would
be useful to use the versions of the characteristic GMS
calculated from a scatterplot for this type of analysis in
the future.

e. GMS transitions during DYNAMO

Last, we briefly show the GMS transitions on the MJO
time scale. In doing so, we plotted in the GMS plane
the transitions of different MJO events during the
DYNAMO field campaign. We used version 3a of the
Colorado State University quality-controlled observa-
tions from the DYNAMO field campaign (Johnson and
Ciesielski 2013; Ciesielski et al. 2014a,b; Johnson et al.
2015). All the variables plotted are averages over the
northern sounding array and are also 10-day running
averages.
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FIG. 9. (a) Map of critical GMS [y in Eq. (15)] over the oceanic regions with the mean
precipitation greater than 5 mm day ™ '. (b) Map of anomalous characteristic GMS [I” in Eq.
(17)]. (c) Map of nonanomalous characteristic GMS [I" in Eq. (18)]. (d) Map of climatological
GMS [T in Eq. (19)]. It should be cautioned that the color scales are different between the

different panels.

There were three MJO events during the DYNAMO
period, which are depicted in the different colors (red,
green, and blue) in Fig. 10. Figure 10a is a time series of
precipitation rate. The temporal transitions are depicted
as the gradation of the colors. For those MJO events, the
temporal transitions are also plotted in the GMS plane
(Fig. 10b). This is an alternative illustration of GMS
transitions to those given by Sobel et al. (2014) and
Senti¢ et al. (2015).

The first and second MJO events shown in the red-
dish and greenish colors, respectively, behave consis-
tently with the phase-plane behavior discussed in
section 4c. Each convective life cycle orbits counter-
clockwise around the characteristic GMS line, calcu-
lated with Eq. (17), depicted as the gray line. The third
MJO event in the bluish color behaves slightly differ-
ently from the first two MJO events in such a way that
the slope of the orbit axis is steeper than the critical
GMS. This result might imply that different MJO
events have different values of the critical or the
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characteristic GMS, and it might be interesting to study
how those are regulated.

5. Discussion
a. Applicability of the GMS plane analysis

The results shown in this study are based on the four
simple assumptions:

1) MSE budgets are closed.

2) Column-integrated DSE anomalies are much smaller
than precipitable water anomalies.

3) Precipitation is positively correlated with precipita-
ble water.

4) The diabatic source terms can be approximated in a
linear form with respect to the divergence of column
DSE (or precipitation).

The second assumption does not rule out the possi-
bility that small temperature anomalies play crucial
roles in the dynamics. This second assumption is likely
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FIG. 10. (a) Time series of precipitation rate during DYNAMO. (b) Phase transitions of three
MJO events shown in different colors during DYNAMO in the GMS plane. All variables are
10-day running averages. The DYNAMO field campaign was conducted from October to the
end of December 2011. Plotted are data averaged over the northern sounding array.

valid only on time scales longer than a day (e.g., Inoue
and Back 2015b). One would need to test the extent to
which assumptions 1, 2, and 4 are valid in tropical
cyclones.

As long as those assumptions are satisfied, the GMS
phase transitions shown in Figs. 6 and 7 hold. The first
three assumptions are generally well verified in the
tropics.* The validity of the last assumption, which is
rooted in the linear feedbacks of the cloud-radiation
and the convection—-evaporation, is partially less certain
than the others. The cloud-radiation feedback has been
well verified in the past observational studies (e.g., Lin
and Mapes 2004; Inoue and Back 2015a; Johnson et al.
2015) and implemented in many theoretical models
(Sobel and Gildor 2003; Fuchs and Raymond 2002;
and many others). In contrast, the mechanism of the
convection—evaporation feedback is not well under-
stood, although observational studies suggested its
existence (e.g., Back and Bretherton 2005). Neverthe-
less, both the current study and the study by Inoue and
Back (2015b) with the TOGA COARE field campaign

“Tropical cyclones might be the exception for the assumptions.
For investigating them, the moist entropy budget could be a better
choice, as demonstrated by Juraci¢ and Raymond (2016).
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data seem to bear out the validity of the fourth
assumption.

Therefore, we believe that the GMS plane analysis
has a wide range of applicability, including analyses of
convectively coupled equatorial waves (CCEWs) and
MJO life cycles. Another benefit of this analysis is that it
is applicable to all kinds of data, involving satellite, re-
analysis, and field campaign data and outputs of nu-
merical models. Thus, we expect it will provide us with a
standard framework for diagnostics of tropical convec-
tive disturbances.

b. Two aspects of GMS analysis: Time-dependent and
quasi-time-independent aspects

The GMS can be studied in two ways: as a phase
transition in the GMS plane and as the characteristic
GMS. The former is highly time dependent, and the
latter corresponds to quasi-time-independent back-
ground GMS. This study demonstrated how to assess
those different aspects separately. The transitions of
time-dependent GMS can be visualized in the GMS
plane as an orbiting fluctuation around the background
GMS line. And the background GMS varies among
different geographic locations.

These two aspects of the GMS tell us about how we
should interpret the GMS in theoretical studies, which is
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given as a constant (Fuchs and Raymond 2002; Sobel
and Maloney 2013; Adames and Kim 2016; and many
others). To clarify that, we point out two important ca-
veats of GMS analyses:

1) Physical interpretations of the GMS are different
depending on how one computes it.

2) The characteristic GMS is the GMS associated with
the moisture-mode theories.

The GMS can be calculated in various ways. For in-
stance, we can take a ratio of spatially averaged V - (hv)
to spatially averaged V - (sv) to get a local value of the
GMS (e.g., Masunaga and L’Ecuyer 2014; Sobel et al.
2014; Inoue and Back 2015b; Sentic et al. 2015). On the
other hand, we can compute the GMS from a scatterplot
as in section 4d and some past studies (e.g., Raymond
and Fuchs 2009; Benedict et al. 2014). In the discussion
below, we demonstrate that those two versions of the
GMS have distinct physical interpretations and that the
GMS relevant to the moisture-mode theories is the one
calculated from a scatterplot.

For proceeding with the discussion, we crudely sum-
marize the moisture-mode theory, ignoring some de-
tails. The model of the linear moisture mode can be
expressed as

oP'

=—(T, +il
at

ety T ilege ) X P (20)
where P’ is a precipitation anomaly, and the real com-
ponent I'¢;, and the imaginary component I ; are de-
termined by the model parameters. The choice of these
notations implies that they are associated with (but not
equivalent to) the effective GMS.? The minus sign is
there for consistency with the past literature.
We assume P’ has the form

P'(x,t) = Pexplikx + (o, + ic))t], (21)
where P is an amplitude, k is a zonal wavenumber, and
o, and o; are real and imaginary frequencies, re-
spectively. Plugging Eq. (21) into Eq. (20) yields
o, = —le, and 0; = —T'¢r;. Thus, when I, is negative,
the mode is destabilized (o, > 0); I, is associated with
the wave propagation. In the moisture-mode models,
e, is close to the effective GMS, indicating the

5The definition of the effective GMS differs in the literature.
Some authors include horizontal MSE advection in the definition
(e.g., Adames and Kim 2016; Sakaeda and Roundy 2016), and
others include surface evaporation in it (e.g., Hannah and Maloney
2014; Sakaeda and Roundy 2016). Here, I, is the closest to the
“projected total effective GMS” in Adames and Kim (2016).
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effectively negative GMS is necessary for the de-
stabilization of the moisture mode [see Adames and
Kim (2016), which is the closest to our argument here].

The model parameters, I'efr, and I'egs;, consist of the
parameterization of four different components: hori-
zontal MSE advection, vertical MSE advection, radia-
tive heating, and surface fluxes. For elucidating the
behavior of the GMS, let us focus on the advective
term, ignoring the horizontal advection for simplicity.
The argument below can be extended to include
other terms.

In the context of a linear model, we can express the
column-integrated vertical MSE advection as

(wdhlap)' = (T, +il, )X P, (22)
where w is vertical pressure velocity, and I',, and I';
are model parameters. Parameter I',, contributes to
the stability of the system (i.e., I'er, = I, + other terms);
and I',; represents the contribution of the vertical
MSE advection to the propagation (i.e., e, =1T,; +
other terms), which might be parameterized as frictionally
induced moisture convergence or vertical advection by
bottom-heavy w [see Eq. (12) in Sobel and Maloney (2013)
or Eq. (4a) in Adames and Kim (2016)]. The value of I',,,
which is set to be a constant parameter, corresponds to the
(vertical) GMS in the theoretical work. Now let us visu-
alize the temporal transitions of (wdh/dp)’ and P’ ex-
pressed by Egs. (20)—(22) as in Fig. 10.

Since this study investigated the MSE budget in
Eulerian columns at fixed locations, we can set x = 0 in
Eq. (21) without loss of generality. Because only the real
component of Eq. (22) makes physical sense, plugging
Eq. (21) into Eq. (22) and extracting the real component
yields

(wohlop) = P exp(—T O[T, cos(T ;1)

+ T, sin(l 0], (23)

where we set o, = —I'egr, and 0, = —Iegr;, and we assume
P is a real number. Similarly, the real components of P’
and dP’/dt are expressed as

P'=Pexp(-T
P’
ot

tycos(I" .. r) and (24)

eff,r eff,i

=P exp(_reff,rt)[_reff,r COS(Feff,it) Lo, Sin(reff,i[)]'
(25)

Now we want to estimate the values of I',, and I',;
from observations in order to visualize the transitions of
Eqgs. (23) and (24). First, in a long time series, we can
approximate I, ~ 0; otherwise, the precipitation
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(a) One cycle with Pe".r =0 (b) Three cycles with Feff’r = -0.01
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FIG. 11. (a) One cycle [the start (red dot) to the end (blue dot)] of (wdh/dp)’ and P’ expressed as Egs. (23) and
(24). For illustrative purposes, we plotted from day 20 to day 60. We set I, = 0.25 and I',; = 0.15, with g, = 0.
(b) Three cycles (from day 20 to day 140) with e, = —0.01.

grows infinitely or converges to zero. Therefore, we can
write Egs. (23), (24), and (25) as

(dhlop) ~ P[T, cos(Ty 1) + T sin(T . 1)1, (26)
P~ f’cos(l"eff’it), and 27)

P’ - .
Frie —PL ;. sin( ;1) (28)

For estimating I', ,, we want to multiply Eq. (26) with
Eq. (27) and take an integration with respect to time
from O to 27. In such a way, I',, can be estimated in
observational data as

(wdhlap) X P’

P?

~ (29)

u,r

where the bar, which represents a time average, can be
considered as an integration from 0 to 27 if a time series
is long enough. This is similar to the characteristic GMS
defined by Eq. (17), indicating that I, ,, which is relevant
to the moisture-mode instability, can be estimated as the
characteristic GMS. Similarly, we can estimate I',; as

(wdh/dp) X aP'/ot

r —
(aP'/ot)?

v,i

~ —T

effi

(30)

Similar (but not the same) methods were used by
Andersen and Kuang (2012) to compute the contribu-
tions of each MSE budget term to the stabilization and
to the propagation of the MJO-like variability.

For a demonstration, we set the frequency (day ') to
be T'efr; = 27/40. Using the TOGA COARE data (the
data description is presented in the appendix), we esti-
mated I',, to be ~0.25 and I',; to be ~0.05. But for il-
lustrative purpose, we used I',; =0.15 instead of 0.05.
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Using these values of the parameters, the temporal
evolutions of Egs. (23) and (24) are plotted in Fig. 11.
Figure 11a illustrates a 40-day cycle of (wdh/dp)’ versus
P’ in the neutral condition (i.e., I'sts, = 0). This neutral
condition occurs when the radiative feedback and sur-
face flux feedback effects are balanced by the GMS (or
I',,). The cycle starts from the red dot, goes around
counterclockwise, and terminates at the blue dot. This
behavior is consistent with that shown in the GMS plane
in Figs. 7 and 10.

This figure clarifies why the GMS is a vexing quantity.
From this figure, we can calculate two distinct values of
the GMS:

(1)
(32)

GMS (background) ~I' .~ and
GMS (time-dependent) ~T' + T tan(T, 1),

where the former represents the slope of the major axis
of the elliptic trajectory, which is calculated by Eq. (29),
and the latter was computed by simply dividing Eq. (23)
by Eq. (24). When we compute the GMS as a time-
dependent quantity using time series, it corresponds to
Eq. (32). This time-dependent GMS can easily become
negative, but that negative GMS is not relevant to the
stability of the moisture mode; only I',, is associated
with the stability.

Figures 11b illustrates the GMS plane behavior in an
unstable condition where the effective GMS is set to be
slightly negative (I'etr, = —0.01). This condition occurs
when the radiative feedback and surface flux feedback
effects exceed the background GMS. There is a growing
spiral due to an exponentially amplifying oscillation,
which is a characteristic of destabilized linear waves. In
the real world, however, this kind of growing spiral is not
expected to happen because nonlinear effects generally
keep a disturbance from growing infinitely.
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The distinction between the two versions of the GMS
defined in Egs. (31) and (32) becomes crucial when the
size of an observational domain is smaller than that of an
MIJO envelope. In such a case, the contribution of the
MSE advection to the propagation (i.e., nonzero I',;)
easily makes the time-dependent GMS negative via Eq.
(32). But that negative GMS must not be confused with
the negative background GMS for the destabilization.

In the same sense, the drying efficiency calculated in
this study is not the same as the effective GMS used in
the past theoretical literature. This distinction cannot
be emphasized too much because the terminology
“GMS” is now used to mean both the time-dependent
and the background ones. It is crucial to keep in mind
that those two quantities must be interpreted differ-
ently: the quasi-time-independent GMS represents the
stability of the background condition and thus is rele-
vant to the moisture mode. On the other hand, the
highly time-dependent GMS does not represent the
background stability, but it represents ‘“‘advective dry-
ing efficiency’” via convectively induced large-scale
circulations, which expresses local favorability for
convection due to large-scale circulations.

6. Concluding remarks

We investigated the gross moist stability (GMS) and
its related quantities utilizing satellite-based products
over the tropical ocean. In the datasets used, we found
the diabatic source, which is the combination of column
radiation and surface fluxes, can be expressed as a linear
function of the divergence of column moist static energy
(MSE) with a slope of vy, which we call the critical GMS.
This linear relationship, together with a positive corre-
lation between precipitation and precipitable water,
indicates that, when the GMS is less (greater) than the
critical GMS, the convection amplifies (decays). This
means that, if the value of the critical GMS is given,
values of the GMS tell us whether the convection will
amplify or decay. This statement is, however, only true
when the denominator of the GMS, the divergence of
column dry static energy (DSE), is positive. We gener-
alized this condition by introducing the “GMS plane”
analysis.

We refer to the plane of the divergence of column
MSE against the divergence of column DSE as the GMS
plane. In this plane, we can easily determine whether
convection is in the amplifying phase or in the decaying
phase. First, we draw a line going through the origin
whose slope is the critical GMS. Then, if a data point lies
below (above) the critical line, the convection is most
likely in the amplifying (decaying) phase. Furthermore,
the GMS plane behaves as a phase plane in which each
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convective life cycle seems like an orbiting fluctuation
around the critical GMS line. We found that the GMS
plane behavior is consistent even on the MJO time scale.
This GMS plane behavior indicates that values of the
GMS (or phase positions in the GMS plane) qualita-
tively predict the subsequent convective evolution. This
property is theoretically important because it means we
can deduce future information from the pair of the di-
vergence of MSE and the divergence of DSE, which
are both diagnostic quantities instead of prognostic
quantities.

This study demonstrates that the GMS analyses have
two different aspects: time-dependent and quasi-time-
independent aspects. The GMS can be calculated both
as a highly time-dependent quantity and as a quasi-time-
independent quantity. And we can visualize those two
different aspects in the GMS plane; the transitions of
time-dependent GMS can be depicted in the GMS plane
as an orbiting fluctuation around the quasi-time-
independent GMS line. We emphasized that those two
must be interpreted differently. The time-dependent
GMS represents “advective drying efficiency,” which
expresses local favorability for convection. On the other
hand, the quasi-time-independent GMS represents the
stability of the background condition, and it is the GMS
relevant to moisture-mode theories.

We listed different calculations of the quasi-time-
independent GMS: (i) a regression slope from a scatter-
plot and (ii) the ratio of climatological MSE divergence
to climatological DSE divergence. The former GMS ex-
hibits robust geographic patterns; the values are slightly
higher in the Indian and the western Pacific Oceans than
in the central-eastern Pacific and the Atlantic Oceans.
The latter climatological GMS turns out to be so sensitive
to data errors that we concluded that it should not be
used as a diagnostic tool.
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APPENDIX

Underestimation of Characteristic GMS with
Satellite Data

To check the reliability of the values of the charac-
teristic GMSs computed with the satellite data, we
compared those to the values computed with field
campaign data. Two field campaign datasets were in-
vestigated: (i) the TOGA COARE field campaign data
constructed by Minghua Zhang with an objective
scheme called the constrained variational analysis
(Zhang and Lin 1997) and (ii) the DYNAMO field
campaign data used in section 4e.

Three characteristic GMSs, f’, f‘, and y were com-
puted using both the field campaign datasets and the
satellite data in the same regions and were compared
with each other. It should be noted that there are no
overlaps of the observational time periods; the TOGA
COARE and DYNAMO field campaigns were con-
ducted, respectively, from 1 November 1992 to 28 Feb-
ruary 1993 and from 1 October to 31 December 2011,
and the satellite data used here are from 1 January 2000
to 31 December 2007. This intercomparison is implicitly
dependent on the assumption that the characteristic
GMSs are quasi time independent in the ITCZ.

Another important note is that the surface flux data in
the TOGA COARE and DYNAMO datasets were de-
rived in different ways. During TOGA COARE, the
surface meteorology was collected from a buoy moored
near the center of the domain (Weller and Anderson
1996), whereas the surface flux data during DYNAMO
were obtained from TropFlux (Kumar et al. 2012), the
surface meteorology of which was derived from the
corrected ERA-Interim. Discussion about the differ-
ences of those datasets is beyond the scope of this
study. In this study, we simply assumed the field cam-
paign data as the ““true” data with which the satellite
estimates are compared. But it should be noted that
Hannabh et al. (2016) demonstrated that the field campaign
sounding array is sometime inaccurate because of sparse
sampling stations that provide inaccurate horizontal gra-
dients of moisture.

The values of the characteristic GMSs are summa-
rized in Table Al. Roughly speaking, the values of the
different characteristic GMSs are consistent with each
other, as claimed in section 4d. The table shows that the
satellite-based ones are approximately half of those
computed with the field campaign data. This result in-
dicates that the characteristic GMSs shown in Fig. 9
might be underestimated.

However, this underestimation does not change the
general conclusions presented in this study; for instance,
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TABLE Al. Characteristic GMSs. The top two rows were com-
puted with the field campaign data, and the bottom two rows were
computed with the satellite data in the same regions as TOGA
COARE and DYNAMO, respectively. See the text for the defi-
nition of each quantity. The value of the critical GMS for
DYNAMO is slightly lower than that given in Fig. 10 because of
a 10-day running average.

Characteristic GMS
Data I r Y

TOGA COARE (sounding) 0.257 0.263 0.217
DYNAMO (sounding) 0.171 0.195 0.187
TOGA COARE region (satellite) 0.110 0.102 0.085
DYNAMO region (satellite) 0.095 0.106 0.083

the underestimated characteristic GMS changes the
slopes in Fig. 4, but the behavior of the GMS plane
discussed in section 4c is still valid. This was verified
using ERA-Interim (not shown here).

It should be briefly noted that the values of the char-
acteristic GMSs for DYNAMO are smaller than those
given by Sentic et al. (2015), who used the same data as
we did. This is simply because they computed the GMS
with moist (dry) entropy instead of moist (dry) static
energy. Generally, the GMSs computed with those dif-
ferent metrics exhibit different values and thus should
not be compared with each other.
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