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PREFACE

This report is basically a reproduction of the author's Ph.D. dissertation from Stanford University, California. The only significant difference is that the appendix containing a complete listing of the computer program is not included in this report. This is because of the length of the program (71 pages) and because a detailed program listing is probably only of interest to a few individuals. A copy of the program listing can be obtained by procuring a copy of the dissertation from University Microfilms in Ann Arbor, Michigan, 48106.
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<td></td>
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<td>Cₜ'</td>
<td>Theoretically based wind function coefficient without a stability adjustment</td>
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<td>Cᵥ</td>
<td>Extinction coefficient parameter</td>
<td>cm²·mm¹/²·gm⁻¹</td>
</tr>
<tr>
<td>C₁</td>
<td>Fractional increase in density per cm of load at zero density and a temperature of 0°C</td>
<td>cm⁻¹·hr⁻¹</td>
</tr>
<tr>
<td>C₂</td>
<td>Compaction parameter for snow</td>
<td>cm³·gm⁻¹</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_3$</td>
<td>Fractional settling rate for snow at 0°C for densities less than $\rho_d$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>Settling parameter for snow</td>
</tr>
<tr>
<td>$C_5$</td>
<td>Ratio of fractional settling rate for wet snow as compared to dry snow</td>
</tr>
<tr>
<td>$C_{W1}$</td>
<td>Maximum allowable lag time for water moving through snow</td>
</tr>
<tr>
<td>$C_{W2}$</td>
<td>Lag time parameter</td>
</tr>
<tr>
<td>$C_{W3}$</td>
<td>Recession parameter for water moving through snow</td>
</tr>
<tr>
<td>$C_{W4}$</td>
<td>Attenuation parameter for water moving through snow</td>
</tr>
<tr>
<td>$D_e$</td>
<td>Effective diffusion coefficient for water vapor in snow</td>
</tr>
<tr>
<td>$D_{eo}$</td>
<td>Effective diffusion coefficient for water vapor in snow at 0°C and 1000-mb pressure</td>
</tr>
<tr>
<td>$D_v$</td>
<td>Diffusion coefficient for water vapor</td>
</tr>
<tr>
<td>$D_z$</td>
<td>Desirable thickness of the snow cover layers</td>
</tr>
<tr>
<td>$E$</td>
<td>Water vapor flux</td>
</tr>
<tr>
<td>$E_n$</td>
<td>The finite-difference equation for a given snow cover layer</td>
</tr>
<tr>
<td>$F_{1}$</td>
<td>$k_{c}S_v D \cdot f'$</td>
</tr>
<tr>
<td>$F_{2}$</td>
<td>$T_{nd} \cdot f'$</td>
</tr>
<tr>
<td>$F_{4}$</td>
<td>$T_{nd} \cdot f''$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>Grain size parameter</td>
</tr>
<tr>
<td>$G_2$</td>
<td>Grain size parameter</td>
</tr>
<tr>
<td>$G_3$</td>
<td>Grain size parameter</td>
</tr>
<tr>
<td>$H$</td>
<td>Sensible heat flux</td>
</tr>
<tr>
<td>$I$</td>
<td>Solar radiation flux</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_n$</td>
<td>Amount of solar radiation absorbed in layer $n$ during a given time interval</td>
<td>cal·cm$^{-2}$·sec$^{-1}$</td>
</tr>
<tr>
<td>$I_o$</td>
<td>Solar radiation flux at the snow surface</td>
<td>cal·cm$^{-2}$·sec$^{-1}$</td>
</tr>
<tr>
<td>$I_z$</td>
<td>Solar radiation flux at a depth $z$ below the snow surface</td>
<td>cal·cm$^{-2}$·sec$^{-1}$</td>
</tr>
<tr>
<td>$K_H$</td>
<td>Eddy transfer coefficient for heat</td>
<td>cm$^2$·sec$^{-1}$</td>
</tr>
<tr>
<td>$K_M$</td>
<td>Eddy transfer coefficient for momentum</td>
<td>cm$^2$·sec$^{-1}$</td>
</tr>
<tr>
<td>$K_V$</td>
<td>Thermal diffusivity</td>
<td>cm$^2$·sec$^{-1}$</td>
</tr>
<tr>
<td>$K_W$</td>
<td>Eddy transfer coefficient for water vapor</td>
<td>cm$^2$·sec$^{-1}$</td>
</tr>
<tr>
<td>$L$</td>
<td>Monin-Obukhov length</td>
<td>cm</td>
</tr>
<tr>
<td>$L_f$</td>
<td>Latent heat of fusion (79.7)</td>
<td>cal·gm$^{-1}$</td>
</tr>
<tr>
<td>$L_s$</td>
<td>Latent heat of sublimation (677)</td>
<td>cal·gm$^{-1}$</td>
</tr>
<tr>
<td>$L_W$</td>
<td>Lag time for water moving through snow</td>
<td>hr</td>
</tr>
<tr>
<td>$L_W$</td>
<td>Maximum lag for the given snow cover conditions</td>
<td>hr</td>
</tr>
<tr>
<td>$M$</td>
<td>Snowmelt</td>
<td>mm</td>
</tr>
<tr>
<td>$O_s$</td>
<td>Snow cover outflow</td>
<td>mm</td>
</tr>
<tr>
<td>$O_t$</td>
<td>Snow cover outflow</td>
<td>cm·hr$^{-1}$</td>
</tr>
<tr>
<td>$P_a$</td>
<td>Atmospheric pressure</td>
<td>mb</td>
</tr>
<tr>
<td>$P_x$</td>
<td>Precipitation</td>
<td>mm</td>
</tr>
<tr>
<td>$Q_a$</td>
<td>Incoming longwave radiation</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_e$</td>
<td>Latent heat transfer</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_g$</td>
<td>Snow-soil heat transfer</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_h$</td>
<td>Sensible heat transfer</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_i$</td>
<td>Incoming solar radiation</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_{ir}$</td>
<td>Incoming minus reflected all-wave radiation</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_m$</td>
<td>Advedted heat</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_n$</td>
<td>Net radiation transfer</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>$Q_r$</td>
<td>Reflected solar radiation</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>ΔQ</td>
<td>Change in heat storage of the snow cover</td>
<td>cal·cm$^{-2}$</td>
</tr>
<tr>
<td>R</td>
<td>The gas constant</td>
<td>cal·mol$^{-1}$·°K$^{-1}$</td>
</tr>
<tr>
<td>Ri</td>
<td>Gradient Richardson number</td>
<td></td>
</tr>
<tr>
<td>(Ri)$_B$</td>
<td>Bulk Richardson number</td>
<td></td>
</tr>
<tr>
<td>Ri$_{cr}$</td>
<td>Critical Richardson number</td>
<td></td>
</tr>
<tr>
<td>R$_f$</td>
<td>Flux Richardson number</td>
<td></td>
</tr>
<tr>
<td>R$_w$</td>
<td>Gas constant for water vapor (0.110226)</td>
<td>cal·°K$^{-1}$·gm$^{-1}$</td>
</tr>
<tr>
<td>S</td>
<td>Excess water in storage</td>
<td>cm</td>
</tr>
<tr>
<td>SCF</td>
<td>Ratio of the increase in water-equivalent of the snow cover to the catch in the precipitation gage</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
<td>°K</td>
</tr>
<tr>
<td>T$_g$</td>
<td>Soil temperature</td>
<td>°K</td>
</tr>
<tr>
<td>T$_0$</td>
<td>Snow surface temperature</td>
<td>°K</td>
</tr>
<tr>
<td>T$_S$</td>
<td>Snow temperature</td>
<td>°K</td>
</tr>
<tr>
<td>T$_w$</td>
<td>Wet-bulb temperature</td>
<td>°K</td>
</tr>
<tr>
<td>U</td>
<td>Wind travel</td>
<td>km</td>
</tr>
<tr>
<td>U$_n$</td>
<td>Unknown variable for a given snow cover layer</td>
<td></td>
</tr>
<tr>
<td>ΔU$_n$</td>
<td>Correction to be applied to U$<em>n$ to get U$</em>{n+1}$</td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>Water vapor transfer between snow and air</td>
<td>mm</td>
</tr>
<tr>
<td>V$_g$</td>
<td>Vapor transfer between snow and soil</td>
<td>mm</td>
</tr>
<tr>
<td>W</td>
<td>Amount of liquid-water in the snow cover</td>
<td>mm</td>
</tr>
<tr>
<td>W$_L$</td>
<td>Amount of lagged excess water</td>
<td>cm</td>
</tr>
<tr>
<td>W$_s$</td>
<td>Weight of snow above a given layer expressed in terms of water equivalent</td>
<td>cm</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
<td>------</td>
</tr>
<tr>
<td>$W_e$</td>
<td>Fractional liquid-water-holding capacity for snow</td>
<td></td>
</tr>
<tr>
<td>$W_{e,\text{max}}$</td>
<td>Maximum value of $W_e$</td>
<td></td>
</tr>
<tr>
<td>$W_{e,\text{min}}$</td>
<td>Minimum value of $W_e$</td>
<td></td>
</tr>
<tr>
<td>$W_f$</td>
<td>Fractional amount of liquid-water in snow</td>
<td></td>
</tr>
<tr>
<td>$W_x$</td>
<td>Amount of excess liquid-water in snow</td>
<td>cm</td>
</tr>
<tr>
<td>$\Delta WE$</td>
<td>Change in water-equivalent of the snow cover</td>
<td>mm</td>
</tr>
<tr>
<td>$a$</td>
<td>Empirically determined amount of vapor transfer with no wind</td>
<td>mm·mb$^{-1}$</td>
</tr>
<tr>
<td>$b$</td>
<td>Slope of empirical $U$ versus $V/(e - e_o)$ relationship</td>
<td>mm·mb$^{-1}$.km$^{-1}$</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Specific heat of ice</td>
<td>cal·gm$^{-1}$.°K$^{-1}$</td>
</tr>
<tr>
<td>$c_p$</td>
<td>Specific heat of dry air</td>
<td>cal·gm$^{-1}$.°K$^{-1}$</td>
</tr>
<tr>
<td>$c_w$</td>
<td>Specific heat of water (1.0)</td>
<td>cal·gm$^{-1}$.°K$^{-1}$</td>
</tr>
<tr>
<td>$d$</td>
<td>Snow depth or layer thickness</td>
<td>cm</td>
</tr>
<tr>
<td>$d_g$</td>
<td>Depth below ground of soil temperature measurement</td>
<td>cm</td>
</tr>
<tr>
<td>$d_s$</td>
<td>Snow grain diameter</td>
<td>mm</td>
</tr>
<tr>
<td>$e$</td>
<td>Vapor pressure of air</td>
<td>mb</td>
</tr>
<tr>
<td>$e_i$</td>
<td>Saturation vapor pressure over ice</td>
<td>mb</td>
</tr>
<tr>
<td>$e_o$</td>
<td>Vapor pressure at the snow surface</td>
<td>mb</td>
</tr>
<tr>
<td>$f(U)$</td>
<td>Wind function</td>
<td></td>
</tr>
<tr>
<td>$f'$</td>
<td>Partial of water vapor concentration with respect to temperature ($\partial C/\partial T$)</td>
<td>gm·cm$^{-3}$.°K$^{-1}$</td>
</tr>
<tr>
<td>$f''$</td>
<td>$\partial^2 C/\partial T^2$</td>
<td>gm·cm$^{-3}$.°K$^{-2}$</td>
</tr>
<tr>
<td>$f'''$</td>
<td>$\partial^3 C/\partial T^3$</td>
<td>gm·cm$^{-3}$.°K$^{-3}$</td>
</tr>
<tr>
<td>$g$</td>
<td>Acceleration of gravity</td>
<td>cm·sec$^{-2}$</td>
</tr>
<tr>
<td>$k$</td>
<td>von Karman's constant (0.4)</td>
<td></td>
</tr>
<tr>
<td>$k_c$</td>
<td>Thermal conductivity</td>
<td>cal·cm$^{-1}$.sec$^{-1}$.°K$^{-1}$</td>
</tr>
</tbody>
</table>
LIST OF SYMBOLS (Continued)

\( k_e \) Effective thermal conductivity \( \text{cal}\cdot\text{cm}^{-1}\cdot\text{sec}^{-1}\cdot\text{oK}^{-1} \)

\( k_s \) Intrinsic permeability \( \text{mm}^2 \)

\( m \) Net sublimation \( \text{gm}\cdot\text{cm}^{-3}\cdot\text{sec}^{-1} \)

\( n_d \) Temperature exponent in the expression for the effective diffusion coefficient for water vapor in snow

\( q \) Specific humidity grams of water vapor per gram of air \( \text{cal}\cdot\text{cm}^{-2}\cdot\text{sec}^{-1} \)

\( q_c \) Conduction heat transfer

\( r \) Reflectivity of snow for longwave radiation (0.01)

\( r_n \) Residual when \( E_n \) is evaluated at the value of \( U_{nj} \)

\( t \) Time \( \text{sec} \)

\( \Delta t \) Computational time interval \( \text{sec} \)

\( \Delta t_h \) Time interval \( \text{hr} \)

\( u \) Wind speed \( \text{cm}\cdot\text{sec}^{-1} \)

\( u^* \) Friction velocity \( \text{cm}\cdot\text{sec}^{-1} \)

\( w \) Amount of liquid water \( \text{gm}\cdot\text{cm}^{-3} \)

\( z \) Distance above or below the snow surface \( \text{cm} \)

\( z_o \) Roughness height parameter \( \text{cm} \)

\( \alpha \) Experimentally determined parameter in the expression for the stability related function under stable conditions \( (\alpha^{-1} = \text{Ricr}) \)

\( \gamma \) \( (c_p\cdot\rho_a)/(0.622\cdot L_s) \) \( \text{mb}\cdot\text{oK}^{-1} \)

\( \varepsilon \) Emissivity of snow (0.99)

\( \eta \) Viscosity coefficient for snow \( \text{cm}\cdot\text{hr} \)

\( \eta_c \) Viscosity coefficient when snow density is extrapolated to zero \( \text{cm}\cdot\text{hr} \)

\( \eta_o \) Viscosity coefficient at 0°C \( \text{cm}\cdot\text{hr} \)

\( \eta_t \) Viscosity coefficient at a given temperature \( \text{cm}\cdot\text{hr} \)

xv
LIST OF SYMBOLS (Continued)

θ Weighting factor for spacial
derivatives in finite
difference expressions

υ Solar radiation extinction
coefficient for snow

νi Extinction coefficient for
clear ice

ρa Density of air

ρd The density below which the
settling rate for snow
equals C3

ρe Density above which We = We\text{min}

ρi Density of ice

ρns Density of new snow

ρs Density of the ice portion of
the snow

ρw Density of water (1.0)

σ Stefan-Boltzmann constant
(1.355 \cdot 10^{-12})

τ Shear stress

τo Shear stress at the surface

ΦH Stability-related function for heat

ΦM Stability-related function for
momentum

Φw Stability-related function for
water vapor

Appendix A

\begin{align*}
C_{H1} &= 0.0222 & \text{cal} \cdot \text{gm}^{-1} \cdot \text{K}^{-1} \\
C_{H2} &= 0.00176 & \text{cal} \cdot \text{gm}^{-1} \cdot \text{K}^{-1} \\
DL_1 &= z_n - z_{n-1} & \text{cm} \\
DL_2 &= z_{n+1} - z_n & \text{cm} \\
F3 &= T^n d \cdot f'' + n_d \cdot f' \cdot T(n_d-1) & \text{gm} \cdot \text{cm}^{-3} \cdot \text{K}^{n_d-2} \\
F5 &= T^n d \cdot f''' + n_d \cdot f'' \cdot T(n_d-1) & \text{gm} \cdot \text{cm}^{-3} \cdot \text{K}^{n_d-3}
\end{align*}
LIST OF SYMBOLS (Continued)

\[ F_{6n} = DL_1 \times T_{n+1} + (DL_2 - DL_1) \times T_n - DL_2 \times T_{n-1} \quad \text{cm} \times ^\circ \text{K} \]

\[ F_{7n} = DL_1 \times T_{n+1} - (DL_1 + DL_2) \times T_n + DL_2 \times T_{n-1} \quad \text{cm} \times ^\circ \text{K} \]

\textbf{Superscripts}

\( t \) Time at the beginning of a computational time interval \( \text{sec} \)

\( t + \Delta t \) Time at the end of a computational time interval \( \text{sec} \)

\textbf{Subscripts}

\( a \) Measurement level above snow surface when using bulk transfer coefficients

\( g \) Soil

\( j \) Iteration number

\( n \) Layer number for snow cover (surface layer is layer zero)

\( N \) Total number of snow cover layers
A POINT ENERGY AND MASS BALANCE MODEL OF A SNOW COVER

Eric A. Anderson
Office of Hydrology, National Weather Service, NOAA
Silver Spring, Md.

ABSTRACT. A point energy and mass balance model is developed for a snow cover. The model is based on two equations. These are the snow cover energy balance equation and the equation for energy transfer within a snow cover. The snow cover is divided into finite layers. Implicit finite-difference expressions, based on the two equations, are written for each layer. This set of non-linear finite-difference equations is solved by use of the Newton-Raphson iteration technique. The model also includes mathematical representations of the densification of the snow and the retention and transmission of liquid-water.

The model is tested on an extensive, high-quality set of data obtained as part of a cooperative snow research project between NOAA and the Agricultural Research Service near Danville, Vermont. Six years of data are used. The comparison of observed and computed values of snow cover outflow, water-equivalent, temperature, and density, plus snow surface temperature and density is quite good. The results obtained with this energy balance model are compared to results obtained with a temperature index snow cover model. The energy balance model gives improved results. These comparisons and the energy exchange theory suggest that an energy balance model should give improved results in open areas and under extreme conditions when adequate data are available. Index snow cover models should give completely adequate results in heavily forested areas.
CHAPTER I: INTRODUCTION

BACKGROUND

Snow is an important part of the hydrologic cycle in many parts of the world. Accurate estimates of the volume of water contained in the snow cover and of the rate of release of that water are needed for many purposes. These include river and flood forecasting, water supply forecasting, reservoir operation, watershed management, and the design of hydrologic and hydraulic structures.

Measurements of the snow cover and its properties have been made for a century or more. The first application of modern energy transfer theory to a snow cover was the investigation conducted by Sverdrup (1936) on West Spitzbergen Island in 1934. This investigation primarily dealt with turbulent heat transfer between the snow and the air, although a complete energy balance was also computed. Sverdrup's work laid the foundation for most of the snow cover energy transfer studies which were to follow.

In the 1940's the Corps of Engineers and the U.S. Weather Bureau initiated the Cooperative Snow Investigations. The purpose of these investigations was to promote a more fundamental understanding of snow hydrology for project design and streamflow forecasting, particularly in the western part of the United States. Extensive data collection and analysis were performed over a 10-year period at three research watersheds. The summary report of the Snow Investigations was the publication Snow Hydrology (1956). The results and methods included in this publication are widely referenced and form the basis of many of the snow cover models in use today.

At about the same time as the Snow Investigations, extensive studies were being conducted in the Soviet Union dealing with the physical properties, formation, and melting of a snow cover. A summary of the studies concerned with the melting of a snow cover was published by Kuzmin (1961). This publication contains a very thorough and complete discussion of snow cover energy exchange from both a theoretical and practical viewpoint. Unfortunately, this excellent publication was not translated into English until 1972.
SNOW COVER SIMULATION MODELS

After the publication of *Snow Hydrology*, and especially with the advent of the digital computer, emphasis has been placed on the development of conceptual simulation models of the snow accumulation and ablation process. These models are being developed for use in solving many kinds of practical hydrologic problems. In a conceptual model, each major physical process is represented by a mathematical relationship. This is in contrast to degree-day techniques which were commonly used to estimate snow cover outflow directly from air temperature data. Degree-day techniques do not include the snow accumulation process, nor do they explicitly account for heat deficits, liquid-water retention and transmission, and the areal extent of the snow cover.

Two of the earliest snow cover simulation models were developed by Rockwood (1964) as part of the SSARR model and by Anderson and Crawford (1964) for use in conjunction with the Stanford Watershed Model. Both of these models use air temperature as the sole index to energy exchange across the air-snow interface. This is also true of more recent models developed by Eggleston *et al.* (1971) and Anderson (1973). *Snow Hydrology* contains generalized snowmelt equations for various forest cover conditions. These equations are based on theoretical and empirical considerations. As the amount of forest cover decreases, the number of types of data that are required increases. These generalized snowmelt equations are used in several snow cover simulation models [Amoroch and Espildora (1966), Carlson *et al.* (1974), and as an option in the current SSARR model (1972)]. The net radiation balance, estimated from incoming solar radiation and air temperature, is used to compute energy exchange in the snow cover simulation model developed by Leaf and Brink (1973). This model was developed to determine the probable hydrologic effects of forest management.

All of the previously mentioned models compute snowmelt by one set of equations and the change in the heat deficit of the snow cover by a separate equation (the SSARR model does not compute the heat deficit). Thus, these models are not energy balance models. Some of these models use empirical procedures to estimate the change in the heat deficit during non-melt periods. The Eggleston *et al.*, and the Leaf and Brink models use the one-dimensional Fourier heat-conduction equation and
the assumption that the snow surface temperature \( T_o \) equals the air temperature \( T_a \) to compute temperatures at one or two points within the snow cover. Quick (1967) also uses the heat-conduction equation and the assumption that \( T_o = T_a \) to compute changes in the snow cover temperature profile during periods when depth can be considered to be constant. In addition, Quick accounts for the effect of the density profile on the snow cover temperature profile.

Recently several energy balance snow cover models have been developed [Obled (1973), Humphrey and Skau (1974), and Outcalt et al. (1975)]. The energy balance includes net radiation transfer, latent and sensible heat transfer, heat transfer by rain water, and the change in heat storage of the snow cover. The change in heat storage is also determined from the computed temperature profiles at the beginning (time \( t \)) and the end (time \( t+\Delta t \)) of each computational time interval (\( \Delta t \)). Finite-difference approximations to the Fourier heat-conduction equation are solved to determine the temperature profile at time \( t+\Delta t \) knowing the profile at time \( t \). The thermal conductivity of the snow varies with snow density. The snow surface temperature is determined by various iterative schemes which seek to reduce to an acceptable level the difference between the value of the change in heat storage term in the energy balance equation and the value of the same term as determined from changes in snow cover temperatures. None of these models include the densification of the snow cover. Humphrey and Skau use periodic measurements of the density profile to account for changes in snow density. The other two models merely use the measured total snow cover density. Only Obled compares computed and observed values of snow cover outflow and water equivalent. Humphrey and Skau, as well as Obled, show comparisons of computed and observed snow cover temperature profiles. Outcalt et al. only make comparisons between the computed and observed dates on which melt begins and ablation is complete.

BACKGROUND OF THIS INVESTIGATION

This investigation has evolved out of an earlier study of snow cover energy exchange [Anderson (1968)]. A snow cover energy balance model was developed and tested in this earlier study. The change in heat storage was computed only in the case of the cooling of an isothermal
snow cover immediately following a period of melt. Thus the model could
only be used during extended snowmelt periods or periods of daytime melt
and nighttime heat loss. The model was tested on data collected as part
of a lysimeter study of snowmelt at the Central Sierra Snow Laboratory
during the Snow Investigations (1955). The data included all the necessary
input meteorological variables plus various snow cover variables, such as
water equivalent, depth, temperature, and snow cover outflow. The
agreement between computed and observed values of daily snow cover
outflow and of mean nighttime snow surface temperature was very good.
However, there were several problems. The period of record was quite
short (17 days), plus there was some uncertainty regarding the accuracy
of a portion of the data. More importantly, there was almost no
variability in meteorological conditions during the period (warm days
and cool nights with mostly clear skies and moderate winds). Thus, it
was not possible to determine if the model was valid over a wide range
of meteorological conditions. Attempts at finding another high-quality
data set that included measurements of all the necessary input and
verification variables were unsuccessful.

Since the data needed to adequately test snow cover energy exchange
models were not available, the decision was made to establish a snow
research station in order to obtain the necessary data. Such a station
was established as part of a cooperative research project concerned
with the physical processes in snow metamorphosis and snowmelt. This
project is being conducted by the National Oceanic and Atmospheric
Administration (NOAA) and the Agricultural Research Service (ARS)
[Johnson and Anderson (1968)]. The station is located within the ARS's
Sleepers River Research Watershed near Danville, Vermont. This is not
the most ideal location in terms of the amount of snow (average maximum
water-equivalent of about 300 mm), but is nearly ideal in terms of the
wide variety of meteorological conditions that occur during snowmelt periods.
Data collection at the NOAA-ARS snow research station began in December 1968.
Measurement methods have changed over time due to advances in instrumen-
tation. Also, additional types of data have been added in order to
provide more and better information for the testing of snow cover energy
exchange models.
In addition to better data for model testing, additional information was becoming available on the basic energy transfer processes and on the numerical techniques needed to solve the basic snow cover energy exchange equations. Thus, it became obvious that a new, more theoretically sound, and more complete snow cover energy balance model should be developed.

PURPOSE OF THIS INVESTIGATION

The basic purpose of this investigation is to expand the understanding of snow cover energy exchange by combining the results of recent and past theoretical studies of specific energy transfer processes and to test the resulting energy and mass balance model on the data collected at the NOAA-ARS snow research station.

Even though the resulting model is a research model and is probably too complex for direct practical application, in the long term such research models should result in improved operational models. Improvements to current operational snow cover simulation models will likely be as a result of a more thorough understanding of the basic energy transfer processes and their interactions. Only with such an understanding can the effect of various assumptions, approximations, and simplifications which are a part of operational snow cover models be evaluated. A more complete understanding of the energy exchange processes affecting a snow cover should also enable the hydrologist to more intelligently select the appropriate type of snow cover model given the problem to be solved and the climatic and physiographic characteristics of the area. The available data could be a constraint in model selection or it could be determined that it is worth the effort and expense to obtain the additional data needed to apply the proper type of model. This decision is possible only if the process being modeled is well enough understood so that the difference in accuracy between various types of models can be reasonably determined.
CHAPTER II: SNOW COVER ENERGY EXCHANGE

INTRODUCTION

This chapter deals with the development of the equations used to estimate the gain or loss of heat by a snow cover. Of primary importance is the energy exchange at the snow-air interface. Under most conditions the energy exchange at the snow-air interface is much greater than the heat transfer at the snow-soil interface.

SNOW COVER ENERGY BALANCE EQUATION

The energy balance of a snow cover can be expressed as:

\[ Q_n + Q_e + Q_h + Q_g + Q_m = \Delta Q \]  

(2.1)

where:
- \( Q_n \) = net radiation transfer,
- \( Q_e \) = latent heat transfer,
- \( Q_h \) = sensible heat transfer,
- \( Q_g \) = heat transfer across the snow-soil interface,
- \( Q_m \) = heat transfer by mass changes (advected heat), and
- \( \Delta Q \) = change of heat storage of the snow cover.

The units of each term in Eq. (2.1) are cal·cm\(^{-2}\).

For a given time interval (\( \Delta t \)) beginning at time \( t \), the term \( \Delta Q \) can be expressed as:

\[ \Delta Q = (d \cdot \rho_s) \cdot \left( (c_i \cdot T_s)^t+\Delta t - (c_i \cdot T_s)^t \right) + \frac{L_f \cdot \rho_w \cdot (W^t+\Delta t - W^t)}{10} \]  

(2.2)

where:
- \( d \) = depth of the snow cover (cm),
- \( \rho_s \) = density of the solid (ice) portion of the snow cover (gm·cm\(^{-3}\)),
- \( c_i \) = specific heat of ice (cal·gm\(^{-1}\)·°K\(^{-1}\)),
- \( T_s \) = temperature of the solid portion of the snow cover (°K),
- \( L_f \) = latent heat of fusion (79.7 cal·gm\(^{-1}\) at 0°C),
- \( \rho_w \) = density of water (gm·cm\(^{-3}\)) (a value of 1.0 gm·cm\(^{-3}\) is used), and
- \( W \) = the amount of liquid-water in the snow cover, expressed as a depth (mm).

Water in both the liquid and solid phases can exist in a snow cover. The liquid-water is the result of melting or rainfall. The liquid-water may freeze, remain in storage, or when the snow cover is isothermal...
at 0°C and saturated (in this condition a snow cover is commonly referred to as "ripe") the excess liquid-water becomes outflow from the bottom of the snow cover.

NET RADIATION TRANSFER

Net radiation can be measured at a particular point and be used in the energy balance equation. However, net radiation is highly dependent on the surface over which it is measured. If the energy balance equation is ultimately being developed for areal application, it is more useful to break $Q_n$ down into its components. In an areal application the incident components of net radiation can be extrapolated from one point to another by taking topography and vegetation cover into account.

The outgoing components of net radiation are a function of the albedo and surface temperature of the snow cover, both of which can be highly variable over an area. The albedo of the snow cover must be measured or estimated, whereas it will be shown that the snow surface temperature can be computed from the energy balance equation.

The components of net radiation transfer for a given time interval can be expressed as:

$$Q_n = Q_i - Q_r + Q_a - \Delta t \cdot \varepsilon \cdot \sigma \cdot T_o^4$$ \hspace{1cm} (2.3)

where:
- $Q_i = \text{incident (incoming) solar radiation (cal/cm}^2\text{)}$,
- $Q_r = \text{reflected (outgoing) solar radiation (cal/cm}^2\text{)}$,
- $\varepsilon = \text{emissivity in the longwave portion of the energy spectrum (a value of 0.99 is used)}$,
- $Q_a = \text{incoming (emitted by the atmosphere and terrestrial objects) longwave radiation (cal/cm}^2\text{)}$,
- $\sigma = \text{Stefan-Boltzmann constant (cal/cm}^2\cdot\text{°K}^{-4}\cdot\text{sec}^{-1})$ (a value 1.355\cdot10^{-12} is used),
- $\Delta t = \text{the computational time interval (sec)}$, and
- $T_o = \text{snow surface temperature (°K)}$.

It should be noted that $\text{Albedo} = Q_r/Q_i$ and $\varepsilon = 1.0 - r$ where $r$ is reflectivity in the longwave portion of the spectrum. Emissivity also equals absorption. Snow has been found to be nearly a perfect black-body in the longwave portion of the spectrum [Shafer and Super (1971), Snow Hydrology (1956)].
If we let

\[ Q_{ir} = Q_i - Q_r + \varepsilon \cdot Q_a \]  

(2.4)

where \( Q_{ir} \) is thus defined as the incident minus reflected all-wave radiation, then the equation for net radiation transfer becomes:

\[ Q_n = Q_{ir} - \Delta t \cdot \varepsilon \cdot \sigma \cdot T_o^4 \]  

(2.5)

TURBULENT TRANSFER BETWEEN THE SNOW AND THE ATMOSPHERE

Introduction

The purpose of this section is to outline the development of the equations used to estimate latent and sensible heat transfer between the snow cover and the atmosphere. A more detailed derivation and discussion of these equations and concepts can be found in a number of books [Rose (1966), Priestly (1959), Lumley and Panofsky (1964), Sutton (1953, 1954)] in addition to the articles referred to in this section.

Surface Boundary Layer

Under turbulent conditions the thickness of the surface boundary layer is on the order of 10 to 50 meters. Flow in the atmosphere above a snow cover, with the exception of calm periods, either at night or when the air temperature is well above 0°C, is characteristically turbulent. The surface boundary layer contains a viscous sublayer where molecular conduction processes play an important role. The thickness of this layer over a snow cover is about 1 millimeter [Sverdrup (1936), Kraus (1973)]. The remainder of the surface boundary layer is sometimes referred to as the constant flux layer. Within this layer, shear stress and the vertical fluxes of heat and water vapor are considered constant with height. This is the layer of maximum interest in estimating latent and sensible heat exchange between the snow cover and the atmosphere.

Eddy Flux

The average turbulent flux \( \overline{F} \) of any transferable conservative property \( \bar{c} \), per unit mass of fluid, can be expressed as:

\[ \overline{F} = \bar{c} \cdot \frac{\omega}{\rho_a} - \overline{\omega \cdot c} + \bar{c} \cdot \overline{w' \cdot c'} \]  

(2.6)
where: \( w \) = vertical velocity,
\( \rho_a \) = density of air \((g m \cdot cm^{-3})\), bars denote averages, and primes denote random instantaneous departures from the mean.

At a height in the order of one to several meters above a uniform surface \( \overline{\rho_a w} \) and thus \( \overline{\rho_a w'} \) have been found to be zero over a sufficiently long period (in the order of hours). Since by definition there can be no correlation between \( \overline{\rho_a w} \) and \( \overline{c} \), the term \( \rho_a w' \cdot \overline{c} \) must be zero.

However, the value of \( \rho_a w' \cdot \overline{c'} \) will not be zero if there is any correlation between \( \rho_a w' \) and \( c' \). Such a correlation exists; and therefore:

\[
\overline{F} = \overline{\rho_a w' \cdot c'} \tag{2.7}
\]

Eddy correlation instruments based on Eq. (2.7) have been developed to measure sensible heat and water vapor flux [Dyer (1961), Dyer and Maher (1965)]. However, it would not be at all practical to measure these fluxes by eddy correlation instruments for routine hydrologic applications. Thus, other equations, based on more easily obtainable measurements, must be used.

Transfer Coefficient Hypothesis

The hypothesis is that the mean vertical flux of any conservative quantity \( c \) is proportioned to the gradient of the mean value \( \overline{c} \) of the quantity in the vertical direction. The factor of proportionally between the flux and the gradient is called an exchange coefficient, \( A_c \).

English language writers have commonly used \( K_t \) defined by \( K_t = A_c / \rho_a \).

\( K_t \) is referred to as a transfer coefficient. Thus we can write

\[
\overline{F} = \overline{\rho_a \cdot K_t \cdot \frac{\partial \overline{c}}{\partial z}} \tag{2.8}
\]

where \( z \) is height above the surface (cm). Mean values will be used for the transferred quantities throughout the remainder of this report; thus the bar notation will not be used in succeeding equations.

Based on the transfer coefficient hypothesis, equations can be written for the mean flux of momentum per unit area, sensible heat, and water vapor. The equation for momentum per unit area (shear stress) is:

\[
\tau = \overline{\rho_a \cdot K_t \cdot \frac{\partial u}{\partial z}} \tag{2.9}
\]
where: $\tau$ = shear stress (dynes·cm$^{-2}$),  
$u$ = wind speed (cm·sec$^{-1}$), and  
$K_M$ = eddy transfer coefficient for momentum (cm$^2$·sec$^{-1}$).

The equation for sensible heat flux is:

$$H = -\rho_a \cdot c_p \cdot K_H \cdot \frac{\partial T}{\partial z} \quad (2.10)$$

where: $H$ = sensible heat flux (cal·cm$^{-2}$·sec$^{-1}$)  
$c_p$ = specific heat of dry air (cal·gm$^{-1}$·°K$^{-1}$),  
$T$ = air temperature (°K), and  
$K_H$ = eddy transfer coefficient for heat (cm$^2$·sec$^{-1}$).

To be precise, potential temperature at the snow surface should be used in Eq. (2.10). However, when working with the first few meters above the snow, the difference between potential and actual temperature is insignificant.

The equation for water vapor flux is:

$$E = -\rho_a \cdot K_W \cdot \frac{\partial q}{\partial z} \quad (2.11)$$

where: $E$ = water vapor flux (gm·cm$^{-2}$·sec$^{-1}$),  
$q$ = specific humidity (grams water vapor per gram air), and  
$K_W$ = eddy transfer coefficient for water vapor (cm$^2$·sec$^{-1}$).

Turbulent Transfer under Neutral Stability

An atmosphere having an adiabatic temperature profile is neutrally stable. Under fully turbulent, neutral conditions within the constant flux layer the wind profile is logarithmic and described by the expression:

$$\frac{u}{u_*} = \frac{1}{k} \ln \left( \frac{z}{z_o} \right) \quad (2.12)$$

where: $k$ = von Karman's constant (a value of 0.40 is used),  
$z_o$ = the roughness length (cm), and  
$u_*$ = the friction velocity defined by

$$u_* = \left( \frac{\tau_o}{\rho_a} \right)^{1/2} \quad (2.13)$$

where: $\tau_o$ = the shear stress at the surface (dynes·cm$^{-2}$). From Eq. (2.12) we would formally regard $z_o$ as the value of $z$ for which $u = 0$. However, in reality there is a departure from the logarithmic profile at values of $z$ comparable to $z_o$. $z_o$ is determined from a plot of $u$ versus ln $z$ with neutral stability.
Differentiating Eq. (2.12) yields:
\[
\frac{\partial u}{\partial z} = \frac{u^*}{k^*z} \quad .
\]  
(2.14)

Since shear stress is considered constant with height in the constant flux layer:
\[
\tau = \tau_o = \text{constant} \quad .
\]  
(2.15)

It should also be noted that \( u^* \) can be considered constant with height within this layer. Combining Eqs. (2.9), (2.13), (2.14), and (2.15) gives:
\[
K_M = k^* u^* z = k^* z \frac{\partial u}{\partial z} \quad .
\]  
(2.16)

The analogy between turbulent transfer of momentum, heat, and matter, if assumed exact (as first suggested by Reynolds), implies that the three transfer coefficients are equal. Assuming \( K_w = K_M \) for neutral stability and by using Eqs. (2.11) and (2.16), we obtain:
\[
E = -\rho a \cdot k^* z \frac{\partial u}{\partial z} \frac{\partial q}{\partial z} \quad .
\]  
(2.17)

Specific humidity can be approximated from:
\[
q = \frac{0.622 e}{P_a} \quad ,
\]  
(2.18)

where: \( 0.622 \) = the molecular weight ratio of water vapor to dry air,  
\( e \) = vapor pressure (mb), and  
\( P_a \) = atmospheric pressure (mb).

Substituting Eq. (2.18) into Eq. (2.17) and integrating between two observational heights \( z_1 \) and \( z_2 \) yields:
\[
E = -\frac{\rho a \cdot 0.622}{P_a} \ k^2 \ \frac{(u_2 - u_1) \ (e_2 - e_1)}{(\ln z_2 / z_1)^2} \quad .
\]  
(2.19)

The same thing can be done for sensible heat flux. Assuming \( K_H = K_M \) for neutral stability, \( H \) can be expressed as:
\[
H = -\rho a \cdot c_p \cdot k^2 \frac{\partial u}{\partial z} \frac{\partial T}{\partial z} \quad .
\]  
(2.20)

Integrating between two observational heights yields:
\[
H = -\rho a \cdot c_p \cdot k^2 \ \frac{(u_2 - u_1) \ (T_2 - T_1)}{(\ln z_2 / z_1)^2} \quad .
\]  
(2.21)
Generalized Turbulent Transfer

The logarithmic wind profile [Eq. (2.14)] has been generalized by Monin and Obukhov (1954) to apply under all conditions, giving:

$$\frac{\partial u}{\partial z} = \frac{u^*}{k \cdot z} \cdot \theta_M$$

(2.22)

where $\theta_M$ is an unknown stability related function to be determined by experiment. Under neutral stability, $\theta_M = 1.0$. Functions analogous to $\theta_M$ may also be used to describe generalized forms for temperature and humidity profiles, giving:

$$\frac{\partial T}{\partial z} = - \frac{H}{\rho_a \cdot c_p \cdot k \cdot u^* \cdot z} \cdot \theta_H$$

(2.23)

and

$$\frac{\partial q}{\partial z} = - \frac{E}{\rho_a \cdot k \cdot u^* \cdot z} \cdot \theta_W$$

(2.24)

where $\theta_H$ and $\theta_W$ are stability related functions for heat and water vapor.

From these three generalized equations for the vertical profiles of wind, temperature, and humidity, plus the basic turbulent transfer expressions [Eqs. (2.9), (2.10), and (2.11)], it can be determined that:

$$\frac{K_W}{K_M} = \frac{\theta_M}{\theta_W}$$

(2.25)

and

$$\frac{K_H}{K_M} = \frac{\theta_M}{\theta_H}$$

(2.26)

Using Eqs. (2.22) through (2.24) and the expression relating specific humidity and vapor pressure [Eq. (2.18)], generalized equations for water vapor and heat flux can be written as:

$$E = - \frac{\rho_a \cdot 0.622}{\rho_a \cdot k \cdot z} \cdot \frac{2 \cdot \partial u \cdot \partial e}{\partial z \cdot \partial z} \cdot \frac{1}{\theta_W \cdot \theta_M}$$

(2.27)

and

$$H = - \frac{\rho_a \cdot c_p \cdot k \cdot z}{\rho_a \cdot k \cdot z} \cdot \frac{\partial T}{\partial z} \cdot \frac{1}{\theta_H \cdot \theta_M}$$

(2.28)
Determination of $\phi_M$, $\phi_H$, and $\phi_W$

Many investigators have used the Monin-Obukhov "similarity theory" [Monin and Obukhov (1954)] as a framework to define the functions $\phi_M$, $\phi_H$, and $\phi_W$. According to this theory $\phi_M$, $\phi_H$, and $\phi_W$ should be functions of a dimensionless height ratio $z/L$ where $L$ is constant with height within the surface boundary layer. $L$ is defined by:

$$\frac{\rho \cdot T}{k \cdot g \cdot H} = -\frac{u_*^3 \cdot c_p \cdot \rho \cdot a}{k \cdot g \cdot H}$$

(2.29)

where $g$ is the acceleration of gravity (cm·sec$^{-2}$). The height ratio $z/L$ is positive for stable conditions, negative for unstable, and equal to zero for neutral stability. Experimental determination of the functions $\phi_M(z/L)$, $\phi_H(z/L)$, and $\phi_W(z/L)$ are made by measuring the profiles of wind speed, temperature, and humidity plus shear stress and the fluxes of heat and water vapor. $H$, $E$, and $T$ can be measured by eddy correlation techniques. Shear stress at the surface can also be measured by drag plates [Bradley (1968)]. Accurate measurements of water vapor flux can be made with large weighing lysimeters [Pruitt and Angus (1960)].

There are a number of determinations of the stability-related functions which have been reported in the literature [Businger et al. (1971), Dyer (1967), Dyer and Hicks (1970), McVehil (1964), Webb (1970), Oke (1970), Pruitt et al. (1971)]. There is not complete agreement from these determinations; however, the following relationships are quite representative of the majority of the determinations. For stable conditions:

$$\phi_M = \phi_H = \phi_W = 1 + 5 \cdot \frac{z}{L}$$

(2.30)

which means that $K_H = K_W = K_M$ for stable conditions. For unstable conditions:

$$\phi_M = (1 - 16 \cdot \frac{z}{L})^{-1/4}$$

(2.31)

and

$$\phi_H = \phi_W = (1 - 16 \cdot \frac{z}{L})^{-1/2}$$

(2.32)

Eqs. (2.31) and (2.32) are frequently called the Businger-Dyer formulas.

In order to apply these functions to estimate heat and vapor fluxes when $H$ and $u_*$ are not measured, $z/L$ must be related to a stability criterion that can be computed from data that are commonly available. Richardson (1920) derived a stability criterion which reflects the ratio
of the consumption of energy by the buoyancy forces to the rate of its production by wind shear. This ratio can be expressed as:

$$R_f = -\frac{gH}{c_p T^* \cdot T \cdot \partial u/\partial z}$$  \hspace{1cm} (2.33)

where $R_f$ is referred to as the flux form of the Richardson number.

Using Eqs. (2.9) and (2.13) the ratio of $z/L$ to $R_f$ is:

$$\frac{z/L}{R_f} = \frac{k \cdot z \cdot \partial u/\partial z}{u_*} = \phi_M^*.$$  \hspace{1cm} (2.34)

Using Eqs. (2.9) and (2.10), $R_f$ reduces to the more familiar gradient Richardson number:

$$R_l = \frac{g \cdot \partial T/\partial z}{T^* \cdot \partial u/\partial z}^2$$  \hspace{1cm} (2.35)

where

$$R_l = R_f^* \frac{K_M}{K_H}.$$  \hspace{1cm} (2.36)

As can be seen, the gradient Richardson number can be computed from observations of temperature and wind speed. $R_l$ will be referred to as the Richardson number, without qualification, in the rest of this report.

Combining Eq. (2.34) and Eq. (2.36) the relationship between $R_l$ and $z/L$ is:

$$z/L = \frac{K_H}{K_M^*} \phi_N \cdot R_l.$$  \hspace{1cm} (2.37)

Using this relationship between $z/L$ and $R_l$, plus Eq. (2.26), the $\phi$ functions can now be written in terms of the Richardson number. For stable conditions:

$$\phi_M = \phi_H = \phi_W = (1 - 5 \cdot R_l)^{-1}$$  \hspace{1cm} (2.38)

and for unstable conditions:

$$\phi_M = (1 - 16 \cdot R_l)^{-1/4}$$  \hspace{1cm} (2.39)

and

$$\phi_H = \phi_W = (1 - 16 \cdot R_l)^{-1/2}.$$  \hspace{1cm} (2.40)

It should be noted that $R_l = z/L$ for unstable conditions using the Businger-Dyer formulas.

The expression:

$$R_l = \frac{2 \cdot g \cdot (z_2 - z_1) \cdot (T_2 - T_1)}{(T_2 + T_1) \cdot (u_2 - u_1)^2}$$  \hspace{1cm} (2.41)

- 14 -
can be used to determine the Richardson number at the geometric mean height of $z_2$ and $z_1$.

The Critical Richardson Number

Eq. (2.38) can be written in a more general form as:

$$
\theta_M = \theta_H = \theta_W = (1.0 - \alpha \cdot \text{Ri})^{-1}
$$

(2.42)

where $\alpha$ is a parameter to be determined experimentally. As $z/L$ in Eq. (2.30) approaches $\infty$, thus $\theta_M$, $\theta_H$, and $\theta_W$ approach $\infty$, $\text{Ri}$ approaches $\alpha^{-1}$. $\text{Ri} = \alpha^{-1}$ is an empirical expression for the critical Richardson number ($\text{Ri}_{cr}$). The critical Richardson number is the value of $\text{Ri}$ beyond which turbulent conditions no longer exist.

In his original study Richardson (1920) argued that $\text{Ri}_{cr} = 1.0$. Experimental data indicates that $\text{Ri}_{cr}$ is less than 1.0 with most investigations suggesting values in the range from 0.15-0.25 [Businger (1973)]. Brutsaert (1972) indicates that evaporation and radiation increase the critical Richardson number depending on atmospheric conditions. He indicates that there is no definite $\text{Ri}_{cr}$, but rather a range between 0.25, below which turbulence is very likely, and somewhat higher than 0.5, above which turbulence is improbable.

The value of the critical Richardson number is especially important in the case of snow because stable conditions should predominate over a snow cover. The air temperature normally exceeds the snow surface temperature because of the high albedo and high emissivity of snow, as well as the fact that the snow surface temperature cannot exceed 0°C.

Computation of Turbulent Transfer Using Measurements at One Level

In many applications, measurements of wind, temperature, and humidity at two levels are not available or it is not practicable to make observations at two levels. This is true in most cases when snow cover energy exchange computations are needed for hydrologic application.

In order to compute the mean flux of shear stress, sensible heat, and water vapor between the surface and some height above the surface ($z_a$), the integrated form of the basic transfer equations [Eqs. (2.9), (2.10), and (2.11)] are used. If these equations are integrated between $z_o$ and $z_a$ (assuming $u = 0$, $T = T_o$, and $e = e_o$ when $z = z_o$ and $z = z_a$),
substituting Eq. (2.18) for specific humidity, the resulting expressions are:

$$
\tau = u_a^2 \rho_a = \rho_a C_M u_a^2 ,
$$  \hspace{1cm} (2.43)

$$
H = -\rho_a C_p u_a (T_a - T_o),
$$  \hspace{1cm} (2.44)

$$
E = -\frac{\rho_a 0.622}{P_a} C_W u_a (e_a - e_o)
$$  \hspace{1cm} (2.45)

where:  
$e_o$ = vapor pressure at the snow surface (mb) (assumed equal to the saturation vapor pressure at the snow surface temperature),  
u_a = wind speed at a height $z_a$ (cm·sec$^{-1}$),  
$T_a$ = air temperature at $z_a$ (°K),  
e_a = vapor pressure of the air at $z_a$ (mb),  
$C_M$ = a dimensionless coefficient referred to as the drag coefficient, and  
$C_H$ and $C_W$ are the coefficients equivalent to the drag coefficient for sensible heat and water vapor flux. Deardorff (1968) calls these coefficients "bulk" transfer coefficients.

Under neutral conditions, assuming $K_H = K_W = K_M$, and using Eq. (2.16) for $K_M$, the integration of Eqs. (2.9), (2.10), and (2.11) yields:

$$
(C_H)_N = (C_W)_N = (C_M)_N = \frac{k^2}{\left[ \frac{z_a}{ln \frac{z_a}{z_o}} \right]^2}
$$  \hspace{1cm} (2.46)

where the subscript $N$ signifies neutral conditions.

Deardorff (1968) computed the ratio of each of the bulk transfer coefficients to its value under neutral conditions. For unstable conditions these ratios were computed by first integrating the generalized profile relationships [Eqs. (2.22), (2.23), and (2.24) with $\phi_M$ given by Eq. (2.31) and $\phi_H$ and $\phi_W$ given by Eq. (2.32)] from $z_o$ to $z_a$. The results of this integration when changed to bulk transfer coefficient form can be expressed as:

$$
\frac{C_M}{(C_M)_N} = \left[1.0 - \frac{(C_M)_N^{1/2}}{k} \cdot \left\{ ln \left( \frac{1+x}{2} \right)^{2} + 2 \cdot ln \left( \frac{1+x}{2} \right) - 2 \cdot tan^{-1} (x) + \frac{\pi}{2} \right\} \right]^{-2}
$$  \hspace{1cm} (2.47)
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\[ \frac{C_H}{(C_H)_N} = \frac{C_W}{(C_W)_N} = \left( \frac{C_M}{(C_M)_N} \right)^{1/2} \left( 1.0 - \frac{2}{k \cdot (C_M)_N} \frac{1}{2} \ln \left( \frac{1+x^2}{2} \right) \right)^{-1} \]  

(2.48)

where

\[ x = (1 - 16 \cdot \frac{z}{L})^{1/4} \]  

(2.49)

In order to compute these ratios using observations at the surface and a height \( z_a \), \( z/L \) needs to be related to an easily computed stability index. This index is the bulk Richardson number \((Ri)_B\), defined as:

\[ (Ri)_B = \frac{2 \cdot g \cdot z_a \cdot (T_a - T_o)}{(T_a + T_o) \cdot u_a^2} . \]  

(2.50)

If Eqs. (2.43) and (2.44) are substituted into Eq. (2.29), the Monin-Obukhov length can be expressed as:

\[ L = \frac{C_M^{3/2} \cdot u_a^2}{C_H \cdot k \cdot g \cdot (T_a - T_o)} . \]  

(2.51)

By dividing the numerator and denominator by \((C_M)_N^{3/2}\), the relationship between \( z/L \) and the bulk Richardson number can be written as:

\[ \frac{z_a}{L} = \frac{k \cdot C_H / (C_M)_N}{(C_M)_N^{1/2} \left( \frac{C_M}{(C_M)_N} \right)^{3/2} \cdot (Ri)_B} . \]  

(2.52)

For stable conditions Deardorff gives the ratios for the general case, i.e., when \( \phi_M \neq \phi_H \neq \phi_W \). If \( \phi_M = \phi_H = \phi_W \) as in Eq. (2.42), the resulting ratios can be expressed as:

\[ \frac{C_W}{(C_W)_N} = \frac{C_H}{(C_H)_N} = \frac{C_M}{(C_M)_N} = \left( 1.0 - \alpha \cdot (Ri)_B \right)^2 . \]  

(2.53)
Fig. 2.1 shows the ratio of the bulk transfer coefficients to their values under neutral conditions as a function of the bulk Richardson number. For unstable conditions, the ratio is a function of the value of the bulk transfer coefficient under neutral conditions. In Fig. 2.1, neutral transfer coefficients were computed from Eq. (2.46) using several values of \( z_o \) which have been obtained for snow. To compute the ratios for unstable conditions, values of \( x \) and \( (C_m^N) \) are first specified. Then \( C_m^N/(C_m^N) \) is calculated from Eq. (2.47), \( C_H^N/(C_H^N) \) and \( C_w^N/(C_w^N) \) from Eq. (2.48), and \( (Ri)_B \) from Eq. (2.52).

For stable conditions, \( \alpha = 5 \) (\( Ri_{cr} = 0.2 \)) is used for Fig. 2.1.

**EMPIRICAL WIND FUNCTIONS**

The turbulent transfer equations in the previous section show that water vapor transfer is predominantly a function of wind speed and the vapor pressure gradient. This relationship can be expressed in an equation attributed to Dalton as:

\[
V = f(U_a)(e_a - e_o)
\]

where: \( V \) = water vapor transfer expressed as a depth (mm), and  
\( f(U_a) \) = a function of the wind speed (mm\cdot mb^{-1}).

A positive \( V \) indicates vapor transfer toward the snow cover (condensation-frost formation) while a negative \( V \) indicates a loss from the snow cover (sublimation-evaporation). It has been common to determine \( f(U_a) \) empirically from simultaneous observations of vapor transfer, wind speed, and the vapor pressure gradient. For a snow cover, the amount of vapor gained or lost is usually measured by inserting a pan filled with snow into the snow cover so that the top of the pan is flush with the surrounding snow cover. The vapor transfer is determined by carefully weighing the pan before and after exposure. The wind function is normally represented as:

\[
f(U_a) = \alpha + b\cdot U_a
\]

where: \( U_a \) = wind travel (mean wind speed multiplied by the time interval) (km),  
\( b \) = an empirical constant (mm\cdot mb^{-1}\cdot km^{-1}), and  
\( \alpha \) = an empirical constant which indicates the amount of vapor transfer with no wind (mm\cdot mb^{-1}).
Figure 2.1.—Ratios of the bulk transfer coefficients to their values under neutral conditions over a wide range of stability. [Neutral values computed from Eq. (2.46) with \( z_a = 1 \) m. Solid lines represent \( C_w/(C_w)_N \) and \( C_H/(C_H)_N \). Dashed lines represent \( C_M/(C_M)_N \).]
The value of $a$ is dependent on the time interval being used. It is
difficult to make a direct comparison of reported values of the constants
$a$ and $b$ because of several factors, including:
1. variations in the heights at which the wind speed and vapor pressure
   of the air are measured,
2. variations in the method and the accuracy of measuring snow
   surface temperature, and
3. variations in the predominating stability conditions and surface
   roughness between measurement sites.

Determinations of $f(U_a)$ for the evaporation of water typically result in
a finite value of the constant $a$. This reflects evaporation during calm,
unstable periods caused by radiative heating of the surface. Since
stable conditions should tend to predominate over a snow cover, the constant
$a$ should be near zero.

Table 2.1 presents a summary of some of the determinations of $a$ and $b$
found in the literature. In addition to the determined values an attempt
is made to compare the values by reducing the measurement levels of
wind and vapor pressure to a constant height of 1 meter above the snow
surface. A commonly used extrapolation formula:

$$\frac{u_2}{u_1} = \frac{e_2}{e_1} = \left(\frac{z_2}{z_1}\right)^n$$  \hspace{1cm} (2.56)

is used. In reality, $n$ varies with such factors as surface roughness,
height, and stability; thus, a strict comparison of the empirical constants
is impossible. In computing $a$ and $b$ for Table 2.1 at 1 meter height,
a value of $n=0.17$ was arbitrarily selected.

SENSIBLE AND LATENT HEAT TRANSFER

The theoretical turbulent transfer equation for water vapor flux
[Eq. (2.45)] can be expressed in the form of the Dalton-type equation.
In this case the wind function becomes:

$$f(U_a) = C_t \cdot U_a$$  \hspace{1cm} (2.57)

where:

$$C_t = \frac{a \cdot 0.622}{P_a \cdot c_w} \cdot \frac{\rho_a}{\rho_w} \cdot 10^6 \cdot C$$  \hspace{1cm} (2.58)
Table 2.1.—Comparison of empirical wind function constants for a snow cover

<table>
<thead>
<tr>
<th>Reference</th>
<th>a</th>
<th>b</th>
<th>Measurement height (m)</th>
<th>Value of coefficients for a measurement height of 1.0 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(mm·mb⁻¹·hr⁻¹)</td>
<td>(mm·mb⁻¹·km⁻¹)</td>
<td>Wind</td>
<td>Vapor pressure</td>
</tr>
<tr>
<td>Kuzmin (1961) based on data from USSR plus measurements by Kohler (1950)</td>
<td>0.0075</td>
<td>0.00114</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Snow Investigations (1955):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Central Sierra Snow Laboratory</td>
<td>0.0</td>
<td>0.00242</td>
<td>0.3</td>
<td>2.4-3.6 avg. = 3</td>
</tr>
<tr>
<td>b. Based on data collected by M deQuervain, Switzerland</td>
<td>0.0</td>
<td>0.0055</td>
<td>0.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Meiman and Grant (1974) Colorado</td>
<td>0.0</td>
<td>0.00457</td>
<td>0.6-1.25 avg. = 0.8</td>
<td>0.6-1.25 avg. = 0.8</td>
</tr>
</tbody>
</table>
The latent heat transfer is the amount of heat required to change the snow into a vapor or the heat released when water vapor condenses on the snow surface. Thus latent heat transfer can be expressed as:

\[
Q_e = \frac{L_s \cdot p_w \cdot V}{10} = \frac{L_s \cdot p_w \cdot f(U_a)}{10} \cdot (e_a - e_o)
\]  

(2.59)

where \( L_s \) = latent heat of sublimation (677 cal·gm\(^{-1}\)).

The ratio of sensible heat flux to latent heat flux (commonly referred to as Bowen's ratio [Bowen (1926)]) can be written as:

\[
\frac{Q_h}{Q_e} = \frac{H}{L_s \cdot E} = \frac{P_a \cdot c_p \cdot (T_a - T_o)}{0.622 \cdot L_s \cdot (e_a - e_o)}
\]

(2.60)

It should be noted that Eq. (2.60) assumes that \( K_H = K_W \) (also \( C_H = C_W \)), but does not assume that \( K_M = K_H \) or \( K_W \). Experimental evidence seems to indicate that \( K_H = K_W \) is a reasonable assumption for all stability conditions that have been investigated [Dyer (1967), Pruitt et al. (1971)]. For unstable conditions the evidence indicates that \( K_M \neq K_H \) or \( K_W \) (thus \( C_M \neq C_H \) or \( C_W \)) as different expressions for \( \phi \)

[Eq. (2.39)] as opposed to \( \phi_H \) and \( \phi_W \) [Eq. (2.40)] would indicate. Substituting Eq. (2.59) into Eq. (2.60) sensible heat transfer can be expressed as:

\[
Q_h = \frac{L_s \cdot p_w \cdot \gamma \cdot f(U_a) \cdot (T_a - T_o)}{10}
\]

(2.61)

where:

\[
\gamma = \frac{c_p \cdot a}{0.622 \cdot L_s}
\]

(2.62)

The units of \( \gamma \) are mb·°K\(^{-1}\). \( \gamma \) is essentially a constant for a given location.

HEAT TRANSFER BY MASS CHANGES

The mass balance of a snow cover can be expressed as:

\[
P_x - O_s + V + V_g = \Delta WE
\]

(2.63)

where:

- \( P_x \) = water-equivalent of precipitation (mm),
- \( O_s \) = liquid-water outflow from the bottom of the snow cover (mm),
- \( V \) = vapor transfer between the snow and the air (mm),
- \( V_g \) = vapor transfer between the snow and the soil (mm), and
- \( \Delta WE \) = change in the water-equivalent of the snow cover (mm).
When computing the energy balance of the snow cover [Eq. (2.1)], the water-equivalent of the snow cover should be held constant. Mass changes can be computed prior to or after the energy balance computations. Thus, as far as the energy balance computations are concerned, it is only necessary to consider the heat transferred by mass changes.

If the temperature of snow cover outflow is assumed to be 0°C and the heat content of the transferred vapor is assumed negligible, then only the heat transferred by precipitation need be considered. New snowfall can be added to the snow cover prior to the energy balance computations.

The initial temperature of the new snow is assumed equal to the temperature of the precipitation. The wet-bulb temperature should be a good approximation of the temperature of precipitation because of the analogy between falling precipitation and a ventilated wet-bulb thermometer. The heat transferred to the snow cover by rain is heat released as the rain is cooled from its temperature upon reaching the snow cover to 0°C. Thus the advected heat which must be considered in the energy balance computations is:

\[ Q_m = \frac{c_w \cdot \rho_w \cdot P}{10} \cdot (T_w - 273.16) \]  

(2.64)

where:  
\( c_w \) = specific heat of water (cal·gm\(^{-1} \cdot \text{°K}^{-1} \)) (a value of 1.0 is used),

\( T_w \) = wet-bulb temperature (°K), and

273.16 = 0°C on the Kelvin scale.

**SNOW COVER ENERGY BALANCE**

By substituting Eqs. (2.5), (2.59), (2.61), (2.64), and (2.2) into Eq. (2.1), the energy balance of a snow cover can be written as:

\[ Q_{ir} \cdot - \Delta t \cdot c_s \cdot C_s \cdot T_0 \]  
\[ + \frac{L_s \cdot \rho_w}{10} \cdot f(U_a) \cdot \left[ (e_a - e_o) + (T_a - T_o) \right] \]  
\[ + \frac{c_w \cdot \rho_w}{10} \cdot \left[ (T_w - 273.16) \right] \]  
\[ + Q_g \cdot - (d \cdot \rho_s)t \cdot \left[ (c_l \cdot T_s)^{t+\Delta t} - (c_l \cdot T_s)^{t} \right] \]  
\[ + \frac{L_f \cdot \rho_w}{10} \cdot \left[ (\dot{w}^{t+\Delta t} - \dot{w}^{t}) = 0.0 \right]. \]  

(2.65)
If \( Q_{ir}, U_a, e_a, T_a, P_x, \) and \( T_w \) are measured or estimated and the conditions at time \( t \) are known, then \( w^{t+\Delta t}, Q_g, T_0, \) and \( (c_i \cdot T_s)^{t+\Delta t} \) are unknowns in this general expression. The next two chapters will describe how these unknowns can be evaluated so that the energy balance equation can be solved. There is one important case, however, for which a solution can immediately be written. This is the case when an isothermal snow cover is melting. In this case \( T_0 = 273.16 \, ^\circ \text{K}, \)

\[
(c_i \cdot T_s)^{t+\Delta t} = (c_i \cdot T_s)^t
\]

and \( Q_g \) is negligible compared to the energy exchange at the snow-air interface. The amount of melt is then the difference between \( w^{t+\Delta t} \) and \( w^t \). The amount of melt in the time interval \( \Delta t_h \) can be expressed as:

\[
M = 0.125 \cdot Q_{ir} - 3.37 \cdot \Delta t_h + 0.0125 \cdot P_x \cdot (T_w - 273.16) \\
+ 8.5 \cdot f(U_a) \cdot \left( (e_a - 6.11) + \gamma \cdot (T_a - 273.16) \right)
\]

(2.66)

where: \( M = \) snowmelt (mm), and \( \Delta t_h \) is the time interval in hours.
CHAPTER III: HEAT TRANSFER WITHIN THE SNOW COVER

INTRODUCTION

This chapter deals with the development of the equations used to estimate heat transfer within the snow cover. The heat transfer within the snow cover must be estimated so that the change in heat storage can be determined. The major mechanisms involved in the transfer of heat within a snow cover are heat conduction, the penetration of solar radiation, and heat transferred by phase changes (solid-vapor, liquid-solid, and vice versa). Very small amounts of liquid-water may exist in snow at temperatures below 0°C. However, this water has a negligible effect on heat transfer and is thus neglected. The equations which quantify these mechanisms involve coefficients that are related to physical characteristics of the snow cover. These physical characteristics include density, grain size, and crystal structure. Most of these relationships are not precisely defined, plus grain size and crystal structure are not commonly measured for hydrologic purposes. Thus, density is used as the sole index to the physical structure of the snow cover. Therefore, in order to compute heat transfer on a continuous basis, the change in density of the snow cover must be continually estimated.

Many of the publications that are referred to in this chapter contain more detailed derivations and discussions of these equations and concepts. A particularly good summary of snow cover heat transfer and related properties is that prepared by Yen (1969).

HEAT TRANSFER EQUATION

Heat Conduction

Fourier's heat-conduction equation can be used to compute the heat change for a volume of snow. Heat transfer in a snow cover is essentially one-dimensional. The equation for one-dimensional heat transfer by conduction for a uniform snow cover is:

\[ c_i \rho_s \frac{\partial T}{\partial t} = k \frac{\partial^2 T}{\partial z^2} \]  \hspace{1cm} (3.1)
where:  \( c_i \) = specific heat of ice (cal·gm\(^{-1}\)·K\(^{-1}\)),  
\( \rho_s \) = density of the solid (ice)portion of the snow cover (gm·cm\(^{-3}\)),  
\( T \) = snow temperature (°K),  
\( t \) = time (sec),  
\( z \) = distance from the snow-air interface (cm), and  
\( k_e \) = the effective thermal conductivity of snow (cal·cm\(^{-1}\)·K\(^{-1}\)·sec\(^{-1}\)).

The term effective thermal conductivity is usually used for snow instead of just thermal conductivity to indicate the combined effect of conduction through the ice grains, conduction through the air in the void spaces, and radiant energy exchange across the void spaces. It is not possible to separate these heat transfer mechanisms during experimental determinations of the thermal conductivity of snow.

If \( k_e \) varies with depth, as would be the case in most natural layered snow covers, the heat conduction equation becomes:

\[
\frac{c_i \cdot \rho_s}{\partial t} \cdot \frac{\partial T}{\partial t} = \frac{k_e}{\partial z} \cdot \frac{\partial^2 T}{\partial z^2} + \frac{\partial k_e}{\partial z} \cdot \frac{\partial T}{\partial t} .
\]

(3.2)

Heat Transferred by Sublimation

If saturated vapor is present (as with a moist porous media like snow), certain corrections must be applied to Eq. (3.2). If the medium is heated, the vapor contained in the heated portion is no longer saturated. Evaporation begins in the unsaturated portion and a vapor pressure gradient develops. As a result, the water vapor diffuses towards the cooler parts of the medium, where, due to oversaturation, condensation takes place and latent heat is released. This process proceeds in the direction of the decreasing temperature gradient. Sulakvelidze (1959) derived the correction which must be applied to Eq. (3.2) to account for heat transferred by the sublimation which results when temperature gradients are present within a snow cover. With the addition of this correction, Eq. (3.2) becomes:

\[
\frac{c_i \cdot \rho_s}{\partial t} \cdot \frac{\partial T}{\partial t} = k_e \cdot \frac{\partial^2 T}{\partial z^2} + \frac{\partial k_e}{\partial z} \cdot \frac{\partial T}{\partial t} + L_s \cdot m
\]

(3.3)
where: \( L_s \) = latent heat of sublimation (677.0 cal·gm\(^{-1}\)), and 
\( m \) = the net sublimation (the net amount of vapor that 
undergoes a phase change) (gm·cm\(^{-3}\)·sec\(^{-1}\)).

Heat transferred due to the specific heat of the vapor is negligible 
and ignored in Eq. (3.3).

The net sublimation (positive indicates a vapor gain) is the amount 
of vapor which diffuses into the volume of snow, minus the change in concentration of vapor within the volume. The equation for net sublimation can be derived and is similar in form to the heat conduction equation. For the case where the diffusion coefficient for water vapor in snow varies with depth, net sublimation can be expressed as:

\[
m = D_e \frac{\partial^2 C}{\partial z^2} + \frac{\partial D}{\partial z} \frac{\partial C}{\partial z} - \frac{\partial C}{\partial t}
\] (3.4)

where: \( C \) = concentration of water vapor (grams of vapor per cm\(^3\) 
of air), and 
\( D_e \) = effective diffusion coefficient for water vapor in snow 
(cm\(^2\)·sec\(^{-1}\)).

The term effective diffusion coefficient is used to distinguish between the movement of water vapor in snow and the diffusion of water vapor in air.

Substituting Eq. (3.4) for \( m \) in Eq. (3.3) gives:

\[
c_i \cdot \rho_s \frac{\partial T}{\partial t} = k_e \frac{\partial^2 T}{\partial z^2} + \frac{\partial k}{\partial z} \frac{\partial T}{\partial z} + L_s \cdot D_e \frac{\partial^2 C}{\partial z^2}
+ L_s \frac{\partial D}{\partial z} \frac{\partial C}{\partial z} - L_s \frac{\partial C}{\partial t}
\] (3.5)

In a saturated porous media like snow, the concentration of water vapor is solely a function of the temperature of the snow. Thus,

\[
\frac{\partial C}{\partial z} = \frac{\partial C}{\partial T} \frac{\partial T}{\partial z} = f' \frac{\partial T}{\partial z}
\] (3.6)

where \( f' \) denotes \( \partial C/\partial T \). Also,

\[
\frac{\partial C}{\partial t} = \frac{\partial C}{\partial T} \frac{\partial T}{\partial t} = f' \frac{\partial T}{\partial t}
\] (3.7)
The second partial of $C$ with respect to $z$ can be expressed as:

$$\frac{\partial^2 C}{\partial z^2} = \frac{\partial}{\partial z} \left( f' \frac{\partial T}{\partial z} \right) = f' \frac{\partial^2 T}{\partial z^2} + f'' \left( \frac{\partial T}{\partial z} \right)^2$$  \hspace{1cm} (3.8)

where $f''$ denotes the second derivative of $C$ with respect to $T$.

Substituting Eqs. (3.6), (3.7), and (3.8) into Eq. (3.5), we obtain:

$$\left( c_i \rho_s + L_s f' \right) \frac{\partial T}{\partial t} = \left( k_c + L_s f' \frac{\partial D}{\partial z} \right) \frac{\partial^2 T}{\partial z^2}$$

$$+ \left( \frac{\partial k}{\partial z} + L_s f' \frac{\partial D}{\partial z} \right) \frac{\partial T}{\partial z} + L_s f'' \left( \frac{\partial T}{\partial z} \right)^2.$$  \hspace{1cm} (3.9)

Comparing the magnitude of $c_i \rho_s$ and $L_s f'$, we find $c_i \rho_s >> L_s f'$ (at least 100 times greater). Ignoring $L_s f'$ in the term on the left side of Eq. (3.9), the change in temperature within a snow cover with respect to time can be expressed as:

$$\frac{\partial T}{\partial t} = \left( \frac{k_c + L_s f' \frac{\partial D}{\partial z}}{c_i \rho_s} \right) \frac{\partial^2 T}{\partial z^2} + \left( \frac{\partial k}{\partial z} + L_s f' \frac{\partial D}{\partial z} \right) \frac{\partial T}{\partial z}$$

$$+ \frac{L_s f''}{c_i \rho_s} \left( \frac{\partial T}{\partial z} \right)^2.$$  \hspace{1cm} (3.10)

**Heat Sources and Sinks**

In addition to heat conduction and latent heat transfer due to water vapor diffusion, sources and sinks of heat must be included. An external source of heat is solar radiation which penetrates into the snow cover. The change in the amount of liquid-water within the snow cover can be a source of heat (heat released by freezing, i.e., liquid-water decreasing) or a sink (heat required to melt ice, i.e., liquid-water increasing). The heat released during freezing or required for melting is equal to the latent heat of fusion multiplied by the change in the amount of liquid-water. With the addition of absorbed solar radiation and changes in the amount of liquid-water, the final equation for heat transfer within a snow cover can be expressed as:
\[
\frac{\partial T}{\partial t} + \frac{L_f}{c_i \rho_s} \frac{\partial w}{\partial t} - \frac{\partial I}{\partial z} \left( \frac{k + L_s D' D''}{c_i \rho_s} \right) \frac{\partial^2 T}{\partial z^2} \\
- \left[ \frac{\partial k}{\partial z} + L_s f' f'' \frac{\partial D}{\partial z} \right] \frac{\partial T}{\partial z} - \frac{L_s D f''}{c_i \rho_s} \left[ \frac{\partial T}{\partial z} \right]^2 = 0.0 \tag{3.11}
\]

where:  
\( I = \) shortwave (solar) radiation flux (cal\cdot cm^{-2}\cdot sec^{-1}),  
\( L_f = \) latent heat of fusion (79.7 cal\cdot gm^{-1} at 0^\circ C), and  
\( w = \) amount of liquid-water (gm\cdot cm^{-3}).

PHYSICAL COEFFICIENTS AND CONSTANTS

Coefficient of Effective Thermal Conductivity

The effective thermal conductivity of snow does not depend on density alone. The size, shape, and distribution of snow crystals are also important. However, all of the experimental determinations of thermal conductivity of snow have been empirically correlated with density as the sole parameter. Summaries of representative experimental determinations of the effective thermal conductivity of snow can be found in several sources including Mellor (1964) and Kondrat'eva (1945). The results of these investigations are listed in Table 3-1 and also plotted in Fig. 3-1. In all these studies, the effect of vapor movement on heat transfer was not considered though obviously present. Yen (1967) showed that vapor movement increases the rate of temperature propagation by a significant amount for densities less than about 0.3. He computed that for a snow with a density of 0.1, the thermal diffusivity \( \frac{k_e}{\rho_s \cdot c_i} \) is about 3.33 times that of the same snow without vapor movement. Thus, the previously mentioned experimental determinations of \( k_e \) may be too high for low density snow. Yen (1965) included vapor movement when determining the effective thermal conductivity and water vapor diffusion coefficient for ventilated snow. Air movement in a natural snow cover should be near zero, except possibly for the top few centimeters during windy periods. By extrapolating the air flow rate to zero, Yen determined that \( k_e = 0.0077 \cdot \rho_s^2 \). This value is also included in Table 3-1 and Fig. 3-1. In addition to experimental determinations of effective thermal conductivity, theoretical expressions for the thermal conductivity of snow have been derived. Schwerdtfeger (1963) derived such an expression (composite and interpolated curve...
Figure 3.1.--Effective thermal conductivity of snow.

Figure 3.2.--Effective diffusion coefficient for water vapor in snow.
shown in Fig. 3-1) by considering three situations: ice containing spherical air bubbles, snow crystals enclosing parallelepiped air spaces, and air containing snow crystals. Woodside (1958) derived an expression for the case of a cubic lattice of identical spherical ice particles in air (curve, with vapor movement contributions omitted, is shown in Fig. 3-1).

Since $k_e$ is assumed to be solely a function of density, the change in $k_e$ with depth can be written as:

$$\frac{\partial k_e}{\partial z} = \frac{\partial k_e}{\partial \rho_s} \frac{\partial \rho_s}{\partial z}.$$  

(3.12)

Table 3-1.--Effective thermal conductivity of snow
(Units are cal\cdot cm^{-1} \cdot sec^{-1} \cdot \circ K^{-1}.)

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Date</th>
<th>Expression</th>
<th>Density range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abels</td>
<td>1894</td>
<td>$k_e = 0.0068 \cdot \rho_s^2$</td>
<td>$0.14 &lt; \rho_s &lt; 0.34$</td>
</tr>
<tr>
<td>Jansson</td>
<td>1901</td>
<td>$k_e = 0.00005 + 0.0019 \cdot \rho_s^4$</td>
<td>$0.08 &lt; \rho_s &lt; 0.5$</td>
</tr>
<tr>
<td>Van Dusen</td>
<td>1929</td>
<td>$k_e = 0.00005 + 0.0019 \cdot \rho_s^3$</td>
<td>$0.08 &lt; \rho_s &lt; 0.5$</td>
</tr>
<tr>
<td>DeVaux</td>
<td>1933</td>
<td>$k_e = 0.00007 + 0.007 \cdot \rho_s^2$</td>
<td>$0.1 &lt; \rho_s &lt; 0.6$</td>
</tr>
<tr>
<td>Kondrat'eva</td>
<td>1945</td>
<td>$k_e = 0.0085 \cdot \rho_s^2$</td>
<td>$0.35 &lt; \rho_s &lt; 0.5$</td>
</tr>
<tr>
<td>Bracht</td>
<td>1949</td>
<td>$k_e = 0.0049 \cdot \rho_s^2$</td>
<td>$0.19 &lt; \rho_s &lt; 0.35$</td>
</tr>
<tr>
<td>Sulakvelidze</td>
<td>1958</td>
<td>$k_e = 0.00122 \cdot \rho_s$</td>
<td>$\rho_s &lt; 0.35$</td>
</tr>
<tr>
<td>Yen</td>
<td>1965</td>
<td>$k_e = 0.0077 \cdot \rho_s^2$</td>
<td>$0.52 &lt; \rho_s &lt; 0.59$</td>
</tr>
</tbody>
</table>

Effective Diffusion Coefficient for Water Vapor in Snow

There have been far fewer experimental determinations of the effective diffusion coefficient for water vapor in snow than measurements of effective thermal conductivity. Yosida and his colleagues (1955) were the first to investigate the diffusion of water vapor through snow. Yosida determined that the effective diffusion coefficient for water vapor in snow ($D_e$) is four or five times as large as the diffusion coefficient of water vapor through air. He explained the increase by noting that since the thermal conductivity of ice is about one hundred times as large as that of air the actual temperature gradient must exist in the air
spaces and not in the ice particles. In addition, unlike sand grains which hinder the movement of water vapor diffusing through sand, ice grains can produce or absorb the diffusing water vapor by the sublimation process. In other words, the water vapor is delivered "hand to hand" by each of the ice particles, the only thing it must do by itself is to diffuse across the narrow spaces between ice particles. Yosida's experiments also indicated that $D_e$ seems to be independent of density over a range of densities from 0.08 to 0.51. Yosida determined a mean value of $D_e = 0.85 \text{ cm}^2\cdot\text{sec}^{-1}$. The mean temperature of the snow during these measurements was $-4^\circ\text{C}$.

Yen (1965) determined that $D_e=0.65 \text{ cm}^2\cdot\text{sec}^{-1}$ while investigating heat transfer through ventilated snow. The mean temperature of the snow during these measurements was about $-9.5^\circ\text{C}$.

Morozov (1967) measured $D_e$ for three snow samples ranging in density from 0.13 to 0.30. His measurements indicated that $D_e$ varies with temperature and to a lesser degree, density. Morozov also presented other determinations of $D_e$ made in the USSR.

Fig. 3-2 summarizes the determinations of $D_e$. The diffusion coefficient for water vapor in air is a function of temperature and is inversely proportional to the atmospheric pressure [Smithsonian Tables (1968)]. Ignoring any variation in $D_e$ with snow density (the experimental data does not clearly indicate that a relationship exists over the range of densities commonly observed in seasonal snow covers), the relationship between $D_e$, temperature, and atmospheric pressure can be expressed as:

$$D_e = D_{eo} \cdot \frac{1000 \cdot \left( \frac{T}{273.16} \right)^{n_d}}{P_a} \quad (3.13)$$

where: $D_{eo}$ = the effective diffusion coefficient for water vapor in snow at $0^\circ\text{C}$ and 1000 mb pressure (cm$^2$·sec$^{-1}$·mb·°K$^{-n_d}$), $P_a$ = atmospheric pressure (mb), and $n_d$ = temperature exponent.

Assuming that $D_e$ varies only with temperature for a given location, the change in $D_e$ with depth can be written as:

$$\frac{\partial D_e}{\partial z} = \frac{\partial D_e}{\partial T} \cdot \frac{\partial T}{\partial z}. \quad (3.14)$$
Substituting Eqs. (3.12) and (3.14) into Eq. (3.11), the heat transfer within a snow cover can now be expressed as:

\[
\frac{\partial T}{\partial t} + \frac{L_f}{c_i^s \rho_s} \frac{\partial T}{\partial t} - \frac{\partial I}{\partial z} - \left( \frac{k + L_s D \cdot f'}{c_i^s \rho_s e} I_e \right) \frac{\partial^2 T}{\partial z^2} - \left( \frac{3k_e}{c_i^s \rho_s} \right) T \frac{\partial T}{\partial z} - \left( \frac{3k_e}{c_i^s \rho_s} \right) \frac{\partial T}{\partial z} = 0.0 .
\]  

(3.15)

Penetration of Solar Radiation - Extinction Coefficient

Water and clear ice are highly transparent for solar radiation. However, ice in the granular form, as in the case of snow, returns a high percentage of solar energy by direct or multiple reflections and by scattering. The same processes affect the attenuation of penetrating radiation with gradual absorption taking place. For simplicity, it is usually assumed that snow behaves as a homogeneous diffusing medium. Thus, the net solar radiation flux at a depth \( z \) can be expressed as:

\[
I_a = I_o \cdot \exp(-\nu \cdot z)
\]

(3.16)

where: \( I_o \) = shortwave radiation flux at the surface (cal cm\(^{-2}\) sec\(^{-1}\)), and \( \nu \) = a coefficient, usually referred to as the extinction coefficient (sometimes called absorption coefficient) (cm\(^{-1}\)).

Eq. (3.16) fits observations quite well for deep snow covers [Gerdel (1948), O'Neill and Gray (1973)]. The extinction of penetrating solar radiation should deviate from this simple expression for snow covers containing layers with significantly different optical properties and for very shallow snow covers [Giddings and LaChapelle (1961), O'Neill and Gray (1973)]. In the case of a shallow snow cover, part of the solar radiation penetrates through the snow cover and is absorbed by the uppermost soil layer. A portion of this absorbed energy is returned to the snow by conduction. The remainder is retained by the soil.

Determinations of the extinction coefficient for snow have been compiled by Mantis (1951) and Mellor (1964). These determinations show a range of 0.035 to 0.54 cm\(^{-1}\) for the extinction coefficient. In most cases, snow cover properties were not tabulated, thus, making correlations...
between the extinction coefficient and snow density impossible. Measurements by Gerdel (1948) and Thomas (1963) included tabulations of snow density. In these cases, the extinction coefficient decreased with increasing density. Mellor (1966) made laboratory measurements of the extinction coefficient which showed that for a given grain size the extinction coefficient increased with density until reaching a maximum, after which the extinction coefficient decreased. This should be expected since the extinction coefficient is near zero for both limits, air (density approaches zero) and ice. However, the value of the extinction coefficient for most of Mellor's laboratory determinations exceeded 1.0 cm\(^{-1}\). This value is nearly an order of magnitude higher than previous measurements made at similar densities. Bohren and Barkstrom (1974) theoretically derived a relationship between the extinction coefficient and density, grain size, and wavelength. This relationship is:

\[
\nu = 0.84 \cdot \left( \frac{\nu_i}{d_s} \right)^{1/2} \frac{\rho_s}{\rho_i}
\]

(3.17)

where: \(\nu_i\) = the extinction coefficient for clear ice (mm\(^{-1}\)),
[Sauberer's data for various wavelengths are tabulated by Mantis (1951)],

\(d_s\) = grain diameter (mm),

\(\rho_s\) = density of ice (0.917 gm·cm\(^{-3}\)), and 0.84 has units of mm·cm\(^{-1}\).

This relationship compares very well with the limited measurements available for comparison. In addition, Bohren and Barkstrom conclude that Mellor's laboratory determinations of the extinction coefficient were affected by sample geometry. Mellor used a cylindrical sample rather than measuring a plane-parallel slab.

Eq. (3.17) indicates that the extinction coefficient is a function of both density and grain size. For natural snow covers, there is generally a correlation between density and grain size. For the extinction coefficient to decrease as density increases, the square root of the grain diameter must increase faster than the density. Fresh snow, though not composed of spherical grains, probably has a very small effective grain diameter in terms of its optics. As metamorphism occurs, the grain size increases, perhaps by two orders of magnitude.
Thus, the square root of grain size would very likely exceed the increase in density as the snow changed from fresh snow (about 0.1 gm·cm$^{-3}$) to old coarse grained snow (about 0.4 gm·cm$^{-3}$). The extinction coefficient for high-density snow (0.3 to 0.5 gm·cm$^{-3}$) could vary considerably depending on whether the high density is the result of metamorphism (large grains) or the result of wind packing of new snow (small grains).

In order to use Eq. (3.17) as a basis for relating the extinction coefficient to the density of the snow, a relationship between density and grain size must first be established. This relationship can vary from one location to another.

Specific Heat of Ice

Since the contribution of air and water vapor to the specific heat of snow is negligibly small, only the specific heat of the ice matrix need be considered. The specific heat of ice is a function of temperature and can be expressed as:

$$c_i = 0.0222 + 0.00176 \cdot T.$$  

Eq. (3.18) is within 0.001 cal·gm$^{-1}$·°K$^{-1}$ of the values of the specific heat of ice tabulated in the Smithsonian Tables (1968) down to a temperature of -80°C. This expression is more than adequate over the full range of temperatures experienced in any cold region on earth.

Vapor Pressure and Water Vapor Concentration

The saturation vapor pressure can conveniently be expressed in terms of temperature by the Clausius-Clapeyron equation. For saturation vapor pressure over ice, the Clausius-Clapeyron equation can be expressed as:

$$e_i = C_e \cdot \exp\left(-\frac{L_s}{R_w \cdot T}\right)$$  

where: $e_i$ = saturation vapor pressure over ice (mb),
$R_w$ = gas constant for water vapor (0.110226 cal·°K$^{-1}$·gm$^{-1}$ or 4615 mb·cm$^3$·°K$^{-1}$·gm$^{-1}$), and
$C_e$ = an experimental constant (mb).

At 0°C, the saturation vapor pressure over ice is 6.11 mb; thus, $C_e = 3.5558 \cdot 10^{10}$ mb. Substituting the values of $C_e$, $L_s$, and $R_w$,
Eq. (3.19) becomes:

\[ e_i = 3.5558 \times 10^{10} \exp(-6141.9/T) \] \hspace{1cm} (3.20)

Eq. (3.20) compares extremely well with the full range (0°C to -100°C) of values tabulated in the Smithsonian Tables (1968).

Water vapor concentration in a saturated ice medium can be expressed as [Smithsonian Tables (1968)]:

\[ C = \frac{e_i}{R_w \cdot T} \] \hspace{1cm} (3.21)

Differentiating, the partials of water vapor concentration in snow are:

\[ f' = \frac{\partial C}{\partial T} = \frac{e_i}{R_w \cdot T^2} \left( \frac{L_S}{R_w \cdot T} - 1.0 \right) \] \hspace{1cm} (3.22)

\[ f'' = \frac{\partial^2 C}{\partial T^2} = \frac{e_i}{R_w \cdot T^3} \left( \frac{L_S}{R_w \cdot T} \right)^2 - \frac{4.0L_S}{R_w \cdot T} + 2.0 \] \hspace{1cm} (3.23)

\[ f''' = \frac{\partial^3 C}{\partial T^3} = \frac{e_i}{R_w \cdot T^4} \left( \frac{L_S}{R_w \cdot T} \right)^3 - 9.0L_S \left( \frac{L_S}{R_w \cdot T} \right)^2 \]

\[ + \frac{18.0L_S \exp(-6141.9/T)}{R_w \cdot T} - 6.0 \] \hspace{1cm} (3.24)

The third partial, \( f''' \), is not mentioned in this chapter, but will be needed in the next chapter.

**DENSITY CHANGES IN A SNOW COVER**

**Introduction**

In order to estimate the total change in snow cover density with time, an understanding of the basic processes involved is necessary. One process which causes changes in density is compaction due to the weight of the overlying snow. In addition, density changes occur as a result of metamorphic changes in the structure of the snow cover.

Metamorphism of snow involves three basic processes [deQuervain (1963, 1973), Sommerfield and LaChappelle (1970)]:
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1. destructive or equi-temperature metamorphism,
2. constructive or temperature-gradient metamorphism, and
3. melt metamorphism.

Increase in Density due to Compaction

The compaction of snow layers can be seen graphically in seasonal snow layer depth profiles obtained during several investigations [Bader et al. (1939), Snow Hydrology (1956)]. Kojima (1967) [also mentioned by Yosida (1963)] presents a quantitative expression for density change due to compaction. The relationship is based on many observations of the change in depth of various layers (with no change in water-equivalent) in a seasonal snow cover. The relationship can be expressed as:

$$\frac{1}{\rho_s} \frac{\partial \rho_s}{\partial t} = \frac{W_s}{\eta}$$

(3.25)

where: $W_s$ = the weight of the snow above the layer for which the density change is being computed, expressed in terms of water-equivalent (cm), and
$\eta$ = a constant for a given density, temperature, and snow type which is referred to as a viscosity coefficient (cm·hr).

Kojima's observations indicated that the relationship between $\eta$ and density could be expressed as:

$$\eta = \eta_c \cdot \exp(C_2 \cdot \rho_s)$$

(3.26)

where: $\eta_c$ = the viscosity coefficient when $\rho_s$ is reduced to zero (cm·hr), and
$C_2$ = a constant to be determined from the observed data (cm$^3$·gm$^{-1}$).

Substituting Eq. (3.26) into Eq. (3.25) and letting $C_1 = \eta_c^{-1}$, the density change due to compaction can be expressed as:

$$\frac{1}{\rho_s} \frac{\partial \rho_s}{\partial t} = C_1 W_s \cdot \exp(-C_2 \cdot \rho_s)$$

(3.27)

where $C_1$ is the fractional increase in density per centimeter water-equivalent of load per hour. Kojima reported values of 0.026 to
to 0.069 cm$^{-1}$·hr$^{-1}$ for $C_1$ and a value of 21 cm$^3$·gm$^{-1}$ for $C_2$. Eq. (3.27) fits the data obtained by Kojima quite well except for cases of low-density new snow layers, wind-packed snow, and depth-hoar layers. Low-density new snow increased in density at a rate faster than would be predicted by the values of $C_1$ and $C_2$ obtained for ordinary snow. The wind-packed layers also initially increased in density at a faster rate than for ordinary snow. The depth-hoar layers compacted at a much slower rate than the ordinary snow.

Mellor (1964) presents other determinations of the viscosity coefficient for natural snow. These relationships were based on observations in polar regions. The relationships between $\eta$ and density are similar to that proposed by Kojima. In addition, the $C_2$ values are nearly identical to Kojima's value. However, the value of $C_1$ varies because of differences in temperature and snow type. Mellor indicates that the ratio between the viscosity coefficient ($\eta_T$) at a temperature $(T)$ and the coefficient $(\eta_0)$ at 0°C ($T_c$) can be expressed as:

$$\frac{\eta_T}{\eta_0} = \exp \left( \frac{A}{R} \frac{T_c - T}{T_c} \right)$$

(3.28)

where: $A$ = the activation energy of the snow (in the order of $10^4$ cal·mol$^{-1}$), and

$R$ = the gas constant (approximately 2 cal·mol$^{-1}$·°K$^{-1}$).

For temperatures normally experienced in areas with seasonal snow covers, $A/(R \cdot T_c)$ would be about 0.08 °K$^{-1}$.

Taking temperature dependence into account, the density change due to compaction can be expressed as:

$$\frac{1}{\rho_s} \frac{\partial \rho_s}{\partial t} = C_1 \cdot \exp\left(-0.08 \cdot \frac{T_c - T}{T_c}\right) \cdot W_s \cdot \exp\left(-C_2 \cdot \rho_s \right)$$

(3.29)

where $C_1$ is now the fractional increase in density (cm$^{-1}$·hr$^{-1}$) at 0°C and $\rho_s = 0.0$.

Destructive Metamorphism

Under equi-temperature conditions, water molecules move to new positions on a snow crystal in order to decrease the surface free energy [Yosida (1958)]. Snow crystals falling from the sky typically have a very large ratio of surface area to mass. Destructive metamorphism changes these star-shaped crystals into an aggregate of rounded, oblong, or irregular
smooth grains. During this process, the snow tends to settle, thus, causing an increase in density. These changes have been well documented by means of photographs [Bader et al. (1939), Yosida (1955)]. The photographs show that destructive metamorphism is temperature dependent. Changes occur more rapidly the warmer the snow. Yosida includes a plot showing the increase in grain diameter versus time at -6°C and -20°C. The rate of increase in size at -20°C is about 60 percent of that at -6°C.

In terms of changes in density, destructive metamorphism is primarily important in the early stages after the deposition of the snow. Gunn (1965) reported that layers of new snow settle at a rate of about 1 percent per hour during and immediately after a snowfall. This rate was independent of density over a density range of 0.05 to 0.15 gm·cm⁻³. Yen (1969) indicates that destructive metamorphism is of minor importance for densities in excess of 0.25 gm·cm⁻³.

No mathematical expression of the increase in density resulting from destructive metamorphism could be found in the literature. However, it should be possible to formulate a reasonable expression based on the previously cited information. The information suggests the following relationship:

\[
\frac{1}{\rho_s} \frac{\partial \rho_s}{\partial t} = C_3 \exp \left( -C_4 (T_c - T) \right)
\]

for densities less than \( \rho_d \), and

\[
\frac{1}{\rho_s} \frac{\partial \rho_s}{\partial t} = C_3 \exp \left( -C_4 (T_c - T) \right) \exp \left( -46 (\rho_s - \rho_d) \right)
\]

for densities greater than \( \rho_d \). In these equations:

- \( C_3 \) = the fractional settling rate at 0°C for densities less than \( \rho_d \) (hr⁻¹),
- \( C_4 \) = a constant to be determined by calibration (cm³·gm⁻¹)
- \( 46 \) = the constant (cm³·gm⁻¹) necessary to reduce the settling rate by a factor of 100 when \( \rho_s \) exceeds \( \rho_d \) by 0.1 gm·cm⁻³, and 
- \( \rho_d \) = a density to be determined by calibration (gm·cm⁻³).

Constructive Metamorphism

Constructive metamorphism is the process of vapor transfer within the snow cover due to a temperature gradient. The transfer of water vapor
results in changes in density since vapor is removed by evaporation from one crystal and deposited by condensation on another. The change in density with respect to time is:

$$\frac{\partial \rho_s}{\partial t} = m + \frac{\partial C}{\partial t}. \quad (3.32)$$

The term $\partial C/\partial t$ is included because some of the net sublimation may not be transferred, but instead be used to satisfy the change in the saturated vapor capacity. Substituting from Eq. (3.4), the change in density can be expressed as:

$$\frac{\partial \rho_s}{\partial t} = D \cdot \frac{\partial^2 C}{\partial z^2} + \frac{\partial D}{\partial z} \cdot \frac{\partial C}{\partial z}. \quad (3.33)$$

Substituting Eqs. (3.6) and (3.8) gives the change in density due to constructive metamorphism in terms of the temperature gradient as:

$$\frac{\partial \rho_s}{\partial t} = D \cdot e \cdot f' \cdot \frac{\partial^2 T}{\partial z^2} + f' \cdot e \cdot \frac{\partial D}{\partial z} + D \cdot e \cdot f'' \cdot \left( \frac{\partial T}{\partial z} \right)^2. \quad (3.34)$$

If $D_e$ is assumed to be solely a function of temperature for a given location, Eq. (3.14) can be substituted into Eq. (3.34) giving:

$$\frac{\partial \rho_s}{\partial t} = D \cdot e \cdot f' \cdot \frac{\partial^2 T}{\partial z^2} + \left[ f' \cdot e \cdot \frac{\partial D}{\partial T} \right] + D \cdot e \cdot f'' \cdot \left( \frac{\partial T}{\partial z} \right)^2. \quad (3.35)$$

Under conditions of a prolonged thermal gradient near the bottom of the snow cover, constructive metamorphism leads to the formation of depth hoar. As mentioned previously, Kojima reported that well established depth-hoar layers compact at a greatly reduced rate. DeQuervain (1963) also reported that layers in a state of advanced constructive metamorphism tend not to settle unless there is structural collapse.

**Melt Metamorphism**

Melt metamorphism includes the change in snow structure caused by melt-freeze cycles, plus the changes in crystals due to the presence of liquid-water. Melting decreases the depth of the snow cover. All or a portion of the melt-water may be retained within the remaining
snow cover. Some of this liquid-water may in turn refreeze causing an increase in the ice portion of the snow cover. A melt-freeze cycle will increase the density of the affected portion of the snow cover by several percent. The exact change can be computed as a by-product of the energy balance computations of melt and subsequent decreases in the amount of liquid-water due to freezing.

Wakahama (1968) studied the metamorphism of wet snow and found that the grain size increased at a faster rate as the amount of water was increased. However, density did not increase except when a weight was applied (initial density of the samples was 0.39 gm·cm^−3). Colbeck (1973) studied wet snow from a theoretical point of view and arrived at essentially the same conclusions in regard to grain growth and densification. Kojima (1967) showed that the rate of increase in density due to compaction was essentially the same for wet snow and dry snow. Wakahama's experimental results and Colbeck's theory indicate that when water saturation is high the rate of compaction should increase. However, such conditions do not normally occur in a snow cover except over impermeable ice layers and at interfaces. Thus, at least for high density snow with near spherical grains, the rate of increase in density should be similar to dry snow. In the case of low density fresh snow, it seems reasonable that the presence of liquid-water will add to the destructive metamorphism process and thus increase the settling rate. In order to quantify this process, a parameter \( C_S \) is introduced. The fractional settling rate, as computed from Eq. (3.30) or Eq. (3.31), is multiplied by \( C_S \) whenever liquid-water is present. The value of \( C_S \), which is greater than or equal to 1.0, is determined by calibration.
CHAPTER IV: POINT SNOW COVER MODEL

INTRODUCTION

This chapter describes the digital computer simulation model of a snow cover at a point. This energy and mass balance model is built around the equation for snow cover energy exchange developed in Chapter II and the equation for heat transfer within the snow cover developed in Chapter III. In order to combine and solve these equations the snow cover is divided into finite layers. The energy balance equation for each layer is expressed in an implicit finite-difference form. The equations are solved by using the Newton-Raphson iteration technique. The thickness of each layer varies with time because of the dynamic nature of a snow cover. These variations are kept within reasonable limits so that the numerical accuracy of the computations is not seriously affected.

In addition to computing the energy exchange for a snow cover, the model includes mathematical representations of the other processes which affect the energy and mass balance. These processes are: the addition of new snow, compaction and metamorphic changes, and the retention and transmission of liquid-water.

FINITE-DIFFERENCE FORMULATION OF THE ENERGY EXCHANGE EQUATIONS

Introduction

The energy balance for each layer of the snow cover for a given time interval ($\Delta t$) can be expressed in terms of the state of each layer at the beginning of the interval (time $t$) and the end (time $t+\Delta t$). In addition, the magnitude of the meteorological variables (air temperature, vapor pressure, wind speed, radiation, and precipitation) during the time interval must be known. The unknown for each layer is either the temperature or liquid-water content of the layer at time $t+\Delta t$. If the unknown is expressed solely in terms of the condition of the snow cover at time $t$, the result is termed an explicit formulation, i.e., the unknown is expressed only in terms of known quantities. If the unknown is expressed in terms of the state of the snow cover at both time $t$ and $t+\Delta t$, the result is termed an implicit expression. If only conditions at time $t+\Delta t$ are used, the expression is said to be fully implicit. For convenience a factor $\theta$ can be used in the finite-difference expressions which allows the weight placed on the spatial derivatives at times $t$ and $t+\Delta t$ to be varied. Conditions at time $t+\Delta t$ are given a weight equal to $\theta$ and
conditions at time $t$ a weight of $1.0 - \theta$. Thus if $\theta$ is zero we have an explicit expression. A $\theta$ of 1.0 yields a fully implicit expression. Theoretically the most accurate expression occurs when $\theta = 0.5$. Unless specified, $\theta = 0.5$ is used in all computations in this report.

The effects of new snow, compaction and metamorphic changes, and liquid-water retention and transmission are accounted for prior to or immediately after each time step. This simplifies the energy balance equations to a workable form. It means that time $t$ values of layer thickness and density can be used during the entire time interval.

Finite-Difference Analogues for Derivatives

The following finite-difference expressions are used to represent the derivatives that appear in the energy balance equations.

1. Spatial derivatives
   a. First derivatives

   \[
   \left( \frac{\partial V}{\partial z} \right)_n = 0.5 \left( \frac{V_n - V_{n-1}}{z_n - z_{n-1}} + \frac{V_{n+1} - V_n}{z_{n+1} - z_n} \right), \quad (4.1)
   \]

   where:
   - $V$ = the variable that is changing with respect to depth (snow temperature and density in this case),
   - $z$ = depth measured from the snow surface, and
   - $n$ = a subscript indicating the layer number.

   $V_n$ represents the mean value of the variable for layer $n$. $z_n$ is taken as the mid-point of the layer. The derivative is positive if $V$ increases with depth.

   b. Second derivatives

   \[
   \left( \frac{\partial^2 V}{\partial z^2} \right)_n = 2.0 \left( \frac{z_n + z_{n+1}}{z_n + z_{n+1}} \right) \left( \frac{V_{n+1} - V_n}{z_{n+1} - z_n} - \frac{V_n - V_{n-1}}{z_n - z_{n-1}} \right), \quad (4.2)
   \]

   The only variable for which a second derivative is needed in this case is snow temperature. The second derivative is positive if $\partial V/\partial z$ increases with depth.

2. Time derivatives

   \[
   \frac{\partial V}{\partial t} = \frac{V_{t+\Delta t} - V_t}{\Delta t}, \quad (4.3)
   \]
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where:

\( t \) = time at the start of the interval, and

\( \Delta t \) = the length of the time interval.

**Finite-Difference Equation - Surface Layer**

Eq. (2.65), which is the energy balance equation for a snow cover, is the basis for the finite-difference equation for the surface layer. Eq. (2.65) represents the surface layer if the change in heat storage of the rest of the snow cover is removed. Substituting the value of the temperature and the amount of liquid-water for each layer at time \( t \) and time \( t + \Delta t \) into Eq. (2.65) yields

\[
(d \cdot \rho_s)_o \cdot \left( (c_i \cdot T)_o^{t+\Delta t} - (c_i \cdot T)_o^t \right) + \frac{L_f \cdot \rho_w}{10} \cdot \left( W_o^{t+\Delta t} - W_o^t \right) - \Delta H_o = 0.0, \quad (4.4)
\]

where:

\( d \) = layer thickness (cm),

\( \rho_s \) = density of the solid (ice) portion of the snow layer (gm\( \cdot \)cm\(^{-3} \)),

\( c_i \) = specific heat of ice (cal\( \cdot \)gm\(^{-1} \)\( \cdot \)°K\(^{-1} \)),

\( T \) = snow temperature (°K),

\( L_f \) = latent heat of fusion (79.7 cal\( \cdot \)gm\(^{-1} \)),

\( \rho_w \) = density of water (1.0 gm\( \cdot \)cm\(^{-3} \)), and

\( W \) = the amount of liquid-water, expressed as a depth (mm). The subscript zero is the layer number of the surface layer. The term \( \Delta H_o \) can be expressed as

\[
\Delta H_o = Q_{ir} - \Delta t \cdot \varepsilon \cdot \sigma \cdot \left( (1-\theta) \cdot (T_o^t)^4 + \theta \cdot (T_o^{t+\Delta t})^4 \right)
\]

\[
+ \frac{L_s \cdot \rho_w}{10} \cdot f(U_o) \cdot \left( e_o - (1-\theta) \cdot e_o^{t+\Delta t} \right)
\]

\[
+ \frac{L_s \cdot \rho_w}{10} \cdot f(U_o) \cdot \gamma \cdot \left( T_a - (1-\theta) \cdot T_o^{t+\Delta t} \right)
\]

\[
+ \frac{c_w \cdot \rho_w}{10} \cdot p \cdot (T_w - 273.16) + Q_g
\]

(4.5)
\[ + \sum_{n=1}^{N} \frac{n=1}{\varepsilon} \left( \frac{(d \cdot \rho_s)^t_n}{(c_i \cdot T)^t_n} - \frac{(c_i \cdot T)^{t+\Delta t}_n}{(c_i \cdot T)^{t+\Delta t}_n} \right) \]

\[ + \sum_{n=1}^{N} \frac{n=1}{\varepsilon} \left( \frac{L_f \cdot \rho_s}{10 \cdot (w_n - w_n^{t+\Delta t})} \right) \],

where:

- \( Q_{ir} \) = incident minus reflected all-wave radiation for the time interval (cal \cdot cm^{-2}),
- \( \varepsilon \) = emissivity of the snow (0.99),
- \( \sigma \) = Stefan-Boltzmann constant (cal \cdot cm^{-2} \cdot {}^0K^{-4} \cdot sec^{-1}),
- \( f(U_a) \) = wind function (mm \cdot mb^{-1}),
- \( e_a \) = mean vapor pressure of the air over the time interval (mb),
- \( e_o \) = vapor pressure of the snow surface (mb),
- \( \gamma \) = a constant for a given location as defined by Eq. (2.54) (mb \cdot {}^0K^{-1}),
- \( c_w \) = specific heat of water (1.0 cal \cdot gm^{-1} \cdot {}^0K^{-1}),
- \( P_x \) = amount of rain (mm),
- \( T_w \) = wet-bulb temperature (°K),
- \( Q_g \) = heat transfer across the snow-soil interface (cal \cdot cm^{-2}), and
- \( N \) = the total number of layers in the snow cover.

If both the snow cover and the soil were being modeled, an equation similar in form to Eq. (3.11) could be used to compute heat transfer within the soil. In that case, the soil would be divided into layers and computations made down to a depth where the temperature could be treated as a constant. Then \( Q_g \) would be equal to the summation of the heat storage changes in all of the soil layers. However, modeling of heat transfer within the soil is beyond the scope of this study. Therefore an approximation to \( Q_g \) is used. Since temperature in the vicinity of the snow-soil interface normally changes very slowly, the equation for steady state heat transfer by conduction between two substances with different properties can be used to estimate \( Q_g \). This equation can be expressed as

\[ q_c = \frac{2 \cdot k_{c_1} \cdot k_{c_2} \cdot (T_2 - T_1)}{k_{c_2} \cdot d_1 + k_{c_1} \cdot d_2} \],

(4.6)
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where:

\[ q_c = \text{conduction heat transfer (cal}\cdot \text{cm}^{-2}\cdot \text{sec}^{-1}) \]

\[ k_{c1}, k_{c2} = \text{thermal conductivity of the two substances} \]

\[ (\text{cal}\cdot \text{cm}^{-1}\cdot \text{K}^{-1}\cdot \text{sec}^{-1}) \]

\[ T_1, T_2 = \text{temperature at the mid-point of each substance (°K), and} \]

\[ d_1, d_2 = \text{thickness of the substances (cm).} \]

Substituting conditions at times t and t+\Delta t yields an approximation for \( Q_g \). This approximation is

\[
Q_g = \frac{(1-\Theta)\Delta t \cdot FL_{N}\cdot FL_t \cdot (T^t - T^t_t)}{0.5 \cdot FL_t \cdot d_{g} + FL_{N}\cdot d_{g}}
\]

\[ + \frac{\Theta \cdot \Delta t \cdot FL_{N}\cdot FL_t \cdot (T^t_t - T^t_{t+\Delta t})}{0.5 \cdot FL_{t+\Delta t} \cdot d_{N} + FL_{N}\cdot d_{g}} \tag{4.7} \]

where:

\[ \Delta t = \text{time interval (sec)} \]

\[ T_g = \text{soil temperature (°K)} \]

\[ d_g = \text{depth below ground of the soil temperature measurement (cm), and} \]

\[ FL = k_c + L_s \cdot D_v \cdot f' \]

where:

\[ k_c = \text{thermal conductivity (for snow } k_c = k_s, \text{the effective thermal conductivity)} \]

\[ (\text{cal}\cdot \text{cm}^{-1}\cdot \text{°K}^{-1}\cdot \text{sec}^{-1}) \]

\[ D_v = \text{diffusion coefficient for water vapor [for snow } D_v = D_e, \text{Eq. (3.13)] (cm}^2\cdot \text{sec}^{-1}) \text{, and} \]

\[ f' = \text{the partial derivative of water vapor concentration with respect to temperature [Eq. (3.22)] (gm}\cdot \text{cm}^{-3}\cdot \text{°K}^{-1}) \]

Subscripts N and g refer to the bottom layer of the snow cover and the soil, respectively. The term \( L_s \cdot D_v \cdot f' \) is referred to as the equivalent thermal conductivity due to water vapor diffusion [the reason for this terminology can be seen by looking at the \( \partial^2 T/\partial z^2 \) term in Eq. (3.11)].

If the mean temperature of the bottom layer of the snow cover is 0°C (thus there is no temperature gradient within the bottom layer), heat transfer is approximated using the gradient defined by 0°C at the snow-soil interface and the temperature, \( T_g \), at a depth, \( d_g \), in the soil. In this case \( Q_g \) is approximated by the expression

\[ Q_g = \text{approximated by the expression} \]
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Eqs. (4.7) and (4.8) assume that no solar radiation penetrates through the snow cover into the soil. This assumption and the use of the steady state approximation to \( Q_g \), are very reasonable except for a very shallow snow cover. When the snow cover is very shallow some of the solar radiation undoubtedly penetrates through the snow and warms the soil. In addition, snow and soil temperatures are more transient in nature, thus making the steady state approximations less appropriate estimates of \( Q_g \).

Finite-Difference Equation-Intermediate Layers

Eq. (3.15) is used as the basic equation for heat transfer within the snow cover. Substituting the finite-difference expression for the time derivative, the symbolic representations of the finite-difference expressions for the spatial derivatives, and the expression for the effective diffusion coefficient for water vapor in snow [Eq. (3.13)] into Eq. (3.15) yields

\[
T_n^{t+\Delta t} - T_n^t = -\frac{\Delta t \cdot F_t}{10 \cdot (d \cdot \rho_s)(c_i)n} \cdot \left( \frac{W_n^{t+\Delta t}}{(c_i)n^{t+\Delta t}} - \frac{W_n^t}{(c_i)n^t} \right) - \Delta T_n = 0.0. 
\]  
(4.9)

The term \( \Delta T_n \) can be expressed as

\[
\Delta T_n = \frac{(1-\theta) \cdot I_n}{(d \cdot \rho_s) \cdot (c_i)n} + \frac{\theta \cdot I_n}{(d \cdot \rho_s)(c_i)n} \cdot \left( \frac{\partial^2 T}{\partial z^2} \right)_n^{t+\Delta t} + \frac{(1-\theta) \cdot \Delta t \cdot F_t}{(\rho_s \cdot c_i)n} \cdot \left( \frac{\partial^2 T}{\partial z^2} \right)_n^{t+\Delta t} + \frac{\theta \cdot \Delta t \cdot F_t}{(\rho_s \cdot c_i)n} \cdot \left( \frac{\partial T}{\partial z} \right)_n^{t+\Delta t} + \frac{\theta \cdot \Delta t \cdot \frac{\partial}{\partial z} \cdot \frac{\partial}{\partial z}}{(\rho_s \cdot c_i)n} \cdot \left( \frac{\partial^2 T}{\partial z^2} \right)_n^{t+\Delta t} + \frac{(1-\theta) \cdot \Delta t \cdot \frac{\partial}{\partial z} \cdot \frac{\partial}{\partial z}}{(\rho_s \cdot c_i)n} \cdot \left( \frac{\partial T}{\partial z} \right)_n^{t+\Delta t} 
\]  
(4.10)
\[
(1-\theta) \cdot \Delta t \cdot C_D \cdot L_s \cdot \left( \frac{n_d}{T_n} \right)^{F_2^t + F_4^t} \cdot \left( \frac{T}{\bar{z}} \right)_n^t \cdot \frac{\partial T}{\partial z} \n^t \frac{\partial T}{\partial z} \\
0 \cdot \Delta t \cdot C_D \cdot L_s \cdot \left( \frac{n_d}{T_n} \right)^{F_2^t + F_4^t} \cdot \left( \frac{T}{\bar{z}} \right)_n^{t+\Delta t} \cdot \left( \frac{T}{\bar{z}} \right)_n^{t+\Delta t} \frac{\partial T}{\partial z} \n^{t+\Delta t} \frac{\partial T}{\partial z} 
\]

where:

\[ I_n \] = the amount of solar radiation absorbed in layer \( n \) during the time interval \( \Delta t \) (cal \cdot cm\(^{-2}\)),

\[ n_d \] = the temperature exponent in the equation for the effective diffusion coefficient for water vapor in snow [Eq. (3.13)],

\[ C_D \] = the assumed constant part of Eq. (3.13) \( C_D = D_{eo} \cdot \frac{1000}{P_a} \cdot (273.16)^{n_d} \),

\[ F_2 = T^{n_d} \cdot f' \quad \text{(gm \cdot cm}^{-3} \cdot \text{K}^{n_d-1}) \text{, and} \]

\[ F_4 = T^{n_d} \cdot f'' \quad \text{(gm \cdot cm}^{-3} \cdot \text{K}^{n_d-2}) \text{[}f''\text{ is defined by Eq. (3.23)].} \]

**Finite-Difference Equation - Bottom Layer**

The bottom layer of the snow cover is influenced by heat transfer across the snow-soil interface. The energy balance for the bottom layer can be expressed as

\[ Q_g + Q_{N,N-1} + I_N = \Delta Q_N \quad (4.11) \]

where:

\[ Q_{N,N-1} \] = heat transfer between the bottom layer and the layer above it (cal \cdot cm\(^{-2}\)),

\[ I_N \] = the amount of solar radiation absorbed in the bottom layer (cal \cdot cm\(^{-2}\)), and

\[ \Delta Q_N \] = the change in heat storage of the bottom layer (cal \cdot cm\(^{-2}\)).

Eqs. (4.7) and (4.8) give the finite-difference expressions for \( Q_g \). The equation for steady state heat transfer by conduction between two substances with different properties [Eq. (4.6)] is also used for \( Q_{N,N-1} \). After making these substitutions, the finite-difference expression for the bottom layer is
\[ T_{N}^{t+\Delta t} = T_{N}^{t} + \frac{L_f \cdot \Theta}{10 \cdot (d \cdot \rho_s)} \cdot \left\{ \frac{W_{N}^{t+\Delta t}}{(c_1_{N})^{t+\Delta t}} - \frac{W_{N}^{t}}{(c_1_{N})^{t}} \right\} - \Delta T_{N} = 0.0. \] (4.12)

The term \( \Delta T_{N} \) can be expressed as

\[ \Delta T_{N} = \frac{(1-\Theta) \cdot I_{N}^{t}}{(d \cdot \rho_s \cdot c_1_{N})^{t}} + \frac{\Theta \cdot I_{N}^{t}}{(d \cdot \rho_s \cdot c_1_{N})^{t+\Delta t}} + \frac{Q_g}{(d \cdot \rho_s \cdot c_1_{N})^{t^*}} \]

\[ + \frac{2 \cdot (1-\Theta) \cdot \Delta t \cdot F_l_{N}^{t} \cdot F_l_{N-1}^{t} \cdot \left( T_{N-1}^{t} - T_{N}^{t} \right)}{(d \cdot \rho_s \cdot c_1_{N})^{t}} \cdot \left( F_l_{N-1}^{t} \cdot d_{N-1}^{t} \right) \]

\[ + \frac{2 \cdot \Theta \cdot \Delta t \cdot F_l_{N}^{t+\Delta t} \cdot F_l_{N-1}^{t+\Delta t} \cdot \left( T_{N-1}^{t+\Delta t} - T_{N}^{t+\Delta t} \right)}{(d \cdot \rho_s \cdot c_1_{N})^{t+\Delta t}} \cdot \left( F_l_{N-1}^{t+\Delta t} \cdot d_{N-1}^{t+\Delta t} \right). \] (4.13)

where \( t^* \) signifies that the first term of the appropriate \( Q_g \) expression is divided by \( (c_1_{N})^{t} \), while the second term is divided by \( (c_1_{N})^{t+\Delta t} \).

**SOLUTION TECHNIQUE**

**Input Data and Unknowns**

The input data needed in order to solve Eqs. (4.4), (4.9), and (4.12) are:

1. Mean values over the time interval of
   a. air temperature,
   b. vapor pressure of the air,
   c. wind speed,
   d. incoming solar radiation,
   e. reflected solar radiation,
   f. incoming longwave radiation, and
   g. amount and temperature of rainfall (temperature of rain is assumed equal to the wet-bulb temperature), plus

2. soil temperature at times \( t \) and \( t+\Delta t \).

In addition, the state of the snow cover must be specified when the computations first begin.

The unknowns in these equations are the temperature and the amount of liquid-water for each layer at time \( t+\Delta t \). If both of these quantities
were unknown simultaneously, it would not be possible to solve the equations. However, all the liquid-water must freeze (some very small amount of liquid-water may exist even at very low temperatures, but this is of no practical consequence) before the temperature of a layer can drop below 0°C. Vice-versa, the layer must warm up to 0°C before liquid-water can occur. Thus it is assumed when \( T_n^{t+\Delta t} \) is less than 0°C, \( w_n^{t+\Delta t} = 0.0 \); and when \( w_n^{t+\Delta t} \) is greater than zero, \( T_n^{t+\Delta t} = 0°C \).

**Newton-Raphson Iteration Technique**

Eqs. (4.4), (4.9), and (4.12) are non-linear with respect to the unknown \( T_n^{t+\Delta t} \). It should be noted that if \( w_n^{t+\Delta t} \) is the unknown for all layers, then we have a set of linear equations and the solution is elementary. However, in the general case some sort of iterative technique is needed to solve the snow cover layer equations.

For an expression \( y = f(x) \), the Newton-Raphson iteration technique may be used to find the solution to the equation, \( f(x) = 0 \). In this technique, \( f(x) \) is expanded in a Taylor Series about the point \( x_o \), which is the initial approximation to the solution. Thus

\[
y = f(x) = f(x_o) + \frac{f'(x_o) \cdot (x-x_o)}{1!} + \frac{f''(x_o) \cdot (x-x_o)^2}{2!} + \ldots \ ,
\]

(4.14)

where the prime denotes a derivative, i.e., \( f'(x_o) = \frac{df(x_o)}{dx_o} \). Since \( f(x) = 0 \), and if the second and higher order terms of Eq. (4.14) are neglected, then

\[
f(x_o) + f'(x_o) \cdot (x-x_o) = 0.
\]

(4.15)

Solving Eq. (4.15) for \( x \) yields

\[
x = x_o - \frac{f(x_o)}{f'(x_o)} \ .
\]

(4.16)

This value of \( x \) is an approximation to the solution since the second and higher order terms of the Taylor Series were discarded. Now if the new value \( x \) is substituted for \( x_o \) in Eq. (4.16), the resulting value of \( x \) will converge toward the solution. Successive iterations will produce a value of \( x \) which is sufficiently close to the true solution. A general iterative formula for this procedure is

\[
x_{j+1} = x_j - \frac{f(x_j)}{f'(x_j)} \ ,
\]

(4.17)
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where the subscript $j$ denotes the iteration number. Convergence is attained when either

$$|x_{j+1} - x_j| < \varepsilon_1$$ \hspace{1cm} (4.18)

or

$$|f(x_j)| < \varepsilon_2$$ \hspace{1cm} (4.19)

where $\varepsilon_1$ and $\varepsilon_2$ are error tolerances.

Eq. (4.15) can be rewritten in a different notation as

$$\frac{3E_n}{\partial U_n} \cdot \Delta U_n = -r_n$$ \hspace{1cm} (4.20)

where:

- $E_n$ = the finite difference equation for a given snow cover layer (n),
- $U_n$ = the unknown for layer n,
- $r_n$ = the residual when $E_n$ is evaluated at a value $U_{nj}$, and
- $\Delta U_n$ = the correction to be applied to $U_{nj}$ in order to get $U_{nj+1}$

In the case of a set of equations, each equation may contain more than one unknown. For example, if $T_{n-1}^{t+\Delta t}$, $T_n^{t+\Delta t}$, and $T_{n+1}^{t+\Delta t}$ are unknown, the Newton-Raphson iteration technique expression for Eq. (4.9) is

$$\frac{3E_n}{\partial U_{n-1}} \cdot \Delta U_{n-1} + \frac{3E_n}{\partial U_n} \cdot \Delta U_n + \frac{3E_n}{\partial U_{n+1}} \cdot \Delta U_{n+1} = -r_n$$ \hspace{1cm} (4.21)

In the general case, the corrections to be applied to the $j$th iteration values of the unknowns for each layer of the snow cover can be expressed by the set of linear equations shown in Fig. 4-1. The terms on the left side of the equations in Fig. 4.1 form a tri-diagonal matrix except for the first row which is always complete. If the amount of liquid-water is the unknown for a given layer (n) only two values will appear in the $n$th column of the matrix (only one value in the 1st column); one in the first row and one in the $n$th row. The corrections to be applied to the current value of the unknown for each layer are determined by solving the set of linear equations using Gauss elimination. The solution of the finite-difference equations is considered complete when the absolute values of the corrections for each layer all are less than a given tolerance. The partials of each of the finite-
\[ \frac{\partial E}{\partial U_0} \cdot \Delta U_0 + \frac{\partial E}{\partial U_1} \cdot \Delta U_1 + \frac{\partial E}{\partial U_2} \cdot \Delta U_2 + \cdots + \frac{\partial E}{\partial U_N} \cdot \Delta U_N = -r_0 \]

\[ \frac{\partial E}{\partial U_0} \cdot \Delta U_0 + \frac{\partial E}{\partial U_1} \cdot \Delta U_1 + \frac{\partial E}{\partial U_2} \cdot \Delta U_2 = -r_1 \]

\[ \frac{\partial E}{\partial U_1} \cdot \Delta U_1 + \frac{\partial E}{\partial U_2} \cdot \Delta U_2 + \frac{\partial E}{\partial U_3} \cdot \Delta U_3 = -r_2 \]

\[ \frac{\partial E}{\partial U_{N-1}} \cdot \Delta U_{N-2} + \frac{\partial E}{\partial U_{N-1}} \cdot \Delta U_{N-1} + \frac{\partial E}{\partial U_N} \cdot \Delta U_N = -r_{N-1} \]

\[ \frac{\partial E}{\partial U_{N-1}} \cdot \Delta U_{N-1} + \frac{\partial E}{\partial U_N} \cdot \Delta U_N = -r_N \]

Fig. 4.1. Newton-Raphson iteration technique equations for a snow cover.
difference equations with respect to the unknowns contained in each equation are given in Appendix A.

Rapid convergence is normally obtained when the Newton-Raphson iteration technique is used to solve the implicit finite-difference snow cover equations. Only one or two iterations are typically required. However, when the unknown for a given layer is changing during the time interval, it was found that the solution for that layer should pause at the $T_{n}^{t+\Delta t} = 0^\circ C$, $W_{n}^{t+\Delta t} = 0.0$ point. Difficulties were sometimes encountered when the residual portion of a correction to one unknown was applied to the other (the residual was converted to the proper units first). This was solved by waiting and determining the correction to be applied to the new unknown on the next iteration. This process increases the number of iterations required before convergence is attained, especially if the unknown is changing for a number of layers. The computer program allows for a maximum of 10 iterations.

**COMPUTER PROGRAM**

**Introduction**

The computer program is written in FORTRAN IV. The program is written for use on a CDC 6600 computer (SCOPE 3.3 operating system). However, only basic FORTRAN statements are used, thus conversion of the program for use on another computer system should be relatively easy.

A simplified flowchart of the program is shown in Fig. 4.2. In addition to the main program, there are 28 subroutines. A comment block at the beginning of the listing specifies the input cards needed to run the program. Meteorological variables are input from a sequential tape or disk file.

The program is currently dimensioned for a maximum of 100 snow layers. With this configuration, the program requires about 50K words of core storage. Run times vary primarily with the number of layers needed and with respect to how often the snow cover profile is printed. For a case where 20 to 50 layers are needed over the course of several months of simulation and the snow cover profile is printed once per day, the CPU time is about 1.5 seconds per day.

**Program Components**

This section contains a brief description of each of the main components of the program.
Figure 4.2.—Simplified flowchart of the point snow cover model computer program. [Subroutine names are in parentheses.]
1. Main program.

Function: The main program contains statements which input the control options and parameter values, as well as print a title sheet. The rest of the main program is a series of subroutine calls which control the operations to be performed during each time interval.

2. Subroutine BEGIN

Function: This subroutine is used to input the initial state of the snow cover (number of layers, plus thickness, temperature, density, and amount of liquid-water for each layer) at the beginning of each run.

3. Subroutine DATAIN

Function: This subroutine is used to input the required data on a monthly basis. Soil temperature is input from cards. The remainder of the data are read off a sequential tape or disk file. The data are stored in hourly arrays for use by the rest of the program.

The required format of the sequential file is described by a comment block in subroutine DATAIN. If another data set, which is stored in a differently formatted file, were being accessed, the file READ statements would have to be changed. However, only portions of subroutine DATAIN would need to be changed, as this subroutine is the sole link between the file containing the basic data and the rest of the program.

4. Subroutine OBTAIN

Function: This subroutine computes the value of each meteorological variable for the current time interval from the data stored in the hourly arrays. The program has the option to vary the computational time interval from a minimum of 1 hour to a maximum of 24 hours (only intervals divisible into 24 are allowed).

If precipitation occurs during the interval, the wet-bulb temperature is used to determine if the precipitation is rain or snow. If the wet-bulb temperature is 1°C or less, precipitation is assumed to be snow. The density of new snow is based on a plot of new snow density versus temperature for Alta, Utah [LaChapelle (1969)]. This plot is based on samples of new snow collected within 2 hours of deposition. A mathematical expression which reasonably fits the plotted data is

\[ \rho_{ns} = 0.05 + 0.0017 \times (T_w - 258.16)^{1.5} \]  

where:
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\( \rho_{ns} \) = density of new snow, and
\( T_w \) = wet-bulb temperature (assumed to be the temperature of the precipitation) (°K).

The program allows the user to change the density of new snow or alter the form of precipitation for selected periods if observations indicate that such changes are necessary.

5. Subroutine GUESS

Function: This subroutine provides a first guess for the unknowns, \( T_{n}^{t+\Delta t} \) and \( W_{n}^{t+\Delta t} \), for each layer of the snow cover.

Technique used: The first guess for the surface layer is computed by solving Eq. (4.4) by assuming \( Q_s \) and the change in heat storage for the rest of the snow cover are zero. The first guess for the other layers is a linear projection of the change in temperature during the previous interval. When \( W_{n}^{t+\Delta t} \) is the unknown in one of these layers, the first guess is \( W_{n}^{t} \) plus the melt due to solar radiation absorbed by the layer.

A provision is included to further refine the first guess for the upper three layers. These are the layers where the greatest change occurs. For the surface layer, the change in heat storage from the previous interval is used rather than assuming that the change in heat storage for the rest of the snow cover is zero. For the next two layers, the temperature gradient as defined by the temperature of the layer above and the given layer is used. The ratio of the gradient for the current time interval to the gradient for the previous interval is used in an attempt to refine the initial projection. Not enough tests have been made to determine if this technique for refining the first guess saves a significant amount of computer time. Early indications are that it does not.

In testing the program it was found that numerical errors (which damped out with time) resulted when a sudden large temperature change occurred. To rectify this, subroutine GUESS causes the time interval to be subdivided whenever the projected temperature change in the top two layers exceeds a preset value.

If \( \theta = 0.0 \), thus the finite-difference equations are expressed in an explicit form, the stability criterion

\[
\Delta t_c = \frac{\Delta z^2}{4 \cdot K_v}
\]

(4.23)
is used [Yen (1967)]. In Eq. (4.23)

\[ \Delta t_c = \text{the computational time interval (sec)}, \]
\[ \Delta z = \text{layer thickness (taken as the thickness of the smallest layer) (cm)}, \]
\[ K_v = \text{thermal diffusivity} \ (K_v = \frac{k_e}{c_i \cdot \rho_s} \text{(cm}^2 \text{sec}^{-1})). \]

This program is not designed for the efficient solution of explicit finite-difference equations. Explicit formulations require the use of much shorter time intervals than implicitly formulated equations, but they do not require the use of an iterative solution technique. This program goes through the Newton-Raphson iteration technique even when \( \theta = 0.0. \)

6. Subroutine SNOWTW

Function: This subroutine computes \( T_n^{t+\Delta t} \) and \( W_n^{t+\Delta t} \) for each layer.

Technique used: Subroutine SNOWTW uses the Newton-Raphson iteration technique to solve Eqs. (4.4), (4.9), and (4.12).

7. Subroutine SURFAC

Function: This subroutine computes \( T_0^{t+\Delta t} \) and \( W_0^{t+\Delta t} \) for use as a first guess or when the snow cover consists of only one layer.

Technique used: Subroutine SURFAC uses the Newton-Raphson iteration technique to solve Eq. (4.4). When computing a first guess for the surface layer, the term \( Q_g \) is set to zero.

8. Auxiliary subroutines

Function: There are 10 auxiliary subroutines that are primarily used to compute various terms contained in Eq. (4.4), (4.9), and (4.12). These include such terms as \( z_n, \frac{\partial \rho_s}{\partial z}, c_i, Fl_n, f(u), T_n, k_e, \frac{\partial k}{\partial \rho_s}, I_n, \) and \( Fl_n \) through \( F_7_n \).

Expressions used: The expressions for most of these terms have been given previously; however, in a few cases the specific expression used in the program has not been given.

a. effective thermal conductivity of snow. The expression for \( k_e \) used in the program is

\[ k_e = 0.00005 \cdot c_k \cdot \rho_s^2, \]

(4.24)

where \( c_k \) is a parameter that can be varied by the program user. By varying \( c_k \), Eq. (4.24) can reasonably represent the relationships shown in Fig. 3-1 over the range of densities encountered in
seasonal snow covers. Using Eq. (4.24) the partial of $k_e$ with respect to density becomes
\[ \frac{\partial k_e}{\partial \rho_s} = 2 \cdot C_{k_e} \cdot \rho_s. \tag{4.25} \]

b. extinction coefficient. The expression used in the program for the extinction coefficient ($\nu$) is
\[ \nu = C_\nu \cdot \rho_s \cdot \frac{d_s}{\rho_s}^{-1/2}, \tag{4.26} \]
where $C_\nu$ is a parameter that can be varied. Eq. (4.26) is based on Eq. (3.17). Since grain size ($d_s$) is not input or computed by the program, a relationship between grain size and density ($\rho_s$) is needed. Such a relationship would be location dependent and could be quite complex. The next chapter describes the simple relationship used for the Danville, Vermont test site.

c. wind function. The program can use an empirical or a theoretically based wind function. The program uses Eq. (2.55) with $a = 0.0$ to represent the empirical wind function.

Eq. (2.57) is used to compute the theoretically based wind function. The bulk transfer coefficient for neutral conditions ($C_{\nu N}$) is computed from Eq. (2.46) with the roughness height ($z_o$) being an input parameter. At the beginning of each run Eqs. (2.47), (2.48), (2.49), and (2.52) are used to generate a table giving $C_{\nu}/(C_{\nu N}$ as a function of the bulk Richardson number, $(\text{Ri})_B$, for unstable conditions. This table is then used throughout the run to determine $C_{\nu N}$ for each computed negative value of $(\text{Ri})_B$. The critical Richardson number is also an input parameter so that the stability correction computed by Eq. (2.53) for stable conditions can be varied from run to run.

If an empirical wind function is used, $f(U_a)$ is computed at the start of each time interval and used throughout that interval. When a theoretically based wind function is used, $f(U_a)$ varies for each iteration since the computed value of $T_{o_t + \Delta t}$ changes. When $T_{o_t + \Delta t}$ changes, the bulk Richardson number varies, which makes $C_{\nu N}$ vary, thus causing $f(U_a)$ to change. Variations in $f(U_a)$ can increase the number of iterations required for convergence.

9. Subroutine NWSNOW
Function: Subroutine NWSNOW adds snowfall to the existing snow cover. 
Technique used: The program allows the user to select a desirable thickness for the snow cover layers \((D_z', \text{ units are cm})\). The actual thickness is allowed to vary from 55 to 155 percent of the desired thickness. When new snow causes the surface layer to exceed \(1.55 \cdot D_z'\), the surface layer is subdivided. The lower portion is set to \(0.9 \cdot D_z'\), while the remainder forms the new surface layer. If the remainder still exceeds \(1.55 \cdot D_z'\), it continues to be split until the new surface layer is less than the allowable maximum thickness. A weighted value of temperature, density, and amount of liquid-water is used for the layer which contains some old snow and some new snow. New snow is assumed to contain no liquid-water.

10. Subroutine VAPOR

Function: This subroutine computes vapor transfer within the snow cover and vapor transfer across the air-snow interface.

Equations used: Eq. (3.35) is used to compute the change in density of each layer due to vapor transfer within the snow cover. Vapor transfer across the air-snow interface is based on Eq. (2.59). The latent heat transfer \((Q_e')\) is divided by the appropriate latent heat multiplied by \(\rho_w'\). When liquid-water is present in the surface layer the latent heat of vaporization is used, otherwise the latent heat of sublimation is used.

11. Subroutine CHECK

Function: This subroutine changes the thickness and density of each layer based on the results of the energy balance computations for the time interval.

Technique used: A given layer can increase in density due to the freezing of liquid-water, or decrease in thickness due to melt, or not change in terms of thickness or density. If \(W_{n}^{t+\Delta t}\) is less than \(W_{n}^{t}\), then a portion of the liquid-water in the layer at the beginning of the time interval has been frozen. Thus density needs to be increased. If \(W_{n}^{t+\Delta t}\) is greater than \(W_{n}^{t}\), some or all of the layer has melted. In this case, the density of the layer remains the same, but the depth decreases. If the entire layer melts, the excess melt is subtracted from the next layer below.

After making the appropriate thickness and density changes, the thickness of each layer is checked to make sure it is still within the
allowable range. The desired thickness \( D_z \) specified by the user applies to the top 30 centimeters of the snow cover. Below 30 centimeters, the program allows the layers to become gradually thicker since temperature fluctuations are greatly reduced in the lower portion of the snow cover. The variation of \( D_z \) with depth can be expressed as

\[
D_{zn} = D_z + C_d \cdot (z_n - 30),
\]

(4.27)

where:

- \( z_n \) = depth below snow surface to the mid-point of layer \( n \) (cm),
- \( D_{zn} \) = desired thickness of layer \( n \) (cm), and
- \( C_d \) = coefficient that allows \( D_{zn} \) to increase with depth below the top 30 centimeters.

If the thickness of a given layer exceeds \( 1.55 \cdot D_{zn} \), the layer is split in half. If the thickness is less than \( 0.55 \cdot D_{zn} \), the layer is combined with the smallest adjacent layer. The use of these limits keeps the splitting and combining of layers to a minimum, yet variations in layer thickness are kept within reasonable bounds.

12. Subroutine META

**Function:** This subroutine computes the increase in density and the decrease in thickness of each layer as a result of compaction and settling (destructive metamorphism).

**Equations used:** Eq. (3.29) is used to compute compaction. The finite difference form of this equation used in the program is

\[
(p_s)^{t+\Delta t}_n = \left[ 1.0 + \Delta t_h \cdot C_1 \cdot W_s \cdot \exp \left( -C_2 \cdot (p_s)^t_n \right) \right] \cdot (p_s)^t_n \cdot \exp \left( -0.08 \cdot (T_c - T_n^{t+\Delta t}) \right)
\]

(4.28)

where:

- \( \Delta t_h \) = time interval (hours)
- \( C_1 \) = fractional increase in density at 0°C and \( p_s = 0.0 \) (cm\(^{-1}\)·hr\(^{-1}\)),
- \( W_s \) = the weight of the snow above the layer for which the density change is being computed, expressed in terms of water-
equivalent (cm),

\[ C_2 = \text{a constant to be determined by calibration (cm}^3\cdot\text{gm}^{-1}), \text{ and} \]

\[ T_c = 0^\circ C (273.16^\circ K). \]

Eq. (3.31) is used to compute the increase in density due to settling. The finite-difference form of this equation used in the program is

\[
(\rho_s)_n^{t+\Delta t} = \left[ 1.0 + \Delta t \cdot C_3 \cdot \exp\left(-C_4 \cdot (T_c - T_n^t)\right) \right] \cdot (\rho_s)_n^t, \quad (4.29)
\]

where:

\[ C_3 = \text{the fractional settling rate at } 0^\circ C \text{ for densities less than } \rho_d \text{ (hr}^{-1}), \]

\[ C_4 = \text{a constant to be determined by calibration (K}^{-1}), \]

\[ C_\rho = 1.0 \text{ when } (\rho_s)_n^t \leq \rho_d, \text{ and} \]

\[ C_\rho = \exp\left(-46 \cdot \left[(\rho_s)_n^t - \rho_d\right]\right) \text{ when } (\rho_s)_n^t > \rho_d. \]

13. Subroutine WATER

**Function:** This subroutine accounts for the retention and transmission of liquid-water in the snow cover. The result is the snow cover outflow for the time interval.

**Technique used:** Snow holds a certain amount of liquid-water due to capillary retention after all drainage has ceased. This amount of water is referred to as the liquid-water-holding capacity, or the equilibrium free water content, or the irreducible water saturation. The fractional amount of liquid-water in the snow \( W_f \) can be expressed as

\[
W_f = \frac{10 \cdot \rho_w \cdot W}{d \cdot \rho_s} . \quad (4.30)
\]

The fractional liquid-water-holding capacity \( W_e \) is the value of \( W_f \) under equilibrium conditions. Values of \( W_e \) given in the literature are usually computed using the total density (ice plus liquid-water) rather than just the density of the ice portion \( \rho_s \). Gerdel (1948) reports values of \( W_e \) of 0.007 to 0.055 for a well-aged dense snow. Colbeck (1974) reports an irreducible water saturation of 0.07 times the pore volume for snow with a density of 0.56. In summarizing equilibrium
water content deQuervain (1973) indicates that there is no unanimous agreement on a value. He quotes values ranging from 0.01 to 0.55. There is some indication that $W_e$ increases as $\rho_s$ decreases and as grain size ($d_s$) decreases. The highest reported values probably were made partly in a zone of saturation, or in a zone of capillary rise, or when water was still in transient through the snow cover. In the program, $W_e$ is represented as

$$W_e = W_{e_{\text{max}}},$$

(4.31)

when $\rho_s$ is greater than $\rho_e$. When $\rho_s$ is less than $\rho_e$

$$W_e = W_{e_{\text{min}}} + \left( W_{e_{\text{max}}} - W_{e_{\text{min}}} \right) \cdot \frac{(\rho_e - \rho_s)}{(\rho_e)},$$

(4.32)

where:

- $W_{e_{\text{min}}}$ = the minimum value of $W_e$ (applies to well-aged dense snow),
- $W_{e_{\text{max}}}$ = the maximum value of $W_e$ (would occur if $\rho_s = 0.0$), and
- $\rho_e$ = density (determined by calibration) above which the snow is ripe and $W_e$ is assumed to be at its minimum value (gm·cm$^{-3}$).

Recent studies by Colbeck (1972, 1973, 1974, 1975a,b) have significantly advanced the understanding of how liquid-water moves through snow. Such studies should lead to more accurate estimates of the time distribution of snow cover outflow regardless of the initial state of the snow cover. Most of the initial work has been centered on water percolation through homogenous, ripe snow.

The equations currently used for the transmission of excess liquid-water through a snow cover are empirical equations based on a lysimeter study conducted during the Snow Investigations (1955) at the Central Sierra Snow Laboratory (CSSSL). Excess liquid-water is the water remaining after any heat deficit and the liquid-water-holding capacity are satisfied. The excess liquid-water is first lagged and then attenuated. The maximum lag for a given snow cover is expressed as

$$L_{w_{\text{max}}} = C_w \cdot \left( 1.0 - \exp(-0.0025 \cdot d/\rho_s) \right),$$

(4.33)

where:

- $L_{w_{\text{max}}}$ = maximum lag for a snow cover with a thickness $d$ and...
density $\rho_s$ (hr), and

$$CW_1 = \text{maximum allowable lag (hr)}.$$  

The actual lag is based on the amount of excess water and can be expressed as

$$L_w = \frac{L_w^{max}}{CW_2 \cdot W_x + 1.0}, \quad (4.34)$$

where:
- $L_w$ = actual lag time (hr),
- $CW_2$ = an empirical parameter (cm$^{-1}$), and
- $W_x$ = amount of excess liquid-water (cm).

The attenuated snow cover outflow is computed from the expression

$$O_t = \frac{S + W_L}{[CW_3 \cdot \exp(-CW_4 \cdot W_L \cdot \rho_s / d) + 1.0]}, \quad (4.35)$$

where:
- $O_t$ = snow cover outflow (cm·hr$^{-1}$),
- $S$ = excess water in storage (cm),
- $W_L$ = amount of lagged excess liquid-water (cm),
- $CW_3$ = an empirical parameter (hr), and
- $CW_4$ = an empirical parameter (cm$^3$·g$^{-1}$).

The values of the parameters which best fit the CSSL lysimeter data were $CW_1 = 10.0$, $CW_2 = 1.0$, $CW_3 = 5.0$, and $CW_4 = 450$. Snow density was arbitrarily added to these relationships in an attempt to account for the effect of density on lag and attenuation. The density of the snow cover was essentially constant during the CSSL lysimeter study. Shimizu (1970) relates the intrinsic permeability of snow to density and grain size by the expression

$$k_s = 7.7 \cdot d_s^2 \cdot \exp(-7.8 \cdot \rho_s), \quad (4.36)$$

where:
- $k_s$ = intrinsic permeability (mm$^2$), and
- $d_s$ = grain size (mm).

The variation of $k_s$ with density depends on the relationship between grain size and density over the history of the snow cover. Eqs. (4.33) and (4.35) assume that lag and attenuation increase as density decreases.
Function: This subroutine prints the snow cover profile at those times of the day specified by the user. The thickness, density, amount of liquid-water, and temperature of each layer are printed.

15. Subroutine STATDA

Function: This subroutine computes and stores various quantities for display at the end of each day and at the end of the run. At the end of each day subroutine STATDA prints time interval and daily values of simulated and observed (when available) snow surface temperature and snow cover outflow, plus computed values of vapor transfer, net short and longwave radiation, latent and sensible heat transfer, soil-snow heat transfer, heat transferred by rain water, the change in heat storage of the snow cover, and the Richardson number.

Remark: The observed snow surface temperatures used to test the model are average hourly values. Thus, in order to make a comparison, the simulated surface temperatures need to be time interval averages. This is done by taking the average of $T^t_o$ and $T^{t+\Delta t}_o$. An arithmetic average is good for a one-hour time interval, but is less likely to represent the true average for longer time intervals. The net longwave radiation, latent and sensible heat transfer terms, as well as, the Richardson number, are computed by using the arithmetic average snow surface temperature.

16. Subroutine FINAL

Function: This subroutine prints a summary of the run. This summary includes statistical comparisons of simulated versus observed snow surface temperature and snow cover outflow. Frequency distributions of the Richardson number and air temperature minus snow surface temperature are displayed. There is also a summary of the components of the energy and mass balances.

Remark: The mass balance which should be exactly zero usually is not. It is believed that this is due to the tremendous number of calculations involving many snow layers, each of which is changing in size by a minute amount during each time interval. The mass balance is usually less than a tenth of a centimeter.

Numerical Accuracy

In several cases analytical solutions exist for the equation for one-dimensional heat transfer by conduction in a uniform medium [Eq. (3.1)].
Two of these cases are included in the computer program. One is the solution for an instantaneous change in the surface temperature of an infinitely thick medium which is originally at the same temperature throughout. The other is when the surface temperature of an infinite medium changes according to the sin-function. The analytical solution assumes this cyclic change has occurred for an infinite time. The solutions for these cases are given in many heat transfer textbooks including Jakob and Hawkins (1942).

The analytical solutions of Eq. (3.1) for these two cases are included in the program to assist in evaluating the effect of variations in layer thickness on numerical accuracy. Two kinds of variations were used to gain an insight into the effect of layer thickness. One test involved dividing a snow cover into uniformly thick layers of various sizes. In the other test the snow cover was divided into layers of variable thickness. The effect of the variable thickness of the layers was determined by comparing the results to those obtained with the same snow cover divided into uniform layers. Tables 4.1 and 4.2 give the results of these tests. An error tolerance of 0.01°C was used to determine when convergence was attained. The basic computational time interval was one hour. This time interval was sub-divided into 5 and 4 parts during the first two hours, respectively, when an instantaneous change was applied to the surface temperature. The results of these tests indicate that, as long as the desired layer thickness \(D_2\) is kept reasonably small (less than 5 cm.), variations in thickness over the allowable range \((0.55\cdot D_2, 1.55\cdot D_2)\) do not cause significant numerical errors.

**RELATIVE MAGNITUDE OF HEAT TRANSFER PROCESSES WITHIN A SNOW COVER**

A detailed examination of Eq. (3.15) would reveal the relative magnitude of conduction and vapor movement on heat transfer within a snow cover. The relative importance of these processes varies as the temperature and density profiles change. Figs. 4.3 and 4.4 illustrate the relative magnitudes of heat transfer by conduction and vapor movement as related to variations in snow cover density. These figures show the temperature profile at various times after the surface temperature of an isothermal snow cover at 0°C is suddenly lowered to -10°C. As would be expected the relative importance of heat transfer by vapor movement decreases as density increases. This occurs because while \(D_e\) does not vary
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Table 4.1.--Effect of variations in the size of uniformly thick layers on computed snow cover temperature profiles.  

<table>
<thead>
<tr>
<th>Layer thickness cm</th>
<th>Absolute average and maximum deviations (°C) from the analytical solution after 1 hr.</th>
<th>6 hr.</th>
<th>24 hr.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg.</td>
<td>max.</td>
<td>avg.</td>
</tr>
<tr>
<td>I 1.0</td>
<td>.0038</td>
<td>.15</td>
<td>.0024</td>
</tr>
<tr>
<td>I 2.5</td>
<td>.0043</td>
<td>.05</td>
<td>.0008</td>
</tr>
<tr>
<td>I 5.0</td>
<td>.018</td>
<td>.21</td>
<td>.0075</td>
</tr>
<tr>
<td>I 10.0</td>
<td>.071</td>
<td>.63</td>
<td>.032</td>
</tr>
<tr>
<td>II 2.5</td>
<td>after 31 days: avg. = .0065, max = .03</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2.--Effect of variable layer thickness on computed snow cover temperature profiles.  

<table>
<thead>
<tr>
<th>Repeated layer thickness pattern</th>
<th>The sum of absolute differences and the maximum difference (°C) (compared with a snow cover with 2.5-cm thick layers) after 1 hr.</th>
<th>6 hr.</th>
<th>24 hr.</th>
<th>120 hr.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sum</td>
<td>max.</td>
<td>sum</td>
<td>max.</td>
</tr>
<tr>
<td>I 1.5, 2.5, and 3.5</td>
<td>.09</td>
<td>.04</td>
<td>.03</td>
<td>.01</td>
</tr>
<tr>
<td>I 1.5, 3.5, 3.5, and 1.5</td>
<td>.15</td>
<td>.07</td>
<td>.06</td>
<td>.02</td>
</tr>
<tr>
<td>II 1.5, 3.5, 3.5, and 1.5, after 31 days: sum = .11, max = .03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: For both tables; Case I is an instantaneous change of -10°C, and Case II is a 24-hour sin-variation with an amplitude of 10°C. The density of the snow cover is 0.3 gm·cm⁻³ and the depth is 100 cm.
Figure 4.3.---Temperature profiles after the surface temperature of a low-density, 100-cm deep, 0°C isothermal snow cover is suddenly lowered by 10°C. (a) Uniform density of 0.15 gm·cm⁻³. (b) Density increases linearly with depth from 0.05 to 0.25 gm·cm⁻³. [kₑ = 0.00005 +0.006·ρ². When vapor movement is included, Dₑₒ = 0.09, nₑ = 14, and Pₑ = 950 mb.]
Figure 4.4.—Temperature profiles after the surface temperature of a high-density, 100-cm deep, 0°C isothermal snow cover is suddenly lowered by 10°C. (a) Uniform density of 0.35 gm·cm\(^{-3}\). (b) Density increases linearly with depth from 0.25 to 0.45 gm·cm\(^{-3}\). \(k_e = 0.00005 + 0.006 \cdot \rho_s^2\). When vapor movement is included, \(D_{eo} = 0.9\), \(n_d = 14\), and \(P_a = 950\) mb.]
with density, $k_e$ becomes much larger as the density of the snow cover increases. When density increases with depth (linearly in these cases), heat is transferred more rapidly in the lower portion of the snow cover where the density is the greatest. This results in relatively flat gradients near the bottom and steep gradients near the top as compared to a snow cover with uniform density.

An insight into the relative magnitudes of the various heat transfer processes under various conditions is necessary in order to properly evaluate the results of simulation runs. Simulation errors resulting from an inaccurate representation of a certain process or an improper parameter value can only be isolated under situations when the magnitude of that process is relatively large as compared to other processes which affect the results.
CHAPTER V: SIMULATION RESULTS

INTRODUCTION

This chapter presents a description of the data used and the results obtained with the snow cover simulation model. The data used to test the model were obtained as part of a cooperative research project concerned with the physical processes in snow metamorphosis and snowmelt. This project is being conducted by the National Oceanic and Atmospheric Administration (NOAA) and the Agricultural Research Service (ARS) [Johnson and Anderson (1968)]. The data used in this study were obtained at a heavily instrumented snow research station which is part of the NOAA-ARS project. The station is located within the ARS's Sleepers River Research Watershed near Danville, Vermont.

DESCRIPTION OF THE DATA

NOAA-ARS Snow Research Station

The snow research station is located about 8 kilometers NNW of Danville, Vermont, at an elevation of 552 meters. The research station site (shown in Fig. 5.1) was graded prior to the installation of the instruments. Thus the site is very flat with a slight slope to the south. This results in a very uniform snow cover over the immediate site area. However, during windy periods there is a tendency for new snow to blow off the site area. When performing mass balance computations during accumulation periods, the factor relating the increase in the water-equivalent of the snow cover to the catch in a precipitation gage varies from storm to storm and season to season. At the NOAA-ARS snow research station this factor is typically less than 1.0 on a seasonal basis. This indicates that the gage catch deficiency is exceeded by the snow which blows off the site area.

The research station is located near the eastern edge of a 0.06 square kilometer clearing. To the west, the forest is at least 175 meters from the center of the site area. The first 70 meters of this distance are free of vegetation which protrudes above the snow cover. Beyond 70 meters there are scattered clumps of small conifers. It is about 60 meters from the center of the site area to the forest in both a north-easterly and southeasterly direction. This area is also free of any vegetation which protrudes above the snow. The prevailing winds in the winter are from a westerly direction.
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Data Used and Its Accuracy

The data needed by the snow cover simulation model are available from the NOAA-ARS snow research station for six winters beginning with 1968-69. Table 5.1 summarizes the input and verification data used to test the model. The estimated standard error between the measured and "true" value of each variable is based on a subjective evaluation of several objective factors. For the instruments these factors include comparisons between different or similar sensors measuring the same variable, calibrations of sensors against working and primary standards, repeatability of measurements, manufacturer's specifications, and a knowledge of the design and measuring principle of the instruments. The instrumental error is the combined error of the sensor and the recording system. Besides instrumental errors, the standard error estimates given in Table 5.1 include the effect of sampling errors. Sampling errors for the meteorological variables and snow cover variables, such as snow surface temperature and snow cover outflow whose values are basically determined by meteorological conditions, should be relatively small most of the time because of the uniformity and small size of the site area. The snow cover is also quite uniform over the site area. However, its variability is large enough so that sampling errors are of the same order of magnitude as instrumental errors. The estimated sampling errors for snow cover depth, density, and water-equivalent are based on the variability between individual snow course points.

The data from the NOAA-ARS snow research station are in the process of being published. The publication, besides containing data listings, will include a more detailed description of the instruments and the evaluation of their accuracy.

There are a few very short periods during the six winters when one or more of the input variables is missing. During these periods the value of the missing input variable is estimated since the model requires continuous data. These estimated values have a negligible effect on model results.

Besides the information included in Table 5.1 some brief additional comments are needed in regard to several of the variables in order to better interpret the model results.

1. Incoming (atmospheric) longwave radiation (Q_a). This has been
Table 5.1.—Summary of data used for model testing. Collected at the NOAA-ARS snow research station from December 1968 through April 1974.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sensor</th>
<th>Recorder</th>
<th>Accuracy-estimated standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Input Variables</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Air temperature</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. bimetallic strip thermo-</td>
<td>drum chart</td>
<td>1°C</td>
<td></td>
</tr>
<tr>
<td>mapograph (12/68-4/69);</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>two meters above ground</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. platinum resistance</td>
<td>strip chart</td>
<td>0.5°C</td>
<td></td>
</tr>
<tr>
<td>element in ventilated</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>radiation shield (11/69-4/74);</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>one meter above snow</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Vapor pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. human hair hygrograph</td>
<td>drum chart (recorded as relative humidity)</td>
<td>less than 5% above 0°C, and greater</td>
<td></td>
</tr>
<tr>
<td>(12/68-4/69); 2 meters</td>
<td></td>
<td>than 10% below -20°C.</td>
<td></td>
</tr>
<tr>
<td>above ground</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. lithium chloride dewcell</td>
<td>strip chart (recorded as dew point)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>in ventilated radiation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shield (11/69-4/74); one</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>meter above snow surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Wind speed</td>
<td>low threshold (0.3 m·sec⁻¹)</td>
<td>Digital printout to nearest .045 m·sec⁻¹</td>
<td></td>
</tr>
<tr>
<td>a. (12/68-4/69) 0.5 meters</td>
<td></td>
<td>2% or 0.1 m·sec⁻¹, whichever is greater.</td>
<td></td>
</tr>
<tr>
<td>above snow surface (data</td>
<td></td>
<td>(this error may be exceeded below 0.5</td>
<td></td>
</tr>
<tr>
<td>adjusted to one meter</td>
<td></td>
<td>m·sec⁻¹)</td>
<td></td>
</tr>
<tr>
<td>for model testing.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b. (11/69-4/74) 1.0 meter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>above snow surface</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Sensor</td>
<td>Recorder</td>
<td>Accuracy-estimated standard error</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>----------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>4. Incident solar radiation</td>
<td>a. 50-jct., temperature compensated, black and white concentric ring, bulb pyranometer (12/68-5/70)</td>
<td>electronic volt-time integrator</td>
<td>3%</td>
</tr>
<tr>
<td></td>
<td>b. Eppley Laboratories,(^1) Model 2 temperature compensated precision pyranometer (6/70-4/74)</td>
<td>electronic volt-time integrator</td>
<td>2%</td>
</tr>
<tr>
<td>5. Reflected solar radiation</td>
<td>a. 50-jct., temperature compensated, black and white concentric ring, bulb pyranometer (12/68-2/73)</td>
<td>electronic volt-time integrator</td>
<td>3%</td>
</tr>
<tr>
<td></td>
<td>b. Eppley Laboratories, Model 2 temperature compensated precision pyranometer (3/73-4/74)</td>
<td>electronic volt-time integrator</td>
<td>2%</td>
</tr>
<tr>
<td>6. Incoming (atmospheric) longwave radiation</td>
<td>a. ventilated Gier and Dunkle type total hemispherical radiometer (12/68-9/71, plus 4/72-2/73)</td>
<td>electronic volt-time integrator</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>b. pyrgeometer (hemispherical infrared radiometer) with a KRS-5 dome, (10/71-3/72, plus 3/73 and 4/73)</td>
<td>electronic volt-time integrator</td>
<td>6%</td>
</tr>
</tbody>
</table>

\(^1\)Trade names and commercial products or enterprises are mentioned solely for informational purpose. No endorsement by NOAA or the ARS is implied.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Sensor</th>
<th>Recorder</th>
<th>Accuracy-estimated standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. Precipitation</td>
<td>shielded universal gage, 2 meters above ground</td>
<td>drum chart</td>
<td>mean catch deficiency for snow is about 15%. Based on comparison with nearby gages [Larson (1972)].</td>
</tr>
<tr>
<td>8. Soil temperature</td>
<td>thermocouples at various depths in soil (15 cm. depth is used)</td>
<td>strip chart (instantaneous value every 12 minutes)</td>
<td>0.2 °C</td>
</tr>
</tbody>
</table>

### B. Verification Variables

1. Snow cover water-equivalent
   a. snow course consisting of six sampling points. Adirondack snow tube is used.
   b. 3.7 meter diameter snow pillow flush with ground surface, (12/68-5/71)

Accuracy of snow course and snow pillow measurements varies with snow cover conditions.

2. Snow cover depth
   snow courses and snow stakes
   visual
   1.5 cm

3. Snow cover density
   snow courses with Adirondack snow tube. (water-equivalent/depth)
   0.015 gm·cm⁻³

4. Snow surface density
   500 cm² CRREL tubes inserted horizontally as near to the surface as possible.
   beam balance
   0.02 gm·cm⁻³
Table 5.1, cont'd.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Sensor</th>
<th>Recorder</th>
<th>Accuracy-estimated standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Snow cover temperature</td>
<td>thermocouples attached to wooden stake</td>
<td>strip chart (instantaneous value every 12 minutes)</td>
<td>0.3°C</td>
</tr>
<tr>
<td>6. Snow surface temperature</td>
<td>Barnes Engineering, Model IT-3 infrared thermometer (4/70-4/74)</td>
<td>strip chart (4/70-4/73) electronic volt-time integrator (1/74-4/74)</td>
<td>1°C at 0°C, 2°C at -10°C, and &gt;3°C below -20°C</td>
</tr>
<tr>
<td>7. Snow cover outflow</td>
<td>pair of 3.05-meter diameter lysimeters</td>
<td>tipping bucket recorded on digital counter</td>
<td>within 10% or 1 mm, whichever is larger, on a daily basis.</td>
</tr>
</tbody>
</table>
the most difficult of the input variables to measure accurately. The ventilated radiometers are affected by wind, especially if the wind is perpendicular to, or in the opposite direction of, the forced ventilation. In addition, ventilated radiometers record much too low during rain due to evaporation from the upper surface of the thermopile plate.

The pyrgeometer seems to give good results when its dome is in a like-new condition and the amount of shortwave radiation is low. However, when the dome oxidizes and when clear skies occur, the pyrgeometer seems to record too high. This is caused by shortwave radiation being absorbed by, and thus heating, the dome.

In addition to the measured values, $Q_a$ was computed from air temperature, vapor pressure, and the ratio of incoming solar radiation to clear sky solar radiation by the method suggested by Anderson and Baker (1967). This method has been shown to give relatively unbiased estimates of $Q_a$ on a long-term basis.

Comparisons were made between $Q_a$ values obtained from the ventilated radiometer and the estimation procedure with those obtained from the pyrgeometer. This was done when the pyrgeometer was new and the magnitude of shortwave radiation was low. The standard errors for the ventilated radiometer and the estimation procedure were nearly identical.

Based on these factors it was decided to use the estimated $Q_a$ values for testing the snow cover simulation model. The main reason is that the estimated values of $Q_a$ are consistent over the 6-year period. A few runs were made (shown later) to determine the variations caused by using measured values of $Q_a$.

2. Snow cover outflow. The two 3.05-meter diameter lysimeters used to measure snow cover outflow were built in the fall of 1972. The snow cover outflow drains through a pipe in the center of each lysimeter and is measured by a specially constructed tipping bucket gage. A circular pipe containing a heat cord is used to melt a 1.5 centimeter wide slot around the lysimeter. This slot separates the snow above the lysimeter from the surrounding snow cover.

Mechanical problems hindered data acquisition during the first part of 1973. Beginning on March 8, reliable measurements were obtained for most of the remainder of the season. In 1974, a thick ice layer formed in mid-winter just above the snow-soil interface. Such an ice layer is
a very unusual occurrence. When snowmelt began in March, melt-water from over a large area moved horizontally across this ice layer, over a metal lip, and into the lysimeters. As much as 430 millimeters of water per day passed through the lysimeters in early April (maximum water-equivalent during 1974 was only about 200 mm). Thus, the 1974 lysimeter data are not used to evaluate the model.

3. Snow pillows. Prior to the construction of the lysimeters several snow pillows were used each winter. Comparisons were made between the daily change in water-equivalent as measured by different pillows. The standard error computed during these comparisons ranged from 30 to 50 percent of the average daily change in water-equivalent. These large variations were one reason for constructing the lysimeters.


The snow pillow readings have never returned to zero after melt (readings started at zero in the fall). The exact cause of this problem is not known, but the discrepancy seems to occur during the melt season since snow pillow and snow course values of water-equivalent are reasonably close just prior to the snowmelt period.

Description of Snow Seasons

A few brief remarks are probably needed regarding the nature of the snow cover during each of the 6 years to assist in interpreting the model results.

The first 4 years were similar in that the snow cover began accumulating early and the melt season did not begin until April. During these years there were only a few periods of rain or melt during each accumulation season. For this reason the snow covers were generally uniform with only a few thin ice layers. The exception was a thick (about 7.5 centimeter) ice layer that formed during a severe ice storm in late December 1969. This ice layer made snow tube measurements difficult and snow pillow readings erratic until it broke up when melt began in April 1970.

The year 1972-73 was similar to the previous years except melt began in March.

The snow cover during 1973-74 was the smallest during the 6 years.
Frequent rain and melt periods throughout the winter resulted in a very dense snow cover with many ice layers. An ice layer which built up at the base of the snow cover caused several measurement problems as mentioned previously. Also, because the snow cover was relatively shallow, frost occurred in the upper 10 centimeters of the soil. This was the only year that frost occurred in the soil beneath the snow cover.

The greatest water-equivalent during the 6 years was 373 millimeters measured on April 2 and 3, 1969. The greatest depth was 141 centimeters observed on March 8, 1971.

PARAMETER VALUES USED IN MODEL TESTING

Many of the equations used to compute the energy and mass balance of a snow cover contain parameters and coefficients to which a specific value must be assigned. In some cases experimental results indicate reasonably well-defined limits for a parameter value. In other cases the limits are not as well defined, thus the parameter value must be determined by calibration.

Coefficients Controlling Heat Transfer Within the Snow Cover

The values of most of these coefficients have been reasonably well defined by experimental results.

1. Coefficient of effective thermal conductivity \( k_e \). Eq. (4.24) is the expression used for \( k_e \) in the model. \( C_k \) is assigned a value of 0.006. This value gives a \( k_e \) versus density curve which is close to an average of the experimental determinations shown in Fig. 3-1. In addition, the upper limit compares very closely to the thermal conductivity of ice.

2. Effective diffusion coefficient for water vapor in snow \( D_e \). \( D_e \) is computed from Eq. (3.13). For the NOAA-ARS snow research station the mean station pressure of 950 mb is used for the atmospheric pressure \( (P_a) \). \( D_{e0} \) is assigned a value of 0.9 cm\(^2\)·sec\(^{-1}\)·mb·K\(^{-n_d}\) and the exponent, \( n_d \), is set equal to 14.0. These values are based on the experimental determinations of \( D_e \) versus temperature shown in Fig. 3.2.

3. Extinction coefficient \( (\nu) \). Eq. (4.26) is used to determine the extinction coefficient. Since only density \( (\rho_s) \) is computed by the model, a relationship between grain size \( (d_s) \) and \( \rho_s \) is needed in order to use Eq. (4.26). The form of the empirical relationship which is used in the program is

\[
d_s = G_1 + G_2 \cdot \rho_s^2 + G_3 \cdot \rho_s^4
\]

(5.1)
where $G_1$, $G_2$, and $G_3$ are parameters which need to be determined for a particular location, $d_s$ is in millimeters, and $\rho_s$ is in gm·cm$^{-3}$.

At the NOAA-ARS snow research station the size of aggregate particles was measured, but not the size of individual grains. Thus the parameters could not be determined directly from a plot of $d_s$ versus $\rho_s$.

In addition to Eq. (3.17), Bohren and Barkstrom (1974) give an expression relating albedo under diffuse illumination to grain size. This expression is

$$A_s = 1.0 - 0.1885 \cdot (\nu_1 \cdot d_s)^{\frac{1}{2}}$$

(5.2)

where: $A_s$ = albedo of snow expressed as a decimal fraction, and

$\nu_1$ = the extinction coefficient for clear ice (mm$^{-1}$).

An expression for albedo under diffuse illumination as a function of grain size can be obtained by combining Eqs. (3.17), (4.26), and (5.2). The resulting expression is

$$A_s = 1.0 - 0.206 \cdot C_\nu \cdot d_s^{\frac{1}{2}}.$$  

(5.3)

If the form of Eq. (5.3) is assumed to apply to a combination of direct and diffuse sunlight, Eqs. (5.1) and (5.3) can be used in conjunction with daily measurements of albedo and snow surface density to estimate the parameters $C_\nu$, $G_1$, $G_2$, and $G_3$ for a given location. By trial and error, values of these parameters were determined for the NOAA-ARS snow research station which give reasonable estimates of $d_s$ as a function of $\rho_s$, and albedo as a function of snow surface density. The values arrived at are $C_\nu = 1.2$, $G_1 = 0.16$ mm, $G_2 = 0.0$, and $G_3 = 110$ mm·gm$^{-4}$·cm$^{-12}$. Fig. 5.2 shows the plot of albedo versus snow surface density. Measured albedo values above 0.9 are generally caused by snow capping the upright pyranometer. Thus all measured values above 0.9 are set equal to 0.9. Snow surface density, rather than total snow cover density, is used because only the properties of the surface layers have a significant effect on albedo. This is evident from the reported values of the extinction coefficient for snow and from the measurements of O'Neill and Gray (1973) which show that albedo is independent of snow depth provided the depth is greater than the thickness of the thin "active" surface layer.

With these values of the parameters, the extinction coefficient can be determined as a function of $\rho_s$ by using Eqs. (4.26) and (5.1). This relationship is shown in Fig. 5.3 along with values of $\nu$ as a function
Figure 5.2.--Albedo versus snow surface density.

Figure 5.3.--Extinction coefficient versus snow density.
of $\rho_s$ measured by Thomas (1963) and Gerdel (1948). The expression used in the model looks reasonable. As $\rho_s$ goes to zero $\nu$ goes to zero as would be expected. For densities above 0.5 gm·cm$^{-3}$ the computed extinction coefficient is probably too high. As density increases $\nu$ should approach the value for ice which is about 0.01 cm$^{-1}$ [Weller (1969)].

Liquid-water Retention and Transmission Parameters

The fractional liquid-water-holding capacity ($W_e$) is computed from Eqs. (4.31) and (4.32). The minimum value of $W_e$ ($W_{e\min}$) was determined by calibration and is 0.03. For low densities $W_e$ undoubtedly exceeds this minimum value. However, since no significant rain, melt, or snow cover outflow occurred at low densities, the other parameters could not be determined by calibration. Thus, $W_{e\max}$ is arbitrarily set to 0.1 and $\rho_e$ to 0.2 gm·cm$^{-3}$. $W_{e\min}$ is used whenever the density of the snow exceeds $\rho_e$.

Eqs. (4.33), (4.34), and (4.35) are used to estimate snow cover outflow from excess liquid-water. The values of the parameters as determined from Central Sierra Snow Laboratory lysimeter data ($C_{W1} = 10.0$, $C_{W2} = 1.0$, $C_{W3} = 5.0$, and $C_W4 = 450$.) are used.

Parameters Controlling Compaction and Settling

The change in snow density caused by compaction is computed from Eq. (4.28). The change in density due to settling is computed by Eq. (4.29). The parameters in these equations ($C_1$, $C_2$, $C_3$, $C_4$, and $\rho_d$) are based on experiments and calibration.

The 1970-71 accumulation season was used to calibrate the parameters. On the first run the compaction parameters were set equal to values suggested by Kojima (1967), i.e., $C_1 = 0.026$ cm$^{-1}$·hr$^{-1}$ and $C_2 = 21$ cm$^3$·gm$^{-1}$. Settling was neglected on the first run. The results of this run indicated $C_1$ was too high. The results also showed that settling must be included in order to simulate the increase in snow surface density during periods with no precipitation.

Prior to any further runs, $C_3$ was set equal to 0.01 and $\rho_d$ to 0.15 gm·cm$^{-3}$ as suggested by experimental results reported by Gunn (1965). $C_4$ was set to 0.04 °K$^{-1}$. This value is based on the plot of the increase in grain diameter with time for different temperatures given by Yosida (1955). The assumption is made that temperature affects density changes to the same degree as it affects grain diameter changes. These values
gave satisfactory results on subsequent runs and thus were adopted for use during the other years.

Two runs were needed to reach a satisfactory value for the compaction parameter $C_1$. The value of $C_1$ is $0.01 \text{ cm}^{-1} \cdot \text{hr}^{-1}$.

The effect of the parameter $C_5$, which increases the settling rate when liquid-water is present, could not be isolated during calibration. A value of 2.0 is arbitrarily used.

Wind Function, $f(U_a)$

Both an empirical wind function and a theoretically based wind function with adjustments for stability are used.

1. Empirical wind function. Eq. (2.54) is used to determine a value for $f(U_a)$ based on simultaneous observations of the amount of vapor transfer, wind, and the vapor pressure gradient. At the NOAA-ARS snow research station the vapor transfer is measured by inserting a plastic pan filled with snow into the snow cover so that the top of the pan is flush with the surrounding snow. The amount of vapor transfer is determined by carefully weighing the pan before and after exposure on a beam balance. Pans with surface areas of 210, 730, and 1240 square centimeters have been used. There is no indication that the pan area affects the amount of vapor transfer. Fig. 5-4 contains a plot of the amount of vapor transfer per millibar of vapor pressure gradient versus wind speed. The different symbols indicate the bulk Richardson number $(Ri)_B$ computed for each period of exposure by Eq. (2.50). The data shown in Fig. (5.4) give a wind function of

$$f(U_a) = 0.0031 \cdot U_a$$

(5.4)

where $U_a$ is wind travel in kilometers and the units of the constant are $\text{mm} \cdot \text{mb}^{-1} \cdot \text{km}^{-1}$.

The value of $(Ri)_B$ for most of the periods shown in Fig. 5-4 is between 0.0 and 0.05. The value of $(Ri)_B$ during most of the hours when net turbulent heat transfer causes significant snowmelt at the NOAA-ARS snow research station is between 0.05 and 0.1. This suggests that a constant less than 0.0031 would give better simulation results due to the decrease in the bulk transfer coefficient as $(Ri)_B$ increases under stable conditions as shown in Fig. 2.1.

2. Theoretically based wind function. Eq. (2.57) is used to compute the theoretically based wind function. The bulk transfer coefficient
Figure 5.4.--Empirical wind function for the NOAA-ARS snow research station.
varies with stability as shown in Fig. 2-1. In order to apply Eq. (2.57) the bulk transfer coefficient under neutral conditions \((C_w)_N\) must first be determined. In the program \((C_w)_N\) is computed from Eq. (2.46) and is thus based on \(z_o\), the roughness height. The measurement height \(z_a\) at the NOAA-ARS snow research station is one meter.

No real wind profile measurements have been made at the NOAA-ARS snow research station in order to determine \(z_o\). However, measurements of wind were made at two levels (0.5 and one meter) during the 1970-71 snow season. Table 5-2 gives the ratio of wind speed measured at one meter to that at 0.5 meters, plus the corresponding computed value of \(z_o\) for periods when precipitation is not occurring and \((R_i)_{B}^o\) is between -0.01 and 0.01. These data suggest that \(z_o\) is variable and tends to decrease as the snowmelt season approaches. During the December 1970 period the station log indicates that there was extensive drifting and rippling of the snow surface. This is a very unusual condition.

The literature also gives different values of \(z_o\) for snow. Sverdrup (1936) computed \(z_o = 0.23\) cm for a melting snow surface on West Spitsbergen Island. Liljequist (1957) measured \(z_o\) values of 0.01 to 0.1 cm over an Antarctic snow-field. Kuzmin (1961) suggests using \(z_o = 0.05\) cm for stable snow covers which are deeper than 10-20 cm.

In addition to the bulk transfer coefficient under neutral conditions, the value of the critical Richardson number \((Ri_{CR})\) is very important for snow. \(Ri_{CR} (\alpha^{-1})\) is the only parameter involved in the stability correction under stable conditions Eq. (2.53).

In computing the bulk transfer coefficient for use in determining \(f(U_a)\) two combinations of parameters are used. In one case \(z_o\) is set to 0.15 cm and \(Ri_{CR}\) is determined by calibration. In the other case \(Ri_{CR}\) is set to 0.2 and \(z_o\) is determined by calibration.

**Miscellaneous Parameters**

It is not the purpose of this study to determine the best method of simulating the accumulation of snow from precipitation measurements. However, in order to study energy exchange during periods of melt the computed snow cover water-equivalent needs to be reasonably close to the observed value just prior to snowmelt. Also, in order to properly verify the equations which estimate heat transfer and density changes within the snow cover, computed and observed water-equivalent should be in
Table 5-2.--Ratio of one-meter to 0.5-meter\textsuperscript{1} wind speed and the corresponding roughness height (z\textsubscript{o}) under neutral conditions.

<table>
<thead>
<tr>
<th>Period</th>
<th>average wind speed at one meter (m\textcdot sec\textsuperscript{-1})</th>
<th>(\frac{u_{1.0}}{u_{0.5}})</th>
<th>(z_{o}) (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/27/70 to 12/30/70</td>
<td>3.27</td>
<td>1.27</td>
<td>3.8</td>
</tr>
<tr>
<td>1/3/71 and 1/6/71</td>
<td>2.45</td>
<td>1.18</td>
<td>1.1</td>
</tr>
<tr>
<td>2/14/71 to 2/15/71</td>
<td>2.87</td>
<td>1.16</td>
<td>.66</td>
</tr>
<tr>
<td>3/24/71 to 3/25/71</td>
<td>3.96</td>
<td>1.15</td>
<td>.50</td>
</tr>
<tr>
<td>4/14/71 to 4/15/71</td>
<td>3.67</td>
<td>1.10</td>
<td>.05</td>
</tr>
<tr>
<td>4/18/71</td>
<td>4.61</td>
<td>1.08</td>
<td>.01</td>
</tr>
<tr>
<td>4/22/71 to 4/23/71</td>
<td>2.26</td>
<td>1.10</td>
<td>.05</td>
</tr>
<tr>
<td>4/25/71</td>
<td>2.81</td>
<td>1.12</td>
<td>.16</td>
</tr>
</tbody>
</table>

\textsuperscript{1}The anemometers may not have been exactly at these levels due to changes in snow cover depth after they were positioned.

Table 5-3.--Snow correction factors used for the model tests.

<table>
<thead>
<tr>
<th>Year</th>
<th>Accumulation season</th>
<th>Melt season</th>
</tr>
</thead>
<tbody>
<tr>
<td>1968-69</td>
<td>.76</td>
<td>0.95</td>
</tr>
<tr>
<td>1969-70</td>
<td>1.03</td>
<td>0.95</td>
</tr>
<tr>
<td>1970-71</td>
<td>.92</td>
<td>0.95</td>
</tr>
<tr>
<td>1971-72</td>
<td>.90</td>
<td>1.50</td>
</tr>
<tr>
<td>1972-73</td>
<td>.75</td>
<td>0.95</td>
</tr>
<tr>
<td>1973-74</td>
<td>.97</td>
<td>0.95</td>
</tr>
</tbody>
</table>
reasonably close agreement. As mentioned previously, snow tends to blow off the site area during a windy period following a snowfall. This fact, along with the fact that the precipitation gage catch deficiency for snow varies with wind, causes the snow correction factor (SCF) to vary from storm to storm. SCF is the factor which relates the increase in the water-equivalent of the snow cover to the catch in the precipitation gage. The program uses a mean snow correction factor. For an accumulation season a value of SCF is selected so that the computed and observed water-equivalent at the end of the season are nearly the same. During a melt season a value of SCF is selected so that the increase in computed and observed water-equivalent is nearly the same when significant snowfalls occur. Table 5-3 gives the value of SCF used for each year.

The coefficient of thermal conductivity for soil is assigned a value of 0.001 cal·cm⁻¹·sec⁻¹·°K⁻¹. The diffusion coefficient for water vapor in the soil is set to 0.2 cm²·sec⁻¹.

The desired thickness of each snow layer is computed from Eq. (4.27) with \( D_z = 2.5 \) centimeters and \( C_d = 0.05 \). The largest number of computed layers occurring during the 6 years is 42 layers.

**ACCUMULATION SEASON SIMULATION RESULTS**

As mentioned previously the 1970-71 accumulation season was used to calibrate the compaction and settling parameters. The parameters obtained from this calibration are used for the other 5 years. Figs. 5.5 through 5.10 are plots of computed versus observed water-equivalent, snow cover density, and snow surface density for each accumulation season. The density plots are most important in terms of assessing the validity of the equations used to compute density changes due to compaction and settling. An empirical wind function with the constant \( b \) equal to 0.002 mm·mb⁻¹·km⁻¹ is used during the accumulation seasons. The computational time interval is 3 hours. The computed values in these figures are for snow cover conditions at 2400 hours. The snow courses are generally taken in mid-morning. Thus at times the plots appear 1 day out of phase because the computed values are affected by snow which fell after the snow course was taken.
Figure 5.5.--Snow cover density and water-equivalent comparisons during the 1970-71 accumulation season.
Figure 5.6.--Snow cover density and water-equivalent comparisons for the 1968-69 accumulation season.
Figure 5.7.--Snow cover density and water-equivalent comparisons for the 1969-70 accumulation season.
Figure 5.8. — Snow cover density and water-equivalent comparisons for the 1971-72 accumulation season.
Figure 5.9.—Snow cover density and water-equivalent comparisons for the 1972-73 accumulation season.
Figure 5.10.—Snow cover density and water-equivalent comparisons for the 1973-74 accumulation season.
Figure 5.11.—Snow cover temperature comparisons for the 1971 and 1972 accumulation seasons. [Observed values are instantaneous temperatures at midnight.]
The density of new snow is not only a function of the wet-bulb temperature as indicated by Eq. (4.22). Other meteorological variables influence the density of new snow. The wind speed during the snowfall period is especially important. Because of these factors it was necessary to change the new snow density as computed by Eq. (4.22) for about 3 to 5 storms per season. These changes are made because the validity of the compaction and settling equations are being tested and not the validity of Eq. (4.22). Changes are made only when the computed and observed density of the new snow layers is significantly different. These changes do not alter the computed snow cover density beyond about 5 days.

Fig. 5.11 contains plots of computed versus observed temperature at several points within the snow cover during 1970-71 and 1971-72. Temperature within the snow cover was measured only at 15, 30, and 60 centimeters above the snow-soil interface. These heights above the soil are not precise since the thermocouple probe protruded several centimeters beyond the wooden support stake. As the snow cover settled, the thermocouple also had a tendency to be displaced downwards. Thus some of the discrepancy is due to an uncertainty as to the exact position of the thermocouple.

MELT SEASON RESULTS

The melt season simulation runs begin several days prior to the onset of significant melt. The observed and simulated water-equivalent are the same at the beginning of the run. A computational time interval of 1 hour is used during the melt season.

Figs. 5.12, 5.13, and 5.14 are plots of computed versus observed water-equivalent for each of the 6 years using an empirical wind function in the computation of sensible and latent heat transfer. Two computed water-equivalent values are shown. One is computed using \( f(U_a) = 0.0031 \cdot U_a \) as determined from the vapor transfer measurements [Fig. 5.4]. The other is computed using \( f(U_a) = 0.002 \cdot U_a \). The use of a constant of 0.002 mm·mb⁻¹·km⁻¹ was judged to give the best results that could be obtained with an empirical wind function.

Figs. 5.15, 5.16, and 5.17 are plots of computed versus observed water-equivalent using a theoretically based wind function. Again two computed water-equivalent values are shown. One is computed using a roughness
Figure 5.12.--Snow cover water-equivalent comparisons 1969 and 1970. Empirical wind function used to compute sensible and latent heat transfer.
Figure 5.13.—Snow cover water-equivalent comparisons 1971 and 1972. Empirical wind function used to compute sensible and latent heat transfer.
Figure 5.14.—Snow cover water-equivalent comparisons 1973 and 1974. Empirical wind function used to compute sensible and latent heat transfer.
Figure 5.15.—Snow cover water-equivalent comparisons 1969 and 1970. Theoretically based wind function used to compute sensible and latent heat transfer.
Figure 5.16.--Snow cover water-equivalent comparisons 1971 and 1972. Theoretically based wind function used to compute sensible and latent heat transfer.
Figure 5.17.--Snow cover water-equivalent comparisons 1973 and 1974. Theoretically based wind function used to compute sensible and latent heat transfer.
height \( z_0 \) of 0.15 cm to calculate the bulk transfer coefficient under neutral conditions and a critical Richardson number \( R_{icr} \) of 0.4 to calculate the stability adjustment under stable conditions. The other computed water-equivalent values are based on \( z_0 = 0.5 \) cm and \( R_{icr} = 0.2 \). Values of \( z_0 \) between 0.15 cm and 0.5 cm, when combined with an appropriate value of \( R_{icr} \) in the range 0.2 to 0.4, would result in computed water-equivalents somewhere between the two values plotted in these figures.

Fig. 5.18 is a plot of computed daily snow cover outflow versus the amount measured by the lysimeters during 1973. A theoretically based wind function with \( z_0 = 0.15 \) cm and \( R_{icr} = 0.4 \) is used in the computations. Unfortunately this is the only year for which lysimeter data are available. Fig. 5.18 also shows plots of hourly computed and observed snow cover outflow for three days when a large amount of outflow occurred. A statistical comparison of computed and observed hourly snow cover outflow yields:

1. a root-mean-square (RMS) error (square root of the mean of the sum of the squares of the observed minus computed values) of 0.37 mm,
2. a bias of -6\% (observed mean is 0.37 mm),
3. an average absolute error of 0.16 mm, and
4. a correlation coefficient of 0.89.

In all of the previous plots, estimated incoming longwave radiation \( Q_a \) data are used in the computations. Fig. 5.19 shows the effect on computed water-equivalent of using measured \( Q_a \) values. During 1971 and 1972 \( Q_a \) was measured with a ventilated total hemispherical radiometer. In 1973 a pyrgeometer with a KRS-5 dome was used. This figure shows the effect of wind and rain on the ventilated radiometer, as well as the tendency of the pyrgeometer to overestimate \( Q_a \), especially during clear sky periods.

SNOW SURFACE TEMPERATURE COMPARISONS

The snow surface temperature \( T_0 \) is an important variable in energy exchange computations. \( T_0 \) affects sensible and latent heat transfer by its role in determining the size and direction of the air temperature and vapor pressure gradients. The amount of longwave radiation emitted by the snow is solely a function of \( T_0 \). In addition, heat transfer
Figure 5.18.--Comparison of computed and observed snow cover outflow during March and April 1973. [Computed using a theoretically based wind function with $z_0 = 0.15$ cm and $R_i = 0.4$.]
Figure 5.19.—Effect of measured incoming longwave radiation data on the water-equivalent comparisons. [Theoretical $f(U_a)$ with $z_o = 0.15$ cm and $Ri_{cr} = 0.4$ is used.]
within the snow cover is very much affected by $T_0$, since the temperature of the other layers changes primarily as a result of previous changes in $T_0$.

Table 5.4 contains statistics which summarize the comparison of computed and observed snow surface temperatures. From 1970 through 1973 the measured values of $T_0$ were recorded on a strip chart. Values of $T_0$ below $-23^\circ C$ were not recorded during these years. In 1974 the use of an electronic volt-time integrator eliminated this recording limit. In 1974, snow surface temperatures as low as $-41^\circ C$ were measured.

Fig. 5.20 shows plots of computed versus observed $T_0$ values on several days scattered throughout the data period. These plots are representative of days on which significant diurnal fluctuations in $T_0$ occurred. Large fluctuations in $T_0$ are most likely to occur under clear sky, relatively calm conditions or during air mass changes. Incoming longwave radiation is the most important variable affecting $T_0$ under clear, calm conditions.

In addition to a comparison between computed and observed $T_0$ values, the computed $T_0$ values are used to prepare frequency tables for the bulk Richardson number $(Ri)_B$ and the air temperature gradient $(T_a - T_0)$. Cumulative frequency tables for $(Ri)_B$ and $(T_a - T_0)$ over the entire 6 years are given in Table 5.5. Table 5.5b only includes $(T_a - T_0)$ values for those cases when the air temperature $(T_a)$ is $\leq 0^\circ C$. Obviously $T_a$ exceeds $T_0$ when $T_a$ is greater than $0^\circ C$.

Table 5.5a verifies the statement that stable conditions prevail over a snow cover. An examination of $(Ri)_B$ values during periods when significant net turbulent heat transfer occurs reveals that $(Ri)_B$ values in the range 0.05 to 0.1 predominate. $T_a$ is generally well above $0^\circ C$ during these periods.

**COMPUTED ENERGY BALANCE COMPONENTS**

Table 5.6 gives the computed values of the components of the snow cover energy balance for the 6 years. This table shows the relative importance of each energy transfer process at the NOAA-ARS snow research station. At other locations with different physiographic and meteorologic conditions the relative importance of the processes could be quite different.

**EFFECT OF THE COMPUTATIONAL TIME INTERVAL AND LAYER THICKNESS ON THE COMPUTED RESULTS**

The 1973 snowmelt season is used to show the effect of the computa-
<table>
<thead>
<tr>
<th>Period</th>
<th>Number of Cases</th>
<th>$\Delta t$</th>
<th>Mean $T_o$</th>
<th>RMS Error</th>
<th>Ave.Abs. Error</th>
<th>Correlation Coefficient</th>
<th>Best fit line Intercept</th>
<th>Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\Delta t^1$</td>
<td>Obs. Comp.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$4/1/70$ to $4/26/70^2$</td>
<td>1</td>
<td>212</td>
<td>-2.4 -2.7</td>
<td>2.0</td>
<td>1.3</td>
<td>0.85</td>
<td>0.3</td>
<td>0.98</td>
</tr>
<tr>
<td>$12/7/70$ to $4/10/71$</td>
<td>3</td>
<td>762</td>
<td>-9.0 -8.3</td>
<td>2.7</td>
<td>1.9</td>
<td>0.90</td>
<td>-0.3</td>
<td>1.04</td>
</tr>
<tr>
<td>$4/1/71$ to $5/8/71^2$</td>
<td>1</td>
<td>763</td>
<td>-2.3 -2.3</td>
<td>1.8</td>
<td>1.0</td>
<td>0.90</td>
<td>0.2</td>
<td>1.07</td>
</tr>
<tr>
<td>$12/24/71$ to $4/7/72$</td>
<td>3</td>
<td>697</td>
<td>-7.4 -8.0</td>
<td>2.7</td>
<td>1.9</td>
<td>0.90</td>
<td>0.3</td>
<td>0.97</td>
</tr>
<tr>
<td>$4/6/72$ to $5/8/72^2$</td>
<td>1</td>
<td>729</td>
<td>-2.9 -2.5</td>
<td>2.1</td>
<td>1.4</td>
<td>0.87</td>
<td>-0.5</td>
<td>0.96</td>
</tr>
<tr>
<td>$3/9/73$ to $4/15/73^2$</td>
<td>1</td>
<td>743</td>
<td>-4.0 -4.0</td>
<td>2.1</td>
<td>1.3</td>
<td>0.89</td>
<td>-0.2</td>
<td>0.94</td>
</tr>
<tr>
<td>$1/3/74$ to $4/12/74$</td>
<td>3</td>
<td>710</td>
<td>-11.4 -9.8</td>
<td>3.9</td>
<td>2.6</td>
<td>0.93</td>
<td>-0.5</td>
<td>1.11</td>
</tr>
<tr>
<td>$1/3/74$ to $4/12/74$</td>
<td>1</td>
<td>2136</td>
<td>-11.4 -9.8</td>
<td>4.0</td>
<td>2.6</td>
<td>0.93</td>
<td>-0.5</td>
<td>1.10</td>
</tr>
<tr>
<td>$3/1/74$ to $4/22/74^2$</td>
<td>1</td>
<td>1150</td>
<td>-6.7 -5.8</td>
<td>3.4</td>
<td>2.1</td>
<td>0.89</td>
<td>-0.6</td>
<td>1.06</td>
</tr>
</tbody>
</table>

$^1$ $\Delta t$ is the computational time interval in hours.

$^2$ Melt season values were computed using a theoretically based wind function with $z_o = 0.15$ cm and $R_{cr} = 0.4$. 

Table 5.4.--Comparison of computed versus observed snow surface temperature. (All temperatures are in degrees Celsius)
Figure 5.20.—Comparison of hourly computed and observed snow surface temperature on selected days.
Table 5.5.—Cumulative frequency tables for the bulk Richardson number and the air temperature gradient (1969–1974).

a. Bulk Richardson number frequency table.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Accumulation season</th>
<th>Melt season</th>
</tr>
</thead>
<tbody>
<tr>
<td>less than -0.2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>-0.2 to -0.02</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>-0.02 to 0.0</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>0.0 to 0.01</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>0.01 to 0.02</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>0.02 to 0.05</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>0.05 to 0.10</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>0.10 to 0.20</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>0.20 to 0.40</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>greater than 0.4</td>
<td>17</td>
<td>16</td>
</tr>
</tbody>
</table>

b. Air temperature gradient \((T_a - T_o)\) frequency table for cases when \(T_a < 0^\circ\text{C}\).

<table>
<thead>
<tr>
<th>Interval (°C)</th>
<th>Accumulation season</th>
<th>Melt season</th>
</tr>
</thead>
<tbody>
<tr>
<td>less than -4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-4 to -2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>-2 to 0</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>0 to 2</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>2 to 4</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>4 to 6</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>6 to 8</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>8 to 10</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10 to 12</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>greater than 12</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td>1. Net shortwave radiation (cal.cm$^{-2}$)</td>
<td>A</td>
<td>4011.</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>4585.</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>1590.</td>
</tr>
<tr>
<td>5. Vapor transfer (millimeters)</td>
<td>A</td>
<td>-4.9</td>
</tr>
<tr>
<td>(millimeters)</td>
<td>M</td>
<td>-10.6</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>125.</td>
</tr>
<tr>
<td>7. Heat transferred from rain water (cal.cm$^{-2}$)</td>
<td>A</td>
<td>2.</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>11.</td>
</tr>
</tbody>
</table>

$^1$A = accumulation season, M = melt season. Melt season values are computed using a theoretically based wind function with $z_o = 0.15$ cm and $Ri_{cr} = 0.4$. 
tional time interval (Δt) on the values computed by the model. Time intervals of 1, 3, and 6 hours are used. Table 5.7 gives the energy balance components, water-equivalent values for various dates, and the mean snow surface temperature as computed using each time interval. This table shows that the computational time interval has only a slight effect on the computed results. There is a tendency for the computed water-equivalents to increase slightly with time as Δt increases.

Under certain meteorological conditions, especially clear, calm nights, very steep temperature gradients occur in the upper few centimeters of a snow cover. In these cases there might be a tendency to suspect that the computed temperature of the surface layer (assumed to occur at the mid-point of the layer) would differ greatly from the temperature right at the interface. It might be suspected that this difference would grow as the thickness of the surface layer increased. However, in the model the temperature of a layer is determined by a balance equation which mathematically represents each heat transfer process that affects the layer. Thus, under a given set of conditions the relative magnitudes of each process determine the temperature of the layer. Under clear, calm conditions at night the expression for net longwave radiation transfer dominates the equation for the surface layer. Thus the computed temperature will be close to the temperature at the interface, which also is basically a function of net longwave radiation. Heat transfer from within the snow cover, plus the change in heat storage of the layer, also have some effect on the computed surface temperature. It is difficult to predict how changes in layer thickness will affect heat transfer within the snow cover. The change in heat storage would increase the computed surface layer temperature since, as the thickness of the surface layer increases, a larger mass of snow must be cooled. However, this increase in the computed temperature should be small because snow has a low heat storage capacity.

Table 5.8 shows the effect of layer thickness on computed model results. Four values of the desired thickness of the upper layers (D_z) are used: 1 cm, 2.5 cm, 5 cm, and 10 cm. The computed energy balance components and the mean snow surface temperature for each D_z value cover the same period (3/1/74 through 4/20/74) for comparative purposes. The computed water-equivalent values increase slightly with time as Δt increases.
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Table 5.7.—Effect of the computational time interval on the computed model results for the 1973 snowmelt season.¹

<table>
<thead>
<tr>
<th>Value</th>
<th>Δt = 1 hr.</th>
<th>Δt = 3 hrs.</th>
<th>Δt = 6 hrs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Net shortwave radiation (cal·cm⁻²)</td>
<td>3322.</td>
<td>3315.</td>
<td>3312.</td>
</tr>
<tr>
<td>2. Net longwave radiation (cal·cm⁻²)</td>
<td>-2109.</td>
<td>-2117.</td>
<td>-2138.</td>
</tr>
<tr>
<td>3. Sensible heat transfer (cal·cm⁻²)</td>
<td>1242.</td>
<td>1234.</td>
<td>1222.</td>
</tr>
<tr>
<td>4. Latent heat transfer (cal·cm⁻²)</td>
<td>-826.</td>
<td>-796.</td>
<td>-763.</td>
</tr>
<tr>
<td>5. Vapor transfer (mm)</td>
<td>-12.6</td>
<td>-12.7</td>
<td>-12.7</td>
</tr>
<tr>
<td>6. Snow-soil heat transfer (cal·cm⁻²)</td>
<td>206.</td>
<td>201.</td>
<td>184.</td>
</tr>
<tr>
<td>7. Rain water heat transfer (cal·cm⁻²)</td>
<td>16.</td>
<td>16.</td>
<td>16.</td>
</tr>
<tr>
<td>8. Water-equivalent (mm) on:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/21/73</td>
<td>124.</td>
<td>124.</td>
<td>126.</td>
</tr>
<tr>
<td>3/31/73</td>
<td>31.</td>
<td>33.</td>
<td>38.</td>
</tr>
<tr>
<td>4/15/73</td>
<td>37.</td>
<td>40.</td>
<td>46.</td>
</tr>
<tr>
<td>9. Mean snow surface temperature (°C)</td>
<td>-4.0</td>
<td>-4.0</td>
<td>-4.0</td>
</tr>
</tbody>
</table>

¹A theoretically based wind function with $z_0 = 0.15$ cm and $Ricr = 0.4$ is used. The period of comparison is from 3/9/73 through 4/15/73.
Table 5.8—Effect of layer thickness on computed model results.

<table>
<thead>
<tr>
<th>Value</th>
<th>1 cm</th>
<th>2.5 cm</th>
<th>5 cm</th>
<th>10 cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Net shortwave radiation (cal·cm(^{-2}))</td>
<td>3826.</td>
<td>3826.</td>
<td>3826.</td>
<td>3826.</td>
</tr>
<tr>
<td>3. Sensible heat transfer (cal·cm(^{-2}))</td>
<td>1495.</td>
<td>1433.</td>
<td>1368.</td>
<td>1329.</td>
</tr>
<tr>
<td>5. Vapor transfer (mm)</td>
<td>-10.6</td>
<td>-11.4</td>
<td>-12.2</td>
<td>-12.8</td>
</tr>
<tr>
<td>7. Rain water heat transfer (cal·cm(^{-2}))</td>
<td>28.</td>
<td>28.</td>
<td>28.</td>
<td>28.</td>
</tr>
<tr>
<td>8. Water-equivalent (mm) on:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/13/74</td>
<td>97.</td>
<td>98.</td>
<td>99.</td>
<td>100.</td>
</tr>
<tr>
<td>4/2/74</td>
<td>196.</td>
<td>200.</td>
<td>203.</td>
<td>204.</td>
</tr>
<tr>
<td>4/6/74</td>
<td>135.</td>
<td>139.</td>
<td>142.</td>
<td>145.</td>
</tr>
<tr>
<td>4/20/74</td>
<td>14.</td>
<td>27.</td>
<td>35.</td>
<td>46.</td>
</tr>
<tr>
<td>9. Time of disappearance of the snow cover:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>day</td>
<td>21</td>
<td>21</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>hour</td>
<td>11</td>
<td>14</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>10. Mean snow surface temperature (°C)</td>
<td>-5.9</td>
<td>-5.8</td>
<td>-5.8</td>
<td>-5.7</td>
</tr>
</tbody>
</table>

\(^1\) A theoretically based wind function with \(z_o = 0.15\) cm and \(Ri_{cr} = 0.4\) is used. The computational time interval is 1 hour.
This increase is basically caused by an increase in the computed heat deficit at night during the snowmelt periods. The computed heat deficit increases as $D_z$ increases because a larger mass of snow must be cooled near the surface. A larger heat deficit at night results in less net melt during the day. Thus, the computed snow cover lasts longer. The computed water-equivalent values for each $D_z$ could be made more nearly similar by applying different turbulent transfer parameters in each case. Thus the $D_z$ value used in the computations does, to a small extent, affect the parameter values.
CHAPTER VI: DISCUSSION

INTRODUCTION

This chapter discusses the results obtained with the snow cover simulation model using the data collected at the NOAA-ARS snow research station near Danville, Vermont. In addition, a comparison is made between melt season water-equivalent simulations as obtained by this model and another snow cover simulation model. The other model [Anderson (1973)] is conceptual in nature, but uses air temperature as the sole index to snow cover energy exchange. Thus it will be referred to as the temperature index model. The model described in this report will be referred to as the energy balance model.

At the end of this chapter suggestions are made regarding the appropriate type of snow cover simulation model to use for various hydrologic applications. These suggestions are based on the results obtained with the energy balance model and the comparisons between snow cover models. The type of model to use is dependent on climatic and physiographic conditions, plus the available data.

DISCUSSION OF ACCUMULATION SEASON RESULTS

Snow surface and snow cover density

In general the agreement between computed and observed snow densities as shown in Figs. 5.5 through 5.10 is quite satisfactory. The computed snow surface density is a function of the density of new snow and the increase in surface layer density due to settling [Eq. (4.29)]. New snow densities estimated from the wet-bulb temperature [Eq. (4.22)] are reasonable for most storms. However, as mentioned previously, during some storms this estimate must be revised due to the influence of other factors on the density of new snow. The meteorological data and remarks in the station log indicate that the major factor necessitating such revisions is high winds during or immediately after the snow storm. The settling equation and the parameter values used in that equation reproduce surface density changes quite adequately. This can be verified by examining periods of little or no precipitation following a significant snowfall. During such periods computed and observed snow surface densities increase at nearly the same rate.

The compaction process, represented by Eq. (4.28) in the model, plays a significant role in determining the total density of the snow cover.
The reproduction of observed snow cover density is very adequate except when rain and/or melt occurs and the snow cover contains relatively impermeable ice layers. Such cases occur in early February 1970 [Fig. 5.7] and late January 1973 [Fig. 5.9]. In these cases the station log indicates that there was a considerable delay in the movement of the liquid-water through the snow cover. Slush layers existed above the ice layers for several days. Studies by Wakahama (1968) and Colbeck (1973) indicate that the rate of compaction can increase significantly when water saturation is high. It is apparent that during these two periods the density of the more saturated portions of the snow cover increased much more rapidly than predicted by Eq. (4.28). This increased densification of portions of the snow cover affects the total snow cover density throughout the remainder of the accumulation season. The continued influence of these high density layers is more pronounced in 1970 than in 1973 due to the presence of a thicker and more impermeable ice layer.

In mid-January 1974, the same type of situation occurred [Fig. 5.10]. However, in this case the station log indicates that most of the liquid-water remained in the snow cover long enough to be frozen during a subsequent cold spell. This resulted in the thick ice layer near the base of the snow cover which affected snow cover outflow and water-equivalent measurements throughout the remainder of the snow season.

It can be concluded that the model adequately simulates snow surface and snow cover density except when ice layers significantly retard the movement of liquid-water through the snow cover.

Snow cover temperature

The reproduction of temperatures within the snow cover as shown in Fig. 5.11 is reasonably good except for a few periods. The three periods when the discrepancy is quite large are January 8-11, 1971, January 26-30, 1972, and February 20-28, 1972. In examining these periods in more detail it was noticed that during both of the 1972 periods there is also a discrepancy between computed and observed snow surface density. The basic data shows that high winds accompanied both the snowstorm of January 25-26, 1972, and that of February 19-21, 1972. The density of new snow during these storms had not been previously revised because the effect on total snow cover density did not seem significant. In order to determine the effect of surface density on temperatures within the snow cover, the density of new snow for these two storms was altered and
the 1972 accumulation season rerun. Fig. 6.1 shows the effect of these changes on density and snow cover temperature. The computed and observed snow surface densities as well as the snow cover temperatures are now in good agreement. The low-density surface layers which existed in the earlier simulation run had in effect insulated the snow cover. Thus, the cold temperatures did not penetrate into the snow cover.

During the January 8-11, 1971 period, computed snow surface and snow cover density compares closely with the observed value. At the beginning of this period the model shows a 12-cm thick layer of 0.035 gm·cm⁻³ density snow at the surface. This is the lowest density snow ever observed at the NOAA-ARS snow research station. This density is well below the densities used in the experimental determinations of the heat transfer coefficients [see Table 3.1 and Figs. 3.1 and 3.2]. This suggests that the extrapolated values of these coefficients could be in error at such a low density. It is possible that the rate of heat transfer in very low-density snow is increased since air could move more freely through the snow.

It would be helpful for model verification purposes to measure snow cover temperatures at more frequent depth intervals so that computed and observed snow cover temperature profiles could be compared. Such measurements will be made in the future at the NOAA-ARS snow research station.

Fig. 6.1 shows that an accurate determination of the snow cover density profile is essential in computing temperatures within the snow cover. A correct estimate of the density of the surface layers, where the largest temperature gradients normally occur, is especially critical. Without accurate density profile estimates a reasonable simulation of snow cover temperatures seems impossible except for a very homogeneous snow cover.

DISCUSSION OF SNOW SURFACE TEMPERATURE COMPARISONS

The comparison between computed and observed snow surface temperature \( T_o \) is summarized by Table 5.4 and Fig. 5.20. The statistical comparison of Table 5.4 shows the model gives relatively unbiased estimates of snow surface temperature. There is a slightly greater tendency to compute \( T_o \) values that are too high than to compute too low of a surface temperature. The RMS error is in the range of 1.5 to 2 times as large as the estimated standard error of the infrared thermometer measuring system.
Figure 6.1.--Effect of snow surface density on snow cover temperature during 1972. [(a) 15 cm above soil; (b) 30 cm above; (c) 60 cm above.]
Upon examining the computed and observed $T_o$ values in more detail, it soon becomes obvious that the greatest discrepancies occur under calm conditions and mainly at night. During such periods net longwave radiation dominates the energy balance. As mentioned previously, it has been very difficult to obtain accurate and consistent estimates of incoming longwave radiation ($Q_a$).

The night of January 9-10, 1974 illustrates the extreme discrepancy that can occur between computed and observed $T_o$ as a result of inaccurate estimates of $Q_a$. During this night computed $T_o$ is as much as 18°C greater than the observed value [see Fig. 5.20]. During this night the sky was clear and wind movement was near zero. Using the computed $T_o$ values gives large negative bulk Richardson numbers $[(Ri)_B]$ for most of the night. Large negative $(Ri)_B$ values are physically impossible under such conditions. For the model to compute such values can only mean that the $Q_a$ values are much too high. The reason for $Q_a$ being much too high on this particular night is because the $Q_a$ estimation procedure uses the ratio of measured solar radiation to clear sky solar radiation as an index to sky conditions. Both January 9 and 10 were overcast. Thus the $Q_a$ estimation procedure also treated the night as overcast when actually the sky was clear for most of the night.

An estimation procedure using a different index to sky conditions or measured $Q_a$ values might easily improve results on the night of January 9-10, 1974. However, most other estimation procedures are probably no more accurate than the method used in this study on a long-term basis. The measurements of $Q_a$ made at the NOAA-ARS snow research station contain inconsistencies, as can be seen from Fig. 5.19. These measurements provide unsuitable continuous estimates of $Q_a$ for use in energy balance model verification. The only solution seems to be to find instruments which are capable of making consistently accurate measurements of $Q_a$.

Most of the large negative values of $(Ri)_B$ computed by the model occur when computed $T_o$ greatly exceeds the observed surface temperature due to errors in the $Q_a$ data. Removing these periods would result in almost no cases when unstable conditions exist over a snow cover. [In the model computed negative $(Ri)_B$ values occur 7 to 14 percent of the time (see Table 5.5)]. The only periods when truly unstable conditions occur are
when the intensity of the solar radiation is large enough to cause the surface temperature to exceed the air temperature. Such periods are extremely rare over a snow cover because of the high albedo and the high emissivity of snow, the penetration of solar radiation, plus the fact that the surface temperature cannot exceed 0°C. Thus stability corrections for unstable conditions cannot be verified over snow nor are they of any real importance.

Under clear, calm, cool daytime conditions $Q_a$ and absorbed solar radiation dominate the energy balance and thus control $T_0$. Such cases give some opportunity to evaluate the extinction coefficient ($\nu$). Obviously when the snow cover is isothermal at 0°C, the value of $\nu$ is not important except to determine the amount of solar radiation passing through a very shallow snow cover. However, when surface conditions are below 0°C, solar radiation intensity is high, and winds are relatively calm, the computed $T_0$ is significantly influenced by $\nu$. January 17, 1974, April 8, 1973, and April 5, 1971 as shown in Fig. 5.20 are representative of such days. Computed and observed $T_0$ values are generally in good agreement during daytime hours on these days indicating that the values of $\nu$ used in the model are reasonable.

**DISCUSSION OF MELT SEASON RESULTS**

**Effect of wind function coefficients on results**

It is obvious from Figs. 5.12 through 5.14 that the empirical wind function $k(U_a) = 0.0031\cdot U_a$ derived from vapor transfer measurements is too high. In order to compare the other wind function coefficients it is first necessary to show how they vary with stability. Fig. 6.2 shows the variation in the theoretically based wind function coefficients $C_t$, computed from Eq. (2.58) as a function of $(Ri)_B$. Also shown is the empirical wind function coefficient of 0.002 mm mb⁻¹ km⁻¹. Only stable conditions are shown in Fig. 6.2 as unstable conditions seldom exist over a snow cover, especially during melt periods. This plot shows that $C_t$ is nearly the same in all three cases over the $(Ri)_B$ range of 0.05 to 0.09. Thus when $(Ri)_B$ is within this range, model results should be similar whether one of the theoretically based wind functions or the empirical wind function coefficient of 0.002 is being used.

Figs. 5.15 through 5.17 show that the two theoretically based wind functions give nearly the same results. This indicates that $(Ri)_B$ is
Figure 6.2.—Comparison of wind function coefficients under stable atmospheric conditions.
in the range of 0.05 to 0.09 during most periods when turbulent transfer causes a significant amount of melt. Significant amounts of sensible and latent heat transfer occur under other stability conditions, however, the two terms tend to cancel each other resulting in only a small amount of net turbulent heat transfer. The main deviations between the results obtained with the two theoretically based wind functions occur during April 18-20, 1971 and April 17-19, 1972. During these periods significant net turbulent heat transfer occurs with \((Ri)_B\) less than 0.05. Near neutral conditions occur on April 18, 1971. In general \(C_t\) computed using \(z_o = 0.15\) cm and \(Ri_{cr} = 0.4\) gives slightly better results and is thus used in further comparisons.

Stable conditions [(\(Ri)\) in the range 0.15 to 0.20] cause deviations to occur between \(C_t\) computed using \(z_o = 0.15\) cm and \(Ri_{cr} = 0.4\), and the empirical wind function coefficient of 0.002. These deviations occur on April 14-17, 1969, March 28 to April 1, 1973, and April 4-5 and 14-15, 1974. The use of the theoretically based wind function gives results closer to observed conditions in 1973 and 1974, while the use of the empirical function improves results in 1969. In 1971 a very stable period on April 11-13 balances the near neutral period occurring on April 18-20.

The term "empirical wind function" is somewhat of a misnomer, at least in the case of the 0.002-\(\text{mm} \cdot \text{mb}^{-1} \cdot \text{km}^{-1}\) coefficient which is not based on vapor transfer measurements. In many investigations a single-valued wind function coefficient is commonly computed from a measured or assumed roughness height parameter \((z_o)\) by an equation of the form

\[
C_t' = \frac{\rho_a \cdot 0.622}{\rho \cdot \rho_w} \cdot 10^6 \cdot \frac{k^2}{(\ln \frac{z}{z_o})^2}, \tag{6.1}
\]

where \(C_t'\) is a theoretically based wind function coefficient that does not include a stability adjustment term (\(\text{mm} \cdot \text{mb}^{-1} \cdot \text{km}^{-1}\)). In order to obtain the value of \(C_t'\), of 0.002 as used in this study, Eq. (6.1) would require a \(z_o\) of 0.034 cm. This is close to the 0.05-cm value of \(z_o\) recommended by Kuzmin' (1961) to compute \(C_t'\). Kuzmin also recommends a \(z_o\) of 0.25 cm for snow lying in patches and a \(z_o\) of 0.6 cm when stubble and grass protrude above the snow.

Overall there is not a great difference in model results as obtained
by using any of the three wind function coefficients shown in Fig. 6.2. This is because of two factors. First, \((Ri)_B\) values do not vary greatly during most periods when net turbulent heat transfer makes up a significant portion of the heat causing snowmelt. Second, winds are generally about 2 m sec\(^{-1}\) and seldom exceed 5 m sec\(^{-1}\) on days when significant melt occurs at the NOAA-ARS snow research station. A stability adjustment to the wind function is probably only necessary when a greater variation in stability conditions, as well as higher winds, occur when net turbulent heat transfer causes a significant amount of snowmelt.

Water-equivalent comparisons

In general the comparison between computed and observed water-equivalent as shown in Figs. 5.12 through 5.17 is quite good. Deviations occur at certain times though it is difficult and probably dangerous to try to pin down the exact days on which the largest errors occur based solely on total snow cover water-equivalent measurements. Snow tube and snow pillow measurements are just not accurate enough to determine the daily change in water-equivalent.

In addition to errors in the water-equivalent measurements, two other uncertainties probably have a significant effect on the discrepancies between computed and observed water-equivalent. These are errors in incoming longwave radiation data and possible variations in the wind function coefficient due to variations in \(z_o\). The measurement errors associated with the other variables are small and probably account for only a small portion of the total discrepancy.

Incoming longwave radiation \((Q_a)\) is a very important part of the energy balance of a snow cover. During heavy melt periods there is nearly a one to one relationship between changes in \(Q_a\) and changes in melt because of the high emissivity of snow and the fact that the surface temperature of snow cannot exceed 0°C. In addition, the heat deficit created at night, especially during calm, clear sky periods, is dominated by \(Q_a\). An incorrect determination of this nighttime heat deficit can result in a sizable error in determining the net daytime melt.

The considerable variation in the \(z_0\) values reported for snow, plus the dynamic nature of snow surface properties suggest that the roughness height and thus the neutral stability turbulent transfer coefficient can vary with time. Much more detailed wind profile measurements would be needed to determine how much \(z_0\) does change during the melt season.
Snow cover outflow comparisons

The lysimeter provides a much more reliable estimate of the short term water-equivalent changes occurring in a snow cover. Unfortunately only one year of lysimeter data are available for analysis. Fig. 5.18 summarizes the comparison between computed and observed snow cover outflow during the 1973 melt season. A statistical comparison of computed and observed daily snow cover outflow results in an intercept of -1.4 mm, a slope of 1.21, a correlation coefficient of 0.979, and a standard error of estimate of 2.4 mm (observed mean is 8.6 mm). If the 2 days with the greatest outflow are removed, the intercept becomes -0.9 mm, the slope is 1.09, the correlation coefficient is 0.973, and the standard error of estimate is 1.9 mm (observed mean is 6.4 mm). The comparison on these remaining days gives a best fit line which is sufficiently close to 45° and a reasonable standard error considering the errors in the input variables and the measured snow cover outflow. The 2 days on which the largest errors occur are March 12 (observed = 38.0 mm, computed = 27.1 mm) and March 17 (observed = 48.4 mm, computed = 38.8). Overcast skies, high humidities, and light winds (1.7 and 1.0 m·sec⁻¹, respectively) prevail on these 2 days as they do throughout the early portion of the 1973 melt season. Rain fell on both days with 4 mm on the 12th and 32 mm on the 17th [hourly outflow for the 17th is shown in Fig. 5.18]. Net longwave radiation, sensible and latent heat exchange dominate the energy balance. $Q_a$ estimates during heavily overcast periods are normally quite reliable since $Q_a$ is usually close to black-body radiation at the air temperature. Also, the pyrgeometer should be quite reliable under such conditions. Thus, the fact that there is not much difference between estimated and measured $Q_a$ on these days, would indicate that any errors in the $Q_a$ data are probably small. The use of the empirical wind function derived from vapor transfer measurements [$f(U_a)$=0.0031·$U_a$] gave much improved results on these 2 days (computed outflow of 35.7 mm on the 12th and 44.3 mm on the 17th) as it did throughout the early part of the 1973 melt season [see Fig. 5.14]. This evidence suggests that the wind function coefficient might have changed during the 1973 melt season.

The lysimeter measurements of snow cover outflow also make it possible to verify the equations used to account for the movement of excess liquid-water through the snow cover [Eqs. (4.34) and (4.35)]. The hourly
outflow comparisons shown on Fig. 5.18 are reasonable, but indicate improvement is possible. The addition of snow density to these equations seems to change lag and attenuation in the right direction; however, there is not enough density variation nor events during the 1973 melt season to verify the addition of density any further. More theoretically based liquid-water transmission equations should probably be added to the model in the future.

COMPARISON OF ENERGY BALANCE AND TEMPERATURE INDEX MODELS

Introduction

When developing a more complex model of a given process it is important to compare the new model with a more established simpler model. The comparison should assist in showing under what conditions the new model will give improved results. A reasonably long period of record is usually necessary in making the comparison. One or two years is seldom enough. In many cases the advantages of a more physically based and theoretically correct procedure only show up during a few periods. However, these few periods are likely to include the extremes. This is because a more physically based model can usually be extrapolated to fit the extremes more reliably. The extremes are usually most important in terms of public safety and economic benefits. Thus it is important when making comparisons not only to examine the mean error statistics, but to examine the errors under extreme conditions.

The temperature index model

The temperature index model used for the comparison is a conceptual snow accumulation and ablation model [Anderson (1973)]. The model is conceptual in that each of the major components of the snow accumulation and ablation process are mathematically represented. Thus the model differs significantly from degree-day procedures which estimate snow cover outflow without explicitly accounting for heat deficits, liquid-water retention and transmission, and the areal extent of snow cover.

Many of the features incorporated in this temperature index model are based on the results of an earlier snow cover energy balance study [Anderson (1968)]. These include the method of estimating energy exchange during non-melt periods, the functional form of the seasonal melt-factor variation, and the use of different equations to compute melt during rain and non-rain periods. The need for different melt-factors
during rain and non-rain periods is also discussed by Obled (1973).

The final parameter values determined by fitting the temperature index model to the melt season water-equivalent measurements are given in Table 6.1. The reader should refer to the report which describes this model [Anderson (1973)] for a more complete description of the parameters.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Brief description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td>ratio of the increase in water-equivalent of the snow cover to the catch in the precipitation gage</td>
<td>1.5, 1972 0.9 other years.</td>
</tr>
<tr>
<td>MFMAX</td>
<td>maximum non-rain melt-factor, occurs on June 21 (mm·°C⁻¹·6 hr⁻¹)</td>
<td>1.4</td>
</tr>
<tr>
<td>MFMIN</td>
<td>minimum non-rain melt-factor, occurs on Dec. 21 (mm·°C⁻¹·6 hr⁻¹)</td>
<td>0.5</td>
</tr>
<tr>
<td>NMF</td>
<td>negative melt-factor (mm·°C⁻¹·6 hr⁻¹)</td>
<td>0.5</td>
</tr>
<tr>
<td>UADJ</td>
<td>average wind function during rain-on-snow periods (mm·mb⁻¹)</td>
<td>0.125</td>
</tr>
<tr>
<td>SI</td>
<td>water-equivalent above which 100 percent areal snow cover always exists (mm)</td>
<td>10.</td>
</tr>
<tr>
<td>DAYGM</td>
<td>daily melt at the snow-soil interface (mm)</td>
<td>0.2</td>
</tr>
<tr>
<td>MBASE</td>
<td>base temperature for non-rain melt-factor (°C)</td>
<td>0.0</td>
</tr>
<tr>
<td>PLWHC</td>
<td>percent liquid-water holding capacity (decimal fraction)</td>
<td>0.03</td>
</tr>
<tr>
<td>TIPM</td>
<td>antecedent temperature index parameter</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Comparison of models

The comparison of melt season water-equivalents as computed by the temperature index and the energy balance models with the observed values is shown in Figs. 6.3 through 6.5. The energy balance model results were computed using a theoretically based wind function with \( z_o = 0.15 \) cm and \( R_{cr} = 0.4 \).

During 1972 and 1973 the reproduction of observed water-equivalent
Figure 6.3.--Comparison of energy balance and temperature index models during the 1969 and 1970 melt seasons.
Figure 6.4.--Comparison of energy balance and temperature index models during the 1971 and 1972 melt seasons.
Figure 6.5.—Comparison of energy balance and temperature index models during the 1973 and 1974 melt seasons.
values is judged to be nearly the same for each model. On some days during these two years the temperature index model gives results which are closer to observed conditions while on other days the energy balance model is closer to the measured water-equivalent.

During 1970 the temperature index model reproduces observed conditions better than the energy balance model. The improvement occurs mainly on April 10-12 and April 19-20. These are all days on which the air temperature remained quite close to 0°C. Sensible heat transfer is small because there is only a slight temperature gradient. Latent heat transfer is negative. Therefore the apparent slight overestimation of melt on these days by the energy balance model is most likely caused by an error in the radiation balance. Such conditions also occur on April 25-27, 1972.

During the remaining three years (1969, 1971, and 1974) the energy balance model gives the best results. The improvement is mainly a result of the temperature index model being unable to account for significant deviations from mean conditions. Two types of deviations occur during these years. In 1969 a very long, clear, cool period occurs from April 6 to the 13th. During this period, even though the maximum air temperatures are only slightly above 0°C, there is an abundance of solar radiation to melt the snow. April 12-13, 1971 and April 4-5 and 14-15, 1974 are very warm days, however, winds are light resulting in very stable conditions. Thus sensible and latent heat transfer are near zero. On these days the temperature index model significantly overestimates melt because the melt factors are based on the mean wind speed and stability conditions. Warm stable conditions also prevail on April 15-17, 1969. The overestimation of melt by the temperature index model during this period partly compensates for the underestimation on April 6-13.

The conclusion resulting from this comparison is that, in general, air temperature (Tₐ) is a good index to snow cover energy exchange. However, when large deviations from normal occur in one or more of the relationships between Tₐ and the other variables which have a significant effect on the energy balance, Tₐ is no longer a good index to snowmelt. The frequency and severity of such deviations is a very important consideration in determining the type of snow cover energy exchange model to use for a given hydrologic application.
SUGGESTIONS CONCERNING THE APPROPRIATE TYPE OF SNOW COVER MODEL
TO USE FOR VARIOUS HYDROLOGIC APPLICATIONS

Introduction

Based on the previous comparison of snow cover models and the background on snow cover energy exchange developed in Chapters II and III of this report, it seems appropriate to make a few suggestions concerning the appropriate type of snow cover model to use for various hydrologic applications. The main differentiating feature of snow cover models is the method used to estimate energy exchange. The other features of conceptual snow cover simulation models are either similar or could be made similar. For example, the temperature index model used in the previous comparisons [Anderson (1973)] does not simulate snow cover depth and density. However, the equations developed in this report to compute density could be added to the temperature index model.

Snow cover models can be divided into two general types for the purpose of classifying the models for their applicability in solving various hydrologic problems. The basic types are index models and energy balance models. Index models use one or more variables in an empirical expression to estimate snow cover energy exchange. Air temperature is the most commonly used index, but other variables such as net radiation, wind speed, vapor pressure, and solar radiation are also used. It is probably a good idea not to include too many variables in an index model. When a large number of variables are included, it becomes difficult to correctly account for the interdependency between the variables. If a large number of variables are available for use, it is probably much more logical to use a theoretically based energy balance model to insure that the variables are combined in a reasonable manner.

The energy balance model described in this report is probably too complex and too time-consuming from the standpoint of computer usage to be used directly in a practical application. However, with a few simplifications to some of the equations, the use of a 6-hour computational time interval, and some changes to the algorithm which subdivides the snow cover into layers, the model could be reduced to a practical level without sacrificing much in terms of accuracy. In addition, if the model were to be used for an areal application, which would most likely be the case, techniques would need to be devised to account for the
effect of such factors as slope, aspect, elevation, and forest cover on the input variables.

Factors to consider in model selection

There are several factors to consider in selecting a snow cover model for a given hydrologic application.

1. Climatic conditions. The NOAA-ARS snow research station, though not having extreme variations in meteorological conditions, has more variability than most areas. No single weather pattern predominates during snowmelt. During melt, clear, partly cloudy, and overcast sky conditions occur with a similar frequency. Rain occurs frequently during melt, as well as extended non-rain periods. Both high and low humidities are common. The only factor missing is extreme variations in wind speed.

Index snow cover models tend to work best when the amount of climatic variability, especially during snowmelt periods, is slight. When meteorological conditions vary widely during a melt season or from year to year, an energy balance model is more suitable for estimating snowmelt.

2. Physiographic factors. The most important physiographic factors affecting snow cover energy exchange are slope, aspect, elevation, and forest cover. Considerable variation in these factors over a watershed affects the areal and time distribution of melt. This could lead to the need to subdivide the watershed into more homogeneous subareas. However, the main effect of physiographic factors on the selection of an index or energy balance snow cover model is to what degree these factors affect the variation in meteorological conditions.

A thick conifer forest restricts wind movement and the penetration of solar radiation through the forest canopy to the snow cover below. Thus the terms involving wind speed and solar radiation have a small effect on the energy balance. Net longwave radiation would be the dominant method of energy transfer. Incoming longwave radiation is closely related to the forest canopy temperature which in turn is closely related to the air temperature. Thus index models should give good results when applied to heavily forested watersheds.

In open areas there is a much greater chance for variability in meteorological conditions during snowmelt. All of the terms in the energy balance are likely to be important, plus the relative importance can vary from day to day.
3. Available data. An energy balance model obviously requires much more data than an index model. The basic question that needs to be answered is what amount and quality of data are needed to insure that an energy balance model will give improved results as compared to an index model?

In many cases simulation models are used to predict behavior under extreme situations. During extreme events, conditions are likely to be much different from those used in model calibration. An energy balance model offers a much more reliable means of extrapolating to determine behavior under extreme conditions. It might be possible to get improved results by using an energy balance model under extreme conditions even with a minimal amount of data. Whereas, under normal conditions a considerable amount of high-quality data might be needed to improve results over those that could be obtained with an index model.

With extreme events in mind, Franz (1974) explored predictive relationships for solar radiation, dew-point, and wind speed in which daily maximum and minimum air temperature served as the predictor variables. Franz found a strong relationship between dew-point and minimum air temperature, a weak relationship between solar radiation and the daily range in air temperature, and no relationship between wind and air temperature. This would seem to indicate that more than just air temperature data are needed to get improved results by using an energy balance model even under extreme conditions.

Another argument for using an energy balance model, even though only minimal data, such as air temperature, exist, is that as the additional data become available they could be substituted directly into the model without recalibration. This would require extreme care to insure that the relationship between air temperature and each of the other variables is unbiased. It would be especially difficult to establish unbiased relationships when working with areal estimates of the variables. For example, it would be most difficult during calibration to separate the relationship between the wind speed predictor and the mean areal wind speed from the determination of the wind function coefficient. It is very likely that such a procedure would require recalibration of the model whenever additional data become available.

A logical minimum data requirement for using an energy balance model
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would be measurements of solar radiation, wind, and vapor pressure in addition to air temperature. A reasonable estimate of solar radiation based on cloud cover or percent of possible sunshine might suffice in place of solar radiation measurements. Whether measurements of these variables at a low elevation station would be adequate for use in a high elevation mountain watershed is uncertain. The extrapolation technique would have to account for the climatic variability between the two locations. If estimates of air temperature, vapor pressure, wind, and solar radiation are available, it is still necessary to estimate incoming longwave radiation and albedo before using an energy balance model.

4. Other considerations. The type of application is an important consideration in model selection. For design applications where only extreme conditions are of interest, an energy balance model is probably needed. Even if the needed data are not available, likely extreme conditions could probably be generated with the aid of meteorological and statistical techniques. When all types of conditions are of interest, as in river and water supply forecasting, the selection of a snow cover model should be based on the other factors affecting model performance (climatic conditions, physiographic factors, and available data).

Economic considerations should also influence the selection of a snow cover model. The question that needs to be asked is how much improvements in accuracy are worth? For a given application it needs to be determined if the benefits will exceed the costs of obtaining the improvements in accuracy.

Conclusions regarding model selection

The discussion of the factors affecting the selection of a snow cover simulation model for various hydrologic applications can be summarized with the following conclusions.

1. The minimal recommended data needed to apply an energy balance model are a good estimate of incoming solar radiation, plus measurements of air temperature, vapor pressure, and wind speed.

2. An energy balance model should give improved results, as compared to an index snow cover model, when applied to a relatively open area where there is considerable variability in meteorological conditions during snowmelt.

In large relatively uniform open areas like those which encompass a
large part of the upper midwest portion of the United States, an energy balance model could be used for river forecasting without treating each watershed separately. If the necessary data are available, the snow cover could be simulated for 10 to 20 locations throughout the area. From the energy balance estimate of energy exchange the appropriate melt-factor for the day could be computed for each location. Then the melt-factors for each watershed could be determined by an interpolation scheme. The results should be nearly the same as if an energy balance model were used for each watershed. However, the computer requirements would be much less demanding.

3. In heavily forested watersheds an index snow cover model should give results that are similar to those that can be obtained with an energy balance model.

4. On other watersheds model selection will depend on the degree of climatic and physiographic variability. The more variability the better the chance that an energy balance model will give improved results as compared to an index model.

5. When extreme conditions are the only concern, an energy balance snow cover model should be used.
The purpose of this study was to expand the understanding of snow cover energy exchange by combining the results of various investigations dealing with specific energy transfer processes and to test the resulting energy and mass balance model on some of the best available data. The model is based on theoretical expressions for energy exchange across the air-snow interface and for heat transfer within the snow cover and across the snow-soil interface. In addition, other processes which affect energy transfer are included in the model. These include the addition of new snow, compaction and settling of the snow cover, and liquid-water retention and transmission. The model is tested on 6 years of data collected at the NOAA-ARS snow research station near Danville, Vermont. The results of the energy balance model are also compared with the results obtained by a simpler conceptual snow cover model [Anderson (1973)]. This model uses air temperature as the sole index to snow cover energy exchange. The conclusions are based on the tests of the energy balance model and the comparison between the energy balance and temperature index snow cover models.

1. The overall results of the energy balance model, based on comparisons between computed and observed values of snow cover variables at the NOAA-ARS snow research station, are quite good. The values of most of the model parameters are based directly on experimental determinations given in the literature. Calibration was only necessary in the case of a compaction parameter (\(C_1\)), the minimum fractional liquid-water-holding capacity (\(W_{\text{emin}}\)), and the parameters which define the turbulent transfer coefficients (\(b\), \(z_0\), and \(Ri_{CR}\)). Experimental measurements indicate a range of values for each of these parameters. The calibrated values fell within this range in each case, thus helping to substantiate the validity of the model.

The model, in its present form, probably uses too much computer time and is too complex for use in a practical application. However, by increasing computational time-step and depth intervals, plus making a few simplifications, the model could be reduced to a practical level without significantly reducing the computational accuracy. Techniques to account for the effect of slope, aspect, elevation, and forest cover
on the input variables are also needed before the model can be used for an areal application.

2. The verification of the energy balance model using the NOAA-ARS data resulted in a number of conclusions regarding specific parts of the model.

   a. The model adequately simulates snow surface and snow cover density under most conditions. The only exception is that the model does not account for the increased rate of densification when water saturation is high in portions of the snow cover. High saturation levels are rare, but can occur when ice layers significantly retard the movement of liquid-water through the snow cover.

   b. The reproduction of temperatures within the snow cover by the model is good. A reasonably accurate determination of the snow cover density profile, especially in the surface layers where the greatest temperature gradients occur, is shown to be essential to the accurate reproduction of snow cover temperature profiles.

   c. The model gives reasonably unbiased estimates of snow surface temperature. The RMS error between computed and observed snow surface temperature is 1.5 to 2 times as large as the estimated standard error of the infrared thermometer measuring system. Errors in estimated incoming longwave radiation, primarily affecting nighttime values, are responsible for a significant portion of the discrepancies between computed and observed snow surface temperatures.

   d. Stable atmospheric conditions exist nearly all of the time over a snow cover. Unstable conditions are of no real importance, especially during periods of significant snowmelt. Stability adjustments to the turbulent transfer coefficients give only a slight improvement in the reproduction of water-equivalent during the melt season. This is because stability conditions are nearly the same (bulk Richardson numbers from 0.05 to 0.1) during most hours when net turbulent heat transfer causes a significant amount of snowmelt at the NOAA-ARS snow research station.
e. The comparison between computed and observed water-equivalent is good for all years. Accurate measurements of snow cover outflow from a 7.3 m² lysimeter are only available during 1973. A statistical comparison of computed and observed daily snow cover outflow yields a standard error of 2.4 mm and a correlation coefficient of 0.98. Discrepancies are primarily caused by errors in the observed water-equivalent data, errors in the determination of incoming longwave radiation, and possible variations in the turbulent transfer coefficients during the snowmelt season due to variations in the roughness height parameter \(z_0\).

3. The comparison between the energy balance and temperature index snow cover models indicates that the energy balance model gives improved results. Air temperature is a good index to snowmelt during most periods. However, when the relationships between air temperature and the other meteorological variables deviate significantly from normal, the temperature index model does not provide good estimates of snowmelt. The energy balance model gives good estimates of snowmelt under all meteorological conditions.

4. The minimum recommended data requirements for using an energy balance model are measurements of air temperature, vapor pressure, and wind, plus a good estimate of incoming solar radiation. Index models are recommended for use when available data does not meet these requirements and in very heavily forested areas. Energy balance models should give improved results in open and partly forested areas when there is considerable variability in meteorological conditions during the snowmelt period. An energy balance snow cover model offers a much more reliable means of extrapolating to determine behavior under extreme conditions.
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APPENDIX A
PARTIAL DERIVATIVES OF BASIC EQUATIONS
WITH RESPECT TO THE UNKNOWN QUANTITIES

This appendix lists the partial derivatives for each of the basic finite-difference equations [Eqs. (4.4), (4.9), and (4.12)] with respect to the unknown quantities included in the equations. These partial derivatives are needed in order to solve the equations by use of the Newton-Raphson iteration technique.

Symbols which were defined in Chapter IV are not redefined. Eq. (3.18) is used for the specific heat of ice with $C_{H_1}$ representing the constant 0.0222, and $C_{H_2}$ representing 0.00176, the other constant in Eq. (3.18). Eq. (3.19) is used for the saturation vapor pressure at the snow surface ($e_0$). The finite-difference expression for $\partial T/\partial z$ is written as

$$\left( \frac{\partial T}{\partial z} \right)_n = \frac{F_6}{2 \cdot DL_1 \cdot DL_2}, \quad (A.1)$$

where:

$$DL_1 = z_n - z_{n-1}, \quad DL_2 = z_{n+1} - z_n, \quad \text{and}$$

$$F_6 = DL_1 \cdot T_{n+1} + (DL_2 - DL_1) \cdot T_n - DL_2 \cdot T_{n-1}.$$

The finite-difference expression for $\partial^2 T/\partial z^2$ is written as

$$\left( \frac{\partial^2 T}{\partial z^2} \right)_n = \frac{2 \cdot F_7}{DL_1 \cdot DL_2 \cdot (DL_1 + DL_2)}, \quad (A.2)$$

where $F_7 = DL_1 \cdot T_{n+1} - (DL_1 + DL_2) \cdot T_n + DL_2 \cdot T_{n-1}$.

Derivatives of the Surface Layer Equation ($E_o$)

The partial derivatives of the surface layer equation are:

with respect to the surface layer temperature at time $t + \Delta t$

$$\frac{\partial E_o}{\partial T_0} = (d \cdot \rho_o)^T \cdot C_{H_1} + 2 \cdot (d \cdot \rho_o)^T \cdot C_{H_2} \cdot T^{t+\Delta t}. \quad (A.3)$$
\[ + 4 \theta \Delta t \cdot \varepsilon \cdot \sigma \cdot (T_o^{t+\Delta t})^3 + \theta \cdot (L_s \cdot \rho_w / 10) \cdot f(U_d) \cdot \gamma \\
+ \left[ \theta \cdot L_s \cdot \rho_w \cdot f(U_d) \cdot e_o^{t+\Delta t} / 10 \cdot R_w \cdot (T_o^{t+\Delta t})^2 \right], \]

with respect to intermediate layer temperatures at time \( t + \Delta t \)  
(n varies from 1 to N-1)

\[ \frac{\partial E_o}{\partial T_n^{t+\Delta t}} = (d \cdot \rho_s)_n \cdot C_{H1}^t + 2 \cdot (d \cdot \rho_s)_n \cdot C_{H2}^t \cdot T_n^{t+\Delta t} , \]  
(A.4)

with respect to the bottom layer temperature at time \( t + \Delta t \)  
(bottom layer not at 0\(^{\circ}\)C)

\[ \frac{\partial E_o}{\partial T_n^{t+\Delta t}} = \frac{\theta \cdot \Delta t \cdot F_l^{t+\Delta t}}{0.5 \cdot d_n \cdot F_l^{t+\Delta t} + d_n \cdot F_l^{t+\Delta t} + d_n \cdot F_l^{t+\Delta t}} \cdot \left\{ \frac{F_l^{t+\Delta t} - L_s \cdot C_{D_n} \cdot F_3^{t+\Delta t} \cdot (T_g^{t+\Delta t} - T_N^{t+\Delta t})}{T_N^{t+\Delta t}} \right\} , \]  
(A.5)

and with respect to the amount of liquid-water in each layer at time \( T + \Delta t \)  
(n varies from zero to N)

\[ \frac{\partial E_o}{\partial W_{n}}^{t+\Delta t} = \frac{L_f \cdot \rho_w}{10} . \]  
(A.7)

\( R_w \) is the gas constant for water vapor and \( F_3 \) is defined as

\[ F_3 = \frac{\partial F_2}{\partial T} = T^n d . f'' + n_d . f' . T^{(n_d - 1)} . \]  
(A.8)
Derivatives of the Intermediate Layer Equations ($E_n$)

The partial derivatives of the intermediate layer equation (n varies from 1 to N-1) are:

with respect to the temperature of the layer above at time $t + \Delta t$

\[
\frac{\partial E_n}{\partial T_{n-1}} = \frac{2 \cdot \theta \cdot \Delta t \cdot F_{1n}^{t+\Delta t}}{(\rho_s)^t \cdot (c_i)^{t+\Delta t} \cdot DL_1 \cdot (DL_1 + DL_2)} + \frac{\theta \cdot \Delta t \cdot \left( \frac{\partial e}{\partial s} \right)^t}{2 \cdot (\rho_s)^t \cdot (c_i)^{t+\Delta t} \cdot DL_1} \cdot \left( \frac{\partial \rho_s}{\partial z} \right)^t
\]

\[
\theta \cdot \Delta t \cdot C_D \cdot L_s \cdot F_{6n}^{t+\Delta t} \cdot \left( \frac{n_d}{T_{n+\Delta t}^t} \cdot F_{2n}^{t+\Delta t} + F_{4n}^{t+\Delta t} \right)
\]

\[
+ \frac{\theta \cdot \Delta t \cdot C_D \cdot L_s \cdot F_{6n}^{t+\Delta t}}{2 \cdot (\rho_s)^t \cdot (c_i)^{t+\Delta t} \cdot (DL_1)^2 \cdot DL_2}
\]

with respect to the temperature of the given layer at time $t + \Delta t$

\[
\frac{\partial E_n}{\partial T_n} = 1.0 + \frac{\theta \cdot C_{H2} \cdot I_{n}}{(d \cdot (\rho_s))^t \cdot (c_i)^{t+\Delta t}} + \frac{2 \cdot \theta \cdot \Delta t}{(\rho_s)^t \cdot DL_1 \cdot DL_2 \cdot (DL_1 + DL_2)} \cdot (c_i)^{t+\Delta t}
\]

\[
\left[ C_{H2} \cdot (F_{1n} \cdot F_{7n})^{t+\Delta t} \right] \left[ L_s \cdot C_D \cdot (F_{3n} \cdot F_{7n})^{t+\Delta t} + (DL_1 + DL_2) \cdot F_{1n}^{t+\Delta t} \right]
\]

\[
\theta \cdot \Delta t \cdot \left( \frac{\partial e}{\partial s} \right)^t \cdot \left( \frac{\partial \rho_s}{\partial z} \right)^t \cdot \left[ \frac{C_{H2} \cdot F_{6n}^{t+\Delta t}}{(c_i)^{t+\Delta t}} \right] \cdot \left[ \frac{C_{H2} \cdot F_{6n}^{t+\Delta t}}{(c_i)^{t+\Delta t}} \right] - (DL_2 - DL_1)
\]

\[
+ \frac{\theta \cdot \Delta t \cdot C_D \cdot L_s}{4 \cdot (\rho_s)^t \cdot (DL_1 \cdot DL_2)^2 \cdot (c_i)^{t+\Delta t}} \cdot \left[ \frac{C_{H2} \cdot (F_{6n}^{t+\Delta t})^2 \cdot \left( \frac{n_d}{T_n} \cdot F_{2n}^{t+\Delta t} + F_{4n}^{t+\Delta t} \right)}{(c_i)^{t+\Delta t}} \right]
\]
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\[- \left( F_6^{t+\Delta t} \right)^2 \left( F_5^{t+\Delta t} + \frac{n_d}{T_n^{t+\Delta t}} \cdot F_3^{t+\Delta t} - \frac{n_d \cdot F_2^{t+\Delta t}}{(T_n^{t+\Delta t})^2} \right) \]

\[- 2 \cdot F_6^{t+\Delta t} \cdot (DL_2 - DL_1) \cdot \left( \frac{n_d}{T_n^{t+\Delta t}} \cdot F_2^{t+\Delta t} + F_4^{t+\Delta t} \right) \]

with respect to the temperature of the layer below at time \( t + \Delta t \)

\[
\frac{\partial E_n}{\partial T_n^{t+\Delta t}} = \frac{2 \cdot \theta \cdot \Delta t \cdot F_1_n^{t+\Delta t}}{(\rho_s)^{t+\Delta t} \cdot (c_i)^{t+\Delta t} \cdot DL_2 \cdot (DL_1 + DL_2)} - \frac{\theta \cdot \Delta t \cdot \frac{\partial k}{\partial \rho_s} \cdot (\frac{\partial \rho_s}{\partial z})^{t+\Delta t}}{2 \cdot (\rho_s)^{t+\Delta t} \cdot (c_i)^{t+\Delta t} \cdot DL_2 \cdot (DL_2)^2} \tag{A.11}
\]

\[
\frac{\partial E_n}{\partial T_n^{t+\Delta t}} = \frac{\theta \cdot \Delta t \cdot C_D \cdot L_s \cdot F_6^{t+\Delta t} \cdot \left( \frac{n_d}{T_n^{t+\Delta t}} \cdot F_2^{t+\Delta t} + F_4^{t+\Delta t} \right)}{2 \cdot (\rho_s)^{t+\Delta t} \cdot (c_i)^{t+\Delta t} \cdot DL_1 \cdot (DL_2)^2}
\]

and with respect to the amount of liquid-water in the given layer at time \( t + \Delta t \)

\[
\frac{\partial E_n}{\partial W_n^{t+\Delta t}} = \frac{L_f \cdot \rho_w}{10 \cdot (d \cdot \rho_s)^{t+\Delta t} \cdot (c_i)^{t+\Delta t}} \tag{A.12}
\]

F5 is defined as

\[
F5 = \frac{\partial F_4}{\partial T} = T^{n_d \cdot f''' + n_d \cdot f'' \cdot T^{(n_d - 1)}} \tag{A.13}
\]

where \( f''' \) is defined by Eq. (3.24).

Derivatives of the Bottom Layer Equation (\( F_N \))

The partial derivatives of the bottom layer equation are:

with respect to the temperature of the layer above at time \( t + \Delta t \)
\[ \frac{\partial E_N}{\partial T_{n-1}} + \frac{2 \theta \Delta t \cdot F_{1N}^{t+\Delta t}}{(d \cdot \rho)_N \cdot (c_i)_N \cdot \left( t_{n-1}^{t+\Delta t} - t_N^{t+\Delta t} \right)} \cdot \left( \frac{d_{n-1}^t \cdot F_{1N}^{t+\Delta t} + d_{n}^t \cdot F_{1N}^{t+\Delta t}}{d_{n-1}^t \cdot F_{1N}^{t+\Delta t} + d_{n}^t \cdot F_{1N}^{t+\Delta t}} \right) \]

and with respect to the temperature of the bottom layer at time \( t + \Delta t \)

\[ \frac{\partial E_N}{\partial T_N} = 1.0 + \frac{\theta \cdot c_{H2} \cdot F_{1N}^{t+\Delta t}}{(d \cdot \rho)_N \cdot (c_i)_N \cdot \left( t_{n-1}^{t+\Delta t} - t_N^{t+\Delta t} \right)} \cdot \left( \frac{d_{n-1}^t \cdot F_{1N}^{t+\Delta t} + d_{n}^t \cdot F_{1N}^{t+\Delta t}}{d_{n-1}^t \cdot F_{1N}^{t+\Delta t} + d_{n}^t \cdot F_{1N}^{t+\Delta t}} \right) \]

\[ \cdot \left( \frac{d_{n-1}^t \cdot L \cdot c_{D} \cdot (F_1 \cdot F_3)_N^{t+\Delta t} \cdot \left( t_{n-1}^{t+\Delta t} - t_N^{t+\Delta t} \right)}{d_{n-1}^t \cdot F_{1N}^{t+\Delta t} + d_{n}^t \cdot F_{1N}^{t+\Delta t}} \right) \]

\[ + \frac{c_{H2} \cdot F_{1N}^{t+\Delta t} \cdot \left( t_{n-1}^{t+\Delta t} - t_N^{t+\Delta t} \right)}{(c_i)_N^{t+\Delta t}} \cdot \left( \frac{L \cdot c_{D} \cdot F_3^{t+\Delta t} \cdot \left( t_{n-1}^{t+\Delta t} - t_N^{t+\Delta t} \right)}{T_{n-1}^{t+\Delta t} - T_N^{t+\Delta t}} \right) \]

\[ + F_{1N}^{t+\Delta t} \}

When the bottom layer is not at 0°C

\[ \frac{\partial T}{\partial T_N} = \frac{\theta \cdot \Delta t \cdot F_{1g}^{t+\Delta t}}{(d \cdot \rho)_N \cdot (c_i)_N \cdot \left( d \cdot F_{1g}^{t+\Delta t} + 0.5 \cdot d \cdot F_{1g}^{t+\Delta t} \right)} \]
\[
\left( L_s \cdot C_{\text{D}} \cdot d \cdot \left( \frac{F_1 \cdot F_3}{N} \right)^{t+\Delta t} \cdot \left( \frac{T^{t+\Delta t} - T_N}{g} \right) \right) \cdot \left( \frac{d \cdot F_1^{t+\Delta t} + 0.5 \cdot d \cdot F_1^{t+\Delta t}}{g} \right) \\
+ \frac{C_{\text{H}} \cdot F_1^{t+\Delta t} \cdot \left( T^{t+\Delta t} - T_N \right)}{g} \cdot \left( c_i^t \right)^{t+\Delta t} \\
- L_s \cdot C_{\text{D}} \cdot F_3^{t+\Delta t} \cdot \left( \frac{T^{t+\Delta t} - T_N}{g} \right) \cdot \left( F_1^{t+\Delta t} \right) 
\]

and when the bottom layer is at 0°C

\[
\frac{\partial T}{\partial t} = \frac{\theta \cdot \Delta t \cdot F_1^{t+\Delta t}}{(d \cdot \rho_s)^t \cdot \left( c_i \right)^{t+\Delta t}} \cdot \left( \frac{C_{\text{H}} \cdot T^{t+\Delta t} - T_N}{g} \right) + 1.0
\]

The partial derivative of the bottom layer equation with respect to the amount of liquid-water in the bottom layer at time \( t + \Delta t \) is

\[
\frac{\partial E}{\partial \rho_w} = \frac{L_f \cdot \rho_w}{10 \cdot (d \cdot \rho_s)^t \cdot \left( c_i \right)^{t+\Delta t}}
\]
NWS 16  Storm Tide Frequencies on the South Carolina Coast. Vance A. Myers, June 1975. (COM-75-11335)

NWS 17  Estimation of Hurricane Storm Surge in Apalachicola Bay, Florida. James E. Overland, June 1975. (COM-75-11332)
