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ABSTRACT

This study investigates sea surface temperature (SST) and precipitation variations in the eastern Arabian

Sea (EAS) induced by the northward-propagating Indian summer monsoon (ISM) intraseasonal oscillations

(MISOs) through analyzing satellite observations and the Climate Forecast System Reanalysis (CFSR) and

performing ocean general circulation model (OGCM) experiments. MISOs in the EAS achieve the largest

intensity in the developing stage (May–June) of the ISM. The MISOs induce intraseasonal SST variability

primarily through surface heat flux forcing, contributed by both shortwave radiation and turbulent heat flux,

and secondarily through mixed layer entrainment. The shallow mixed layer depth (MLD , 40m) in the

developing stage and decaying stage (September–October) of the ISM significantly amplifies the heat flux

forcing effect on SST and causes large intraseasonal SST variability. Meanwhile, the high SST (.298C) in the

developing stage leads to enhanced response of MISO convection to SST anomaly. It means that the ocean

state of the EAS region during the developing stage favors active two-way air–sea interaction and the for-

mation of the strong first-pulse MISO event. These results provide compelling evidence for the vital role

played by the ocean in the MISO mechanisms and have implications for understanding and forecasting the

ISM onset. Compared to satellite observation, MISOs in CFSR data have weaker SST variability by ;50%

and biased SST–precipitation relation. Reducing these biases in CFSR, which provides initial conditions of

the National Centers for Environmental Prediction (NCEP)Climate Forecast System version 2 (CFSv2), may

help improve the ISM rainfall forecast.

1. Introduction

During boreal summer, the north Indian Ocean is

dominated by prevailing southwesterly winds and heavy

rainfall (Fig. 1), characterizing the Indian summer mon-

soon (ISM). The ISM, as amajor component of theAsian

monsoon system, has profound impacts on the agricul-

ture, economy, and environment of South and Southeast

Asian countries (e.g., Gadgil and Rupa Kumar 2006).

Accurate prediction of the ISM rainfall is of paramount

importance for agriculture planning and society adapta-

tion and therefore a major task for climate researchers.

The ISM system, however, exhibits strong and compli-

cated variability over a wide range of time scales, which

makes its simulation and prediction rather challenging for

climate models (e.g., Wang et al. 2005; Goswami et al.

2006; Goswami et al. 2015). One substantial component

of the ISM rainfall variability is at the intraseasonal time

scale, which typically manifests as fluctuations between

active spells with good rainfall and break spells with little

rainfall over India (Goswami and Ajaya Mohan 2001;

Webster et al. 2002; Rajeevan et al. 2010). Prolonged or

frequent breaks can cause widespread drying over South

Asia and lead to substantial agricultural yield reduction.

The active and break spells are closely associated with the
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large-scale atmospheric intraseasonal oscillations, refer-

red to as the monsoon intraseasonal oscillations (MISOs;

Yasunari 1979, 1980). The ISM rainfall shows two spec-

tral peaks within the intraseasonal band, corresponding

to the two dominant modes of the MISO. The low-

frequency mode has a typical period of 30–60 days and

propagates northward/northeastward from the equatorial

Indian Ocean to South Asia. Some of them are associated

with the eastward-propagating Madden–Julian oscilla-

tions along the equator (e.g.,Madden and Julian 1971; Lau

and Chan 1985; Zhang 2005). The 10–20-day high-

frequency mode is the manifestation of convectively

coupled Kelvin and Rossby waves and propagates

westward/northwestward from the western Pacific

Ocean (e.g., Krishnamurti and Ardanuy 1980; Kiladis

and Weickmann 1997; Chatterjee and Goswami 2004).

These MISOs affect not only the onset/withdrawal and

active/break spells of the ISM but also the seasonal

evolution and interannual variability of the monsoon

precipitation (e.g., Lau and Chan 1985; Annamalai and

Slingo 2001; Hoyos and Webster 2007).

Many mechanisms have been proposed to understand

the MISO dynamics. At the lowest order the MISO is

considered as an internal instability mode of the tropical

atmosphere (e.g., Wang and Xie 1998; Lawrence and

Webster 2002; Jiang et al. 2004; Drbohlav and Wang

2005). For example, Jiang et al. (2004) suggest that the

northward-propagating 30–60-dayMISOs arise from the

convection–moisture feedback associated with moisture

advection of low-level winds. According to Jiang et al.’s

(2004) theory, the vertical shear of monsoon winds can

result in positive vorticity and moisture convergence to

the north of the convection center, leading to the

northward shift of the convection system. On the other

hand, air–sea interaction has been shown to play an

important role in MISO dynamics (e.g., Kemball-Cook

andWang 2001; Fu et al. 2002, 2003; Roxy and Tanimoto

2007). Many observational studies have described co-

herent variations in sea surface temperature (SST) and

atmospheric fields during MISO events in the tropical

Indian Ocean (Sengupta and Ravichandran 2001;

Sengupta et al. 2001; Harrison and Vecchi 2001; Joseph

and Sabin 2008), and air–sea interaction is suggested to

be important in their northward propagation. The warm

SST to the north of the convection center can destabilize

the lower atmosphere and lead to the northward

movement of the convection system (Kemball-Cook

and Wang 2001; Harrison and Vecchi 2001; Roxy and

Tanimoto 2007). The importance of air–sea interaction,

especially the SST feedbacks to the atmosphere, in the

MISO dynamics has been confirmed by modeling stud-

ies (Fu et al. 2002, 2003; Fu and Wang 2004; Rajendran

and Kitoh 2006; Seo et al. 2007; Wang et al. 2009;

Achuthavarier and Krishnamurthy 2011). Intraseasonal

SST anomalies over the tropical Indian Ocean can dra-

matically modify the simulated MISOs in amplitude,

FIG. 1. Monthly climatology of precipitation (color shading; mmday21) and 10-m winds (vectors; m s21) for May–October based on

TRMM and CCMP data of 1998–2011.
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frequency, and propagation behaviors. By considering

intraseasonal air–sea interaction, coupled general circu-

lation models (GCMs) produce more realistic MISOs in

spatiotemporal characteristics and SST–precipitation re-

lationship than SST-forced atmosphere GCMs (e.g., Fu

et al. 2003; Pegion and Kirtman 2008; Seo et al. 2007;

Wang et al. 2009; Sharmila et al. 2013) and significantly

extend the predictability of the ISM rainfall (Waliser

et al. 2001; Fu et al. 2007, 2008). Consequently, in-

vestigating the intraseasonal Indian Ocean SST vari-

ability and its feedback to the atmosphere will help to

further understand the MISO dynamics and improve

ISM rainfall prediction.

The ISM onset starts in theWestern Ghats (Sahyadri)

of India during May–June (e.g., Joseph et al. 1994;

Webster et al. 1998;Wu andWang 2001), often triggered

by the first strong MISO event of the year (e.g., Lau and

Yang 1996; K. Li et al. 2013; Zhou and Murtugudde

2014). MISOs induce prominent SST variability in the

Arabian Sea, Bay of Bengal (BoB), eastern equatorial

Indian Ocean Basin, and South China Sea (e.g.,

Sengupta et al. 2001; Harrison and Vecchi 2001; Joseph

and Sabin 2008; Duncan and Han 2009; Roxy and

Tanimoto 2012). Among others, SST in the Arabian Sea

is of particular interest because of its vital impact on the

onset and variability of the ISM (e.g., Shukla 1975; Rao

and Sivakumar 1999; Izumo et al. 2008; Prodhomme

et al. 2015). The mini warm pool of the Arabian Sea

formed in spring is the primary moisture source for the

ISM rainfall (Ninomiya and Kobayashi 1999). Positive

SST anomalies over the eastern Arabian Sea (EAS)

tend to occur prior to the positive precipitation anom-

alies of MISOs and provide a favorable condition for

convective activity (Roxy and Tanimoto 2007). Xi et al.

(2015) found that intraseasonal SST anomalies in the

EAS contribute to the atmospheric static instability and

deep convection of MISOs. Roxy et al. (2013) showed

that the response of precipitation to intraseasonal SST

anomaly is much faster in the EAS (;5 days) than in the

BoBand SouthChina Sea (;12 days), indicative of amore

active role of the ocean in MISO mechanisms. Intra-

seasonal SST variability and relevant upper-ocean pro-

cesses in theArabian Sea deservemore attention from the

climate community. For example, the ocean mixed layer

depth (MLD) is a crucial factor in determining intra-

seasonal SST amplitude (e.g., Keerthi et al. 2013; Roxy

et al. 2013; Li et al. 2014). A shallow (deep) MLD can

amplify (attenuate) the SST response to atmospheric

forcing of theMISO. Roxy et al. (2013) suggested that the

systematic bias of the modeled MLD is a primary error

source for the MISO simulation of the National Centers

for Environmental Prediction (NCEP) Climate Forecast

System version 2 (CFSv2; Saha et al. 2014).

The present study is mainly motivated by three ob-

jectives. First, we aim to provide a comprehensive de-

scription of the intraseasonal SST and precipitation

variability during the ISM, underscoring its unique

characteristics in the Arabian Sea. We analyze recent

high-quality satellite observations and the NCEP Cli-

mate Forecast System Reanalysis (CFSR) data, which

are used to initialize the CFSv2 forecast. Given the im-

portance of the initial condition in the extended-range

forecast of the ISM (Goswami andGouda 2009; Abhilash

et al. 2014; Alessandri et al. 2015), evaluating CFSR in

representing MISOs and air–sea interaction processes

may provide implications for improving the CFSv2

monsoon forecast. Second, we attempt to gain insights

into the upper-ocean processes controlling intraseasonal

SST variability in the Arabian Sea. This is pursued

through ocean GCM (OGCM) experiments that can

isolate effects of different forcing on SST and a mixed

layer heat budget analysis using the OGCM results. Fi-

nally, we examine the impact of the ocean state, such as

MLD, on intraseasonal SST variability and MISOs.

Through these efforts, the present study will complement

our knowledge of air–sea interaction processes involved

in MISO dynamics and thereby help to identify the tar-

gets for improving CFSv2 monsoon forecast. The rest of

the paper is organized as follows. Section 2 outlines the

satellite observational data, reanalysis data, and theOGCM

utilized in this study. Section 3 describes the characteristics

of intraseasonal SST and precipitation variability asso-

ciated with MISOs from observational data and CFSR.

Section 4 explores oceanic processes controlling intra-

seasonal SST variability in the EAS and examines the

impact of MLD. Finally, section 5 summarizes the main

results and provides discussion.

2. Data and model

a. Observational data

In this study we analyze high-quality satellite observa-

tions during 1998–2014. For precipitation, we use the

Tropical Rainfall Measuring Mission (TRMM) Multi-

satellite Precipitation Analysis (TMPA) level 3B42 ver-

sion 7 (V7) product (Huffman et al. 2007). It provides

calibrated daily precipitation estimates from multiple sat-

ellites and gauge analyses with 0.258 3 0.258 spatial reso-
lution. For SST, we use the TRMM Microwave Imager

(TMI) V7 product (Wentz et al. 2000), which provides

0.258 3 0.258, 3-day running mean, daily SST fields based

on satellite microwave measurements. We also use the

geostationary enhanced 18 3 18 shortwave and longwave

radiation (SWR and LWR) products of Clouds and the

Earth’s Radiant Energy System (CERES; Wielicki et al.

1996; Loeb et al. 2001) available since March 2000. Daily
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turbulent heat flux QT (latent heat flux plus sensible heat

flux) with 18 3 18 resolution is taken from the objectively

analyzed air–sea fluxes (OAFlux;Yu andWeller 2007), and

daily 0.258 3 0.258 surface winds are from the cross-

calibrated multiplatform (CCMP) ocean 10-m wind vec-

tors (Atlas et al. 2008) during 1998–2011. In addition, the

18 3 18monthly ocean temperature and salinity data during

2001–14 from the gridpoint value of the monthly objective

analysis using the Argo data (MOAAGPV; Hosoda et al.

2008) are used for estimating the observational MLD.

In this study intraseasonal variations associated with

MISOs are represented by 20–90-day anomalies of

oceanic and atmospheric variables in the tropical Indian

Ocean. They are obtained by first removing the mean

seasonal cycle and then applying a Lanczos bandpass filter

(Duchon 1979). The 20–90-day fluctuations are primarily

signatures of the 30–60-day mode of the MISO propa-

gating northward from the equatorial Indian Ocean to

South Asia. The northwestward-propagating 10–20-day

mode is therefore out of the scope of the present research.

b. CFSR

We also analyze precipitation, SST, winds, heat fluxes,

and MLD of the CFSR data (Saha et al. 2010; Xue et al.

2011) developed by NCEP. The CFSR data spanning

January 1998–December 2010 are downloaded from the

National Oceanic and Atmospheric Administration

(NOAA) national operational model archive and distri-

bution system (NOMADS) and the National Center for

Atmospheric Research (NCAR) in hourly resolution and

averaged into daily data. Comparing with earlier versions

of NCEP reanalysis products and other widely used at-

mospheric reanalysis data, CFSR has many advantages

(Saha et al. 2010; Wang et al. 2011). First, it is the first

reanalysis system in which the guess fields are 6-hourly

forecast results of a coupled atmosphere–ocean-ice cli-

mate system. Second, it uses higher horizontal (;38km)

and vertical (64 levels) resolutions in the atmosphere

component. Third, it assimilates satellite-based radiances

rather than the retrieved temperature and humidity

values. The ocean component of CFSR is the Geo-

physical Fluid Dynamics Laboratory (GFDL) Modular

Ocean Model version 4.0 (MOM4) with a zonal resolu-

tion of 0.58 and a meridional resolution changing gradu-

ally from 0.258 between 108S and 108N to 0.58 poleward of
308S and 308N. The top-layer thickness of MOM4 is 10m,

and therefore SST of CFSR in fact represents the bulk

temperature of 0–10m. Satellite and in situ ocean obser-

vations are assimilated into CFSR using a 3D variational

data assimilation (3DVAR) scheme. Temperature of the

top layer (SST) is strongly nudged to the daily Optimum

Interpolation SST (OISST) product–based AVHRR and

AMSR satellite measurements and in situ data from ships

and buoys (Reynolds et al. 2007). For a detailed de-

scription of the CFSR’s features, readers are referred to

Saha et al. (2010) and Xue et al. (2011). According to

assessments of Xue et al. (2011) and Wang et al. (2011),

CFSR can much better represent the mean structure and

variability of the tropical atmosphere and ocean than its

early versions. In particular, tropical intraseasonal pre-

cipitation is greatly improved (Wang et al. 2012).

c. OGCM experiments

The Hybrid Coordinate Ocean Model (HYCOM)

version 2.2.18 (Halliwell 2004; Wallcraft et al. 2009) is

utilized to understand the ocean processes governing

intraseasonal SST variability. HYCOM is configured to

the Indian Ocean basin within 508S–308N, 308–122.58E
with a horizontal resolution of 0.258 3 0.258 and 26 hy-

brid vertical layers (Li et al. 2014, 2015). The layer

thickness gradually enlarges from ;2.6m near the sur-

face to ;500m in the deep ocean. At the western,

eastern, and southern open-ocean boundaries 58 sponge
layers are applied, in which the model temperature and

salinity are relaxed to the World Ocean Atlas (WOA)

climatology. The surface forcing fields of HYCOM in-

clude 0.758 3 0.758 2-m air temperature and humidity

from the European Centre for Medium-RangeWeather

Forecasts (ECMWF) interim reanalysis (ERA-Interim)

products (Dee et al. 2011), surface net SWR and LWR

from the CERES product, precipitation from TMPA

level 3B42V7 product, and surface wind speed and wind

stress calculated from CCMP 10-m winds. Note that in

our model, wind speed and wind stress are separately

imposed on the model ocean. While wind stress affects

SST via ocean dynamical and mixed layer processes

(e.g., horizontal advection, upwelling, and turbulent

mixing), wind speed affects SST through turbulent heat

flux (latent heat flux plus sensible heat flux). In our

model, turbulent heat flux is calculated from surface

wind speed, air temperature, specific humidity, andmodel

(instead of observed) SST using the Coupled Ocean–

Atmosphere Response Experiment (COARE 3.0) algo-

rithm (Kara et al. 2005) and consequently includes

feedback from SST variability. Monthly river discharge

records of Papa et al. (2010) andDai et al. (2009) are used

as lateral freshwater flux forcing.

The model is spun up from a state of rest for 30 years

under monthly climatologic atmospheric forcing of the

2000–11 period. Restarting from the already spun up

solution, HYCOM is integrated forward fromMarch 2000

toNovember 2011, a period determined by the availability

of CERES radiation and CCMP winds at the time when

the model experiments were performed. The main run

(MR) is forced with the original daily forcing. Its solu-

tion contains the complete processes and is compared
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with observations to evaluate model performance. The

MISOs induce intraseasonal SST variability mainly

through three effects: SWR, wind speed–controlled tur-

bulent heat fluxes, and wind stress–driven oceanic pro-

cesses (advection, upwelling, and mixing). Here the

three effects on SST are isolated via three parallel

HYCOM experiments. In the NoSWR experiment, the

daily SWR is filtered with a 105-day low-pass Lanczos

digital filter, and the other forcing fields are the same

as in MR. The intraseasonal (20–90 day) SST in the

difference, MR 2 NoSWR, can therefore measure the

SWR effect of MISOs on SST. In NoWND both wind

speed and wind stress are 105-day low-pass filtered,

while in the NoTAU experiment only wind stress is low-

pass filtered. Therefore, the difference MR 2 NoTAU

quantifies the wind stress forcing effect of MISOs on

SST, while the NoTAU 2 NoWND solution measures

the wind speed effect on SST through turbulent heat

flux. Results of the four experiments are stored in 3-day

mean resolution. To exclude the transient effect from

the spinup run, we ignore the output of year 2000, and

the 11-yr data of 2001–11 are used for analysis.

3. Variability of SST and precipitation associated
with the MISOs

a. Observations and CFSR

In this study the ISM season is broadly defined as the

period of 15May–15October, and the standard deviation

(STD) of 20–90-day precipitation during ISM season

represents the intensity of intraseasonal precipitation

variability associated with MISOs (Fig. 2a). The distri-

bution of precipitation STD generally resembles the

mean precipitation pattern in Fig. 1, with two variance

maxima located in the EAS and BoB where the mean

precipitation is large. In the EAS, large variations with

STD. 9mmday21 occur near the western coast of India.

Over the BoB, large intraseasonal variations with

STDs . 8mmday21 cover both the coastal region and

interior bay. The two variance maxima are accompanied

FIG. 2. STD of 20–90-day precipitation (mmday21) for the ISM season (15 May–15 October) based on

(a) TRMM and (b) CFSR products of 1998–2010. STD of 20–90-day SST (8C) for the ISM season based on (c) TMI

and (d) CFSR products of 1998–2010. The black rectangles define the areas of the EAS (108–208N, 658–758E) and
the BoB (108–208N, 858–958E).
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by weaker variations near the equator, indicating that the

MISOs strengthen as they propagate northward from the

equator. Strong variations with STDs of 6–8mmday21

are seen to the south of the equator in the central-to-

eastern Indian Ocean basin, corresponding to the in-

tertropical convergence zone (ITCZ), along which the

Madden–Julian oscillations propagate eastward. Intra-

seasonal variability of precipitation in CFSR product

(Fig. 2b) has an overall agreement with TRMMdata. Yet

strong variations in CFSR are more confined to the

eastern boundary areas of the EAS and BoB, with much

weaker variations in the basin interior. Similar to pre-

cipitation, SST also shows prominent intraseasonal vari-

ability in the BoB and Arabian Sea (Fig. 2c). The

strongest SST signals, however, appear along the

Somalia–Oman coast in the western Arabian Sea, with a

STD exceeding 0.68C. These SST variations arise pri-

marily from ocean internal instabilities of the western

boundary currents and are generally not related to the

MISOs (Jochum andMurtugudde 2005;Duncan andHan

2009; Vialard et al. 2012). Instead, SST variations in the

EAS and BoB, with an STD of 0.38–0.58C, are primarily

induced by MISOs and possibly involved in the MISO

dynamics (Kemball-Cook and Wang 2001; Roxy and

Tanimoto 2007; Duncan and Han 2009; Vialard et al.

2012). To capture the prominent rainfall and SST signa-

tures ofMISOs in the two regions, we define the EAS box

(108–208N, 658–758E) and the BoB box (108–208N, 858–
958E). Similar to precipitation, SST variability in CFSR

(Fig. 2b) exhibits realistic spatial distribution, while its

amplitude is smaller thanTMI observation by up to 0.18C.
Daily precipitation time series averaged over the

EAS and BoB boxes exhibit pronounced intraseasonal

variability during the ISM season (Fig. 3). A close in-

spection reveals a striking difference between the two

regions. In the EAS, precipitation tends to have

stronger fluctuations at the beginning of the ISM sea-

son (Fig. 3a), showing more strong convection events in

May and June. This feature is identifiable in almost

every year, particularly in 1999, 2001, 2002, 2003, 2005,

2006, 2007, 2008, 2010, and 2013. This feature, however,

is absent in the BoB, although the total ISM rainfall is

larger than that of the EAS (Fig. 3b). For convenience,

hereafter we divide the ISM period into three stages:

the developing stage of 15 May–31 June, the mature

stage of 1 July–31 August, and the decaying stage of

1 September–15 October. Figures 3c–e compare the STD

maps of 20–90-day precipitation of the three stages.

Along the west coast of India the precipitation variability

is even slightly stronger in the mature stage than in the

developing stage, but in the interior Arabian Sea basin

precipitation variability is much stronger in the de-

veloping stage. Such spatial pattern implies that ocean

processes may play a role in the enhanced MISO in-

tensity in the developing stage of the ISM, which re-

quires in-depth investigation.

To reveal the common characteristics of MISOs, we

conduct a composite analysis, a method widely used in

MISO research (e.g., Jiang et al. 2004; Wang et al. 2009;

Sharmila et al. 2013). The MISO convective events are

identified as the maxima of 20–90-day precipitation ex-

ceeding one STD value (Fig. 4a). Under this criterion, 48

MISO events occurred in the EAS during 1998–2010.

The MISO events from CFSR are quite consistent with

those from TRMMdata, showing 44 events for the same

period (Fig. 4b). These events are utilized for the com-

posite. Specifically, the precipitation peak is taken as the

zero day, and then 20–90-day bandpass-filtered ocean

and atmospheric variables from these events are aver-

aged for each day from 230 day to 130 day. Figure 5a

shows the composites of TRMM precipitation and TMI

SST between 658 and 758E (longitude range of the EAS

box) based on the 48 events. The positive precipitation

anomaly, representing the convection center, can be

traced back to the equator on 210 day and moves to

208N on17 day, indicating a mean propagation speed of

;1.5m s21 (1.188 latitudeday21). Precipitation and SST

exhibit a clear quadrature phase relationship, with a

warm SST anomaly of 0.48–0.58C leading precipitation

event, which is followed by a cold SST anomaly of 0.38–
0.48C. These characteristics are approximately consis-

tent with the earlier results attained by Roxy and

Tanimoto (2007) and Roxy et al. (2013). The CFSR

composites generally produce realistic large-scale pre-

cipitation structures and the quadrature phase re-

lationship between precipitation and SST (Fig. 5b), but

its SST signals are much weaker. The SST maxima of

CFSR are located near the northern boundary (;208N)

rather than at the latitude of the precipitation maximum

(158–168N) as in observation.

The relationship between intraseasonal SST and pre-

cipitation is an important aspect of the MISO character-

istics and provides indications for air–sea interaction

(e.g., Goswami 2005; Roxy et al. 2013; Xi et al. 2015).

Temporal evolutions of the EAS-averaged SST and

precipitation of the composite MISO are plotted in

Fig. 5c. Positive SST anomaly, with a composite magni-

tude of ;0.48C, occurs 5–6 days before the precipitation

event (black curve in Fig. 5c). This response time of

convection to warm SST is much shorter than in the BoB

and South China Sea (;12 days; Roxy et al. 2013). Roxy

et al. (2013) demonstrated that the strong surface back-

ground wind convergence, established by the zonal SST

gradient in the Arabian Sea, accelerates the upward

motion of anomalous moist air and leads to a quicker

response of regional precipitation to SST anomaly. The
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convection of theMISO is accompanied with reduced net

surface heat flux Qnet (blue curve; the sum of SWR,

LWR, andQT), which is themajor cause for the postevent

SST decrease. The SSTminimum in the composite occurs

around19–110 day, indicating a 9–10-day response time

of SST to atmospheric forcing. The CFSR can faithfully

represent the changes in precipitation andQnet (Fig. 5d),

but its SST anomaly is only ;0.28C, accounting for only

half of the observed magnitude. In CFSR the pre-

cipitation occurs 8–9 days after the warm SST, which is

later than in observations by;3 days. On the other hand,

the postevent cold SST occurs on 17 day, indicating a

quicker response of SST inCFSR toMISO forcing than in

observations. Apparently, CFSR has underestimated in-

traseasonal SST variability in the EAS. As a result, the

large impact of SST on MISO convection, as reflected

by the quick response of atmospheric convection to SST

anomaly, is probably also underrepresented. As the

major cause of SST anomaly, Qnet anomaly is contrib-

uted by both SWR and turbulent heat flux QT. The

partitioning between the two components, however,

shows divergence between observational estimates and

CFSR product. CFSR has smaller SWR anomaly than

CERES data and larger QT anomaly than OAFlux.

These discrepancies may also contribute to the errors

of SST in CFSR.

FIG. 3. Daily TRMMprecipitation averaged over (a) the EAS and (b) the BoB. Gray shadings denote the ISM season of 15May–15 October.

The red lines with circles denotes the ISM-mean precipitation for each year. STD maps of 20–90-day TRMM precipitation (mmday21) for the

(c) developing stage (15 May–30 June), (d) mature stage (1 July–31 August), and (e) decaying stage (1 September–15 October) of the ISM.
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Despite a strong nudging toward the satellite-based

daily OISST (section 2b), CFSR SST represents the bulk

SST of the top 10m, whereas TMI satellite SST mea-

sures skin temperature. In fact, the OISST employs an

adjustment of satellite measurements with respect to

in situ data (Reynolds et al. 2007) and hence also to a

large extent represents the bulk temperature. A com-

posite analysis of the OISST shows that its intraseasonal

variability is also weaker than TMI SST by 20% but still

stronger than CFSR (figures not shown).

The underestimation of intraseasonal SST in the first-

guess value of CFSR could—at least partly—result from

the bulk effect, indicating the importance of simulating/

parameterizing the diurnal skin layer in CFSv2 to

improve the MISO and ISM prediction.

b. MISO intensity variation

As shown in Fig. 3, MISOs in the EAS tend to be

stronger in the developing stage of the ISM. As sug-

gested by many studies, the MISO intensity is sensitive

to the background conditions of the ocean and atmo-

sphere (e.g., Qi et al. 2008; Roxy et al. 2013; Sabeerali

et al. 2014). With the evolution of monsoon winds

(Fig. 1), the ocean background state undergoes prom-

inent variation during the ISM season. Figure 6 shows

the monthly climatologic SST and MLD from satellite

and in situ observations. Here MLD is computed in

the same method as in CFSR product, adopting a

criterion of density increase of 0.25 kgm23 from the

surface to mixed layer bottom (Xue et al. 2011). The

Arabian Sea has a striking high SST (.308C) and

shallow MLD (;30m) in May, owing to the weak

winds and reduced QT during the monsoon transition

period (Murtugudde et al. 2007). With the develop-

ment of the ISM, the southwesterly monsoon winds

cool the SST and deepen the MLD via downwelling,

increased QT, and enhanced turbulent mixing (de

Boyer Montégut et al. 2007; Murtugudde et al. 2007;

Izumo et al. 2008). In the mature stage of the ISM

(July–August), SST in the Arabian Sea interior is de-

creased to ,288C and MLD is deepened to 50–90m.

As the ISM decays in September–October, the

shallow MLD and warm SST are reestablished. Av-

eraged over the EAS box, the shallow–deep–shallow

evolution of MLD and high–low–high change in SST

throughout the ISM period are clearly displayed and

also faithfully reproduced by CFSR (Fig. 7a). During

the ISM developing stage, however, CFSR produces

a ;5-m thicker MLD than the observed (Fig. 7a).

Year-to-year variation of MLD for each month, as

indicated by the vertical bars in Fig. 7a, is much

weaker than its seasonal variation, further assuring

the robustness of the seasonal change. In compari-

son, variations in the BoB region are less prominent

(Fig. 7b), corresponding to the smaller change in

winds (Fig. 7d).

FIG. 4. (a) The 20–90-dayTRMMprecipitation averaged over theEASboxused for the selection ofMISOevents.Gray

shadings denote the ISM season. Red asterisksmark the precipitationmaxima exceeding one STDvalue (black horizontal

lines), which are used to identify intraseasonal convection events. (b) As in (a), but based on CFSR data.
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While MLD affects SST response to MISOs (e.g.,

Roxy et al. 2013; Li et al. 2014), background SST mag-

nitude influences the response of atmospheric convec-

tion to SST anomaly (e.g., Gadgil et al. 1984; Graham

and Barnett 1987; Waliser et al. 1993). Therefore, the

shallow MLD and high SST in the Arabian Sea in the

developing stage may favor intraseasonal air–sea in-

teraction and therefore contribute to the observed en-

hancement of MISOs (Fig. 3). To confirm the variation

in MISO intensity, we perform the composites sepa-

rately for each ISM stage, using the 18, 16, and 14 events

that occurred in the developing, mature, and decaying

stages, respectively. The composite MISO in the de-

veloping stage is indeed the strongest in both pre-

cipitation and SST among the three (Fig. 8a), followed

by the decaying stage composite, which has stronger

anomalies south of 148N. The mature stage composite is

overall the weakest, considering both precipitation and

SST. It is interesting to note that compared to the ma-

ture stage, the precipitation signals in the decaying stage

are weaker at some latitudes, whereas its SST anomalies

are significantly larger. This phenomenon provides a

clear indication for the effect of MLD, given that the

shallow MLD in the decaying stage can amplify the SST

response to atmospheric forcing. Similar composite

analysis is also conducted for the BoB region (Fig. 8b).

For precipitation, the difference in the three stages is not

evident, with the developing stage slightly weaker than

the other two. SST variations are larger in the decaying

stage owing to both stronger atmospheric forcing and

perhaps also a shallower MLD. Compared to the BoB,

the EAS has much stronger seasonal variations of SST

and MLD, which are likely causing the observed MISO

intensity variation viamodulating intraseasonal SST and

air–sea interaction. This effect will be further explored

in section 4. The seasonal variation of MISO intensity in

the EAS is also reproduced by CFSR (Fig. 8c). In par-

ticular, the enhancements of precipitation signals in the

developing stage and SST signals in the decaying stage

are even more evident than in observations.

FIG. 5. (a) Time–latitude plot of the composite MISO precipitation (color shading; mmday21) and SST (black

contours for positive and red contours for negative; 8C) averaged between 658 and 758E from TRMM and TMI data;

(b) as in (a), but for CFSRdata. (c) Precipitation (dashed purple; cmday21), SST (black; 8C), surface net heat fluxQnet

(blue; Wm22), SWR (red), LWR (cyan), and turbulent heat fluxQT (green) of the composite MISO event averaged

over the EAS box from observational datasets; (d) as in (c), but for CFSR data. The 20–90-day filtered data are used

for computing the composites, and the precipitation maximum is taken as day zero of the composite.
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4. Processes

a. Causes for intraseasonal SST variability

To achieve an in-depth understanding of the MLD

impact, we need to clarify the processes controlling

intraseasonal SST variability in the EAS region. Effects

of these processes can be isolated and evaluated through

HYCOMexperiments (section 2c). Before that, we need

to verify the performance of HYCOM. HYCOM MR

produces a realistic distribution of intraseasonal SST

variability during the ISM season (Fig. 9a), resembling

that based on satellite measurements (Fig. 2c). In the

EAS region, the modeled 20–90-day SST agrees with

TMI data (Fig. 9b), achieving a linear correlation of 0.87

(significant at the 99% confidence level) during 2001–11.

The amplitude of intraseasonal SST is weaker than ob-

servation by ;17%, with an STD of 0.298 versus 0.358C
for TMI data. This discrepancy may result largely from

the fact that HYCOM SST is the bulk temperature of the

top 2.6-m layer, which hasweaker variability than the skin

temperature measured by the satellite. In addition, with

daily SWR forcing, our HYCOM simulation does not

resolve the diurnal cycle of ocean temperature, which

can enhance the intraseasonal SST amplitude by 10%–

20% in the tropical Indian Ocean (e.g., Bernie et al.

2007; Y. Li et al. 2013). HYCOM has also well repro-

duced the seasonal variations of SST and MLD during

the ISM (Fig. 9c). The simulated MLD compares even

more favorably with Argo observations than CFSR. In

addition, HYCOM has well simulated the SST

anomalies of the MISO composite in the three stages

of the ISM (Fig. 10). The magnitude, spatiotemporal

structure, and strength variation of the composite SST

anomalies from HYCOM are all consistent with ob-

servations. Therefore, HYCOM is successful in simu-

lating the upper-ocean variability of the EAS region,

lending us the confidence for further investigation

of the underlying processes using the HYCOM

experiments.

Existing studies suggest that MISOs can induce SST

variability in the tropical Indian Ocean primarily

through three effects (e.g., Waliser et al. 2004; Duncan

andHan 2009; Vialard et al. 2012): the SWR effect, wind

speed–controlled QT (or wind speed effect), and wind

stress–driven oceanic processes (wind stress effect). The

three effects are measured, respectively, by solution

differences ofMR2NoSWR,NoTAU2NoWND, and

MR 2 NoTAU (section 2c). As shown by the MISO

composite in the EAS, SST anomalies induced by the

three effects are comparable (Fig. 11a). Their contri-

butions to the pre-event SSTwarming are roughly equal,

while the wind speed effect makes a larger contribution

to the postevent cooling than the other two. The sum of

the three effects (gray) is close to the total SST, in-

dicating that the nonlinear interaction between different

effects is generally small.

FIG. 6. Monthly climatology of SST (color shading; 8C) from TMI data and MLD (black contours; m) based on gridded Argo data

(Hosoda et al. 2008) for 2001–11.
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To further identify the processes responsible for intra-

seasonal SST variability, a mixed layer heat budget anal-

ysis is performed for the EAS region using MR results.

The temporal tendency of mixed layer temperature [T] is

determined by surface heat flux forcing SHF, horizontal

advection ADV, and vertical entrainment ENT:

›[T]/›t5 SHF1ADV1ENT1R . (1)

In the above, the square brackets denote themean value of

the surface mixed layer, and the SHF is determined by the

total heat flux absorbed by themixed layerQ andMLDH:

SHF5
Q

c
p
r
0
H
, (2)

whereQ is computed as the difference between surface net

heat flux Qnet and the penetrating SWR at the bottom of

the mixed layerQpen; that is,Q5Qnet2Qpen, and cp and

r0 are the specific heat capacity and density of seawater

averaged over the mixed layer of the EAS. Here, Qpen is

computed as with the formula of Halliwell (2004):

Q
pen

5 SWR3

�
r exp

�
2H

b
R

�
1 (12 r) exp

�
2H

b
B

��
, (3)

where r5 0.62% is the red light fraction, bR5 0.60 is the

penetration depth scale of red light, and bB 5 20.0 is the

penetration depth scale of blue light for the Jerlov water

type IA adopted in our model configuration. ADV is

calculated as follows:

ADV52[u � =T] , (4)

where u 5 (u, y) is the horizontal current vector, and

=T 5 (›T/›x, ›T/›y) is the horizontal temperature gra-

dient. Following Stevenson and Niiler (1983), ENT is

calculated as follows:

ENT52
[T]2T

2H

H
3

�
w

2H
1

›H

›t
1 u

2H
� =H

�
, (5)

where T2H and w2H are the temperature and vertical

velocity at the mixed layer bottom, ›H/›t is the local

MLD tendency, and u2H�=H is the MLD change in-

duced by horizontal advection. Note that the effect of

upwelling is also included in ENT, reflected in the values

of w2H and T2H. The term R is the residual term, rep-

resenting the unresolved processes such as diffusion and

errors in the estimation of other terms. The MISO

composite of the heat budget terms is shown in Fig. 11b.

Note that the mean values of these terms are retained in

order to denote their overall warming or cooling effects

on SST. Throughout the composite MISO event, SST

anomaly is predominantly induced by SHF, confirming

the important contributions of SWR and QT. ENT is

FIG. 7. (a)ClimatologicmonthlyMLDandclimatologic daily SSTaveragedover theEASboxbasedon griddedArgodata, TMIdata, andCFSR

for 1998–2010; (b) as in (a), but for the BoB box. The vertical bars on MLD denote its STD range for each month, measuring the year-to-year

variability. (c) Climatologic daily CCMP 10-m winds averaged for the EAS and CFSR for 1998–2010; (d) as in (c), but for the BoB box.
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relatively small in magnitude, but it contributes ;10%

to the SST cooling during the convection peak. ADV is

also small and is generally out of phase with ›[T]/›t. The

residual term R shows a mean value of 20.0158Cday21.

Itmay arise from the overestimation of the SHFwarming

effect or represent the effect of ignored processes, such

as diffusion. Note that the variation of R is out of phase

with ›[T]/›t. It means that the primary forcing processes

for SST have already been captured by the heat budget

analysis.

Among the three terms, ADV and ENT are con-

trolled mainly by wind stress, while SHF is controlled by

Q that is contributed by SWR and QT (LWR is un-

important as shown in Fig. 5) and MLD that is pri-

marily determined by winds stress in HYCOM. To

better understand the wind stress effect on SST, we

further compare the MR (with wind stress effect) and

NoTAU (without wind stress effect) experiments.

Variation of ›[T]/›t from NoTAU is weaker than that

of MR in both the pre-event warming and postevent

cooling (Fig. 11c). The total amplitude is smaller by

;0.028Cday21, which is roughly consistent with the

;30% contribution of wind stress effect in Fig. 11a.

Wind stress has a large effect on SHF term, especially

FIG. 8. (a) Evolutions of TRMM precipitation (color shading; mmday21) and TMI SST (contours; 8C) of the composite MISO in the

longitude band of theEAS (658–758E) for the (left) developing stage, (center)mature stage, and (right) decaying stage of the ISM; (b) as in

(a), but for the MISO composite in the BoB band (858–958E); (c) as in (a), but for CFSR precipitation and SST.
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the pre-event warming (Fig. 11d). Figure 11e compares

the total heat flux Q, which shows little difference

between MR and NoTAU. In the precondition phase

Q is in fact slightly smaller in MR than in NoTAU.

Therefore, the larger SHF in MR is due to the shal-

lower MLD (figure not shown), which increases the

mixed layer warming rate during the precondition

phase. On the other hand, Fig. 11f shows that wind

stress is the primary driver of ENT, which contributes

to SST variability by about 0.018Cday21. These results

suggest that through changing MLD, the MISO’s wind

stress is involved in two processes associated with SST

variability: heat flux forcing at the sea surface and

entrainment at the base of the mixed layer, although

the effect of the latter is much smaller.

b. Impact of MLD

The analysis in section 4a demonstrates that the most

important process for SST variability in the EAS

is surface heat flux forcing. According to Eq. (2), the

magnitude of SHF is sensitive to changes of the back-

groundMLD.A shallow backgroundMLD can amplify

the SHF magnitude. To quantify such impact, we re-

calculate the SHF term using the ISM seasonal mean

MLD Hm in order to remove the impact of MLD

change in SHF:

FIG. 10. SST (8C) of the composite MISO in the longitude band of the EAS (658–758E) for the (a) developing stage, (b) mature stage, and

(c) decaying stage of the ISM based on HYCOM MR output.

FIG. 9. HYCOM MR results during 2001–11: (a) STD of 20–90-day SST (8C) for the ISM season;

(b) 20–90-day SST averaged over the EAS (blue) compared to TMI SST (red); and (c) climatologic daily

SST (blue) and monthly MLD (green) averaged over the EAS compared to TMI SST (red) and Argo MLD

(purple). In (c), the vertical bars on MLD denote its STD range for each month, measuring the year-to-year

variability.
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SHF
m
5

Q

c
p
r
0
H

m

. (6)

The difference between SHF and SHFm measures the

effect of MLD change. Figure 12 compares the total

SHF and SHFm values for the MISO composites in the

three stages. In the developing stage, results from

HYCOM MR show that the variation of SHF is visibly

larger than SHFm (Fig. 12a). The shallow MLD nearly

doubles the precondition warming and enlarges the

postevent cooling by ;20%. In the mature stage, the

MLD effect is rather small (Fig. 12b), possibly owing to

the small SHF magnitude. In the decaying stage, SHF

has a warming effect throughout the MISO event

(Fig. 12c). The shallowMLD increases the warming rate

and significantly amplifies the SHF variation with a

FIG. 11. (a) The 20–90-day SST of the composite MISO averaged over the EAS from HYCOMMR (black) and

those produced by SWR effect (red; from MR 2 NoSWR), wind speed effect (green; from NoTAU 2 NoWND),

wind stress effect (blue; fromMR2NoTAU), and the sum of the three effects (gray). (b) Mixed layer heat budget

of the composite MISO for the EAS: mixed layer temperature tendency ›[T]/›t (black solid), surface heat flux

forcing term SHF (red), horizontal advection term ADV (green), vertical entrainment term ENT (blue), and the

residual term R (gray) computed from MR output; (c) ›[T]/›t, (d) SHF, (e) total heat flux Q, and (f) ENT terms

computed from MR output (solid) and NoTAU output (black dashed).
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larger enhancement in the pre-event period. Similar

analysis is performed using CFSR data, and the results

are consistent with those from HYCOM, although the

MLD effect is smaller in CFSR (Figs. 12d–f). These re-

sults demonstrate that seasonal variation of the MLD in

the EAS has a significant impact on intraseasonal SST

variability during MISOs. The shallow MLD in the de-

veloping and decaying stages of the ISM enhances the

SST response to the MISO’s heat flux forcing.

To further confirm our above analyses from HYCOM

experiments and CFSR data, we examine the response of

intraseasonal SST to intraseasonal heat flux forcing of

MISOs using observational data (Fig. 13a). Here SST

anomaly is taken 8 days after the date of Qnet anomaly,

according to the observed phase relationship in Fig. 5c.

For comparison, data points from the developing,mature,

and decaying stages of the ISM are plotted in blue, red,

and green colors, respectively. Data points from the de-

veloping stage tend to have much larger Qnet and SST

anomalies than the others, reflecting the enhancedMISO

intensity as revealed by our above analysis. Note thatQnet

anomalies from the mature stage are larger than those

from the decaying stage, but their corresponding SST

anomalies are of similar magnitudes, indicating a more

active response of SST to precipitation in the decaying

stage. To better quantify the response rate, we perform a

linear regression for the data points of each stage (straight

lines in Fig. 13a). The decaying stage has the largest re-

gression ratio of 0.0858C (Wm22)21, followed by the

developing stage [0.0718C (Wm22)21], and the mature

stage has the smallest [0.0648C (Wm22)21]. This result is

consistent with Fig. 12, confirming that the shallow (deep)

MLD in developing or decaying (mature) stage of the

ISM amplifies (attenuates) the SST response to atmo-

spheric forcing. Onemaywonder why the SST response is

slightly more efficient in the decaying stage than in the

developing stage, given that the mean MLD values are

rather close for the two stages (Fig. 7a). The overall larger

ratio for the decaying stage is partly attributed to the

extremely shallowMLD along the western coast of India

FIG. 12. Comparisons between surface heat flux forcing term (SHF; solid red) and the surface heat flux forcing term computed with ISM

seasonal mean MLD (SHFm; dashed black) for the composite MISO averaged over the EAS box from HYCOM MR for the

(a) developing stage, (b) mature stage, and (c) decaying stage; (d)–(f) as in (a)–(c), but from CFSR data.
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during September–October (,20m; Fig. 6). Data points

in that area tend to have large SST and precipitation

anomalies (Fig. 2) and thus largely weighted in the linear

regression.

Although the SST response to precipitation is most

efficient in the decaying stage, the overall MISO intensity

is largest in the developing stage. Since the observed

MISO variability is the manifestation of the two-way in-

teraction between the ocean and atmosphere, the re-

sponse of atmospheric convection to SST should also be

examined. Based on Fig. 5c, the precipitation anomaly

6 days later is considered as a response to SST forcing

(Fig. 13b). The precipitation-to-SST ratio is significantly

larger in the developing stage than in the other two,

indicating a more efficient response of atmospheric con-

vection to SST forcing. This is probably due to the higher

background SST (.298C) in the developing stage (Figs. 6

and 7). Under such high SST condition, a relatively small

change in SST may induce prominent perturbation in

atmospheric convection. Regarding the impact of SST on

convection, early studies showed that when SST exceeds

288C, it ceases to be an important factor in determining

convection variability (Gadgil et al. 1984; Graham and

Barnett 1987). However, these studies were based on

monthly observational data and did not take into account

the temporal lag between SST and precipitation. Roxy

(2014) revisited the SST–convection relationship with

daily observational data and showed that in the ISM re-

gion the upper threshold for the SST–convection co-

variance is 318C. It means that between 288 and 318C SST

is still an important factor in determining convection

variability. This conclusion is also supported by studies

with other data sources (Nair and Rajeev 2014). Nev-

ertheless, the results in Fig. 13 clearly suggest the impact

of the ocean state on the MISO intensity. While the

MLD determines the amplitude of SST response to at-

mospheric forcing, the background SST can affect the

response of atmospheric convection to the underlying

SST forcing. Particularly, in the developing stage of the

ISM, the shallow MLD and high SST in the EAS favor

active two-way interaction between the ocean and

atmosphere and thereby result in enhanced MISO

intensity. As suggested by these results, the MISO

variability is strongly dependent on air–sea interaction

and the background ocean state. It is justified to say that

the ocean, especially the Arabian Sea, plays an active

role in the mechanisms of the MISO.

5. Summary and discussion

The northward-propagating MISOs in the tropical

Indian Ocean are closely related to the active/break

spells, interannual variability, and predictability of the

ISM rainfall. Recognizing the importance of air–sea

interaction in the MISO mechanisms, recent research

tends to consider the MISO a coupled variability mode

between the tropical ocean and atmosphere. Un-

derstanding SST variability and air–sea interaction

processes at the intraseasonal time scale is helpful for

integrating our knowledge of the MISO dynamics and

FIG. 13. (a) Scatterplot of 20–90-day surface net heat fluxQnet vs 20–90-day TMI SST for the developing (blue),

mature (red), and decaying (green) stages of the ISM season. SST is taken 8 days after precipitation tomeasure SST

response toQnet. The straight lines are linear fittings using the data points withQnet anomaly greater than 10Wm22

(outside the gray shading). (b) As in (a), but to show TRMMprecipitation response to SST. Precipitation is taken 6

days after SST, and the linear fittings are computed for data points with SST anomaly greater than 0.18C.
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improving the model prediction of the ISM rainfall. In

this study we investigate the intraseasonal precipitation

and SST variability in the Arabian Sea associated with

the MISOs, using satellite observations and the NCEP

CFSR product. Some unique characteristics in the Ara-

bian Sea are revealed, and the underlying physical

processes are explored using an OGCM. The primary

findings of the study are summarized below.

1) During the ISM season (15 May–15 October), the

northward-propagating MISOs induce prominent

SST and precipitation variations at 20–90-day time

scale in the EAS and BoB regions, with STDs

exceeding 9mmday21 in precipitation and 0.48C in

SST. In the EAS, MISOs propagate northward from

the equator to southeast India at a mean speed of

;1.5ms21 (;1.188 latitudeday21). Anomalies of pre-

cipitation and SST show a quadrature phase relation-

ship. The rainfall peak occurs;6 days after the warm

SST anomaly, with a cold SST anomaly occurring

;9 days after the rainfall, indicative of swift response

of atmospheric convection to SST anomaly and active

role played by the ocean in the MISO mechanisms.

2) The CFSR product can reasonably represent pre-

cipitation variations of MISOs in both magnitude

and spatiotemporal structure, but its SST anomalies

are weaker by ;50% than TMI data. The SST–

precipitation relationship in CFSR is also biased,

showing quicker SST response to the atmospheric

forcing of the MISO and slower precipitation re-

sponse to SST anomaly.

3) MISOs in theEASalso exhibit clear intensity variation

among the three stages of the ISM. They are strongest

in the developing stage (15May–30 June), followed by

the decaying stage (1 September–15 October), and

weakest in the mature stage (1 July–31 August). The

Arabian Sea has a shallow MLD (,40m) and a high

SST (.298C) in the ISM developing stage, which is a

plausible cause for the intensification of the MISOs.

4) The observed intraseasonal SST variability and oce-

anic seasonal variations in the EAS are faithfully

simulated by HYCOM. Parallel experiments of

HYCOM are performed to explore the causes of

intraseasonal SST variability. In the EAS, MISOs

induce intraseasonal SST primarily through three

major effects: SWR effects, wind speed–controlled

QT (wind speed effect), and wind stress–driven oce-

anic processes (wind stress effect). Contributions

from the three effects on the total SST anomaly are

comparable, with the wind speed effect slightly larger

than the other two.Amixed layer heat budget analysis

for the EAS region reveals that SST anomalies are

primarily induced by surface heat flux forcing (SHF)

and to a much lesser degree by wind stress–driven

mixed layer entrainment (ENT). However, the

magnitude of SHF is determined by bothwind stress–

controlled MLD and total heat flux Q, which is

contributed by SWR and QT.

5) Seasonal variations of MLD affect intraseasonal SST

variability by changing the magnitude of SHF. The

shallow MLD (,40m) in developing and decaying

stages increases the SHF magnitude and thereby

enhances the SST response to the MISO’s heat flux

forcing. On the other hand, the higher mean SST in

the developing stage (.298C) leads to stronger

response ofMISO convection to SST forcing. There-

fore, the ocean background state in the ISM de-

veloping stage, with shallow MLD and high SST, is

favorable for active two-way air–sea interaction and

the development of the first-pulseMISO event. These

results provide compelling evidence for the vital role

played by the ocean in the MISO mechanisms and

have important implications for understanding and

forecasting the ISM onset.

This research provides implications for the model

simulation and forecast of MISOs from the oceanic

point of view. The initial condition is critically important

for ISM rainfall prediction, particularly for the extended

prediction range. In the retrospective and operational

forecasts of the CFSv2, CFSR is used as the initial con-

dition. As a new-generation, state-of-the-art climate re-

analysis product, CFSR achieves encouraging progress

in improving the precipitation variability of MISOs

comparing to the earlier versions. SST variability of the

MISO, however, remains considerably underestimated,

and the SST–precipitation phase relationship is severely

biased. Given the importance of air–sea interaction in

the MISO mechanisms, the biased intraseasonal SST in

the initial state may cause large errors in the CFSv2

forecast. Wang et al. (2009) showed that the intensity

and northward propagation behaviors of MISOs are

quite sensitive to the amplitude of the underlying in-

traseasonal SST. When the prescribed SST variations

were artificially raised to the magnitude of the observed

skin temperature, GCMs were able to produce much

more realistic MISO signals in precipitation and winds.

The underestimation of SST variability in CFSR may

be partly attributable to the coarse vertical resolution of

its ocean component (MOM4) near the sea surface. The

top-layer thickness of the MOM4 is 10m, which pro-

duces much smaller first-guess SST variability than skin

temperature. Our HYCOM simulation, although with-

out data assimilation or interactive air–sea coupling,

produces stronger and more realistic temperature

anomalies in the 2.6-m top layer (e.g., Figs. 9 and 10).
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Intraseasonal temperature variability averaged over

0–10m ofHYCOMisweaker by;3% than the top-layer

temperature. Realistic representation of the observed

skin temperature variability requires a finer vertical

resolution to resolve the near-surface stratification and

diurnal cycle (e.g., Shinoda 2005; Bernie et al. 2007; Y. Li

et al. 2013) or a parameterization for the skin layer (e.g.,

Soloviev and Schlussel 1994). In addition, the under-

estimated SST variability can also result from errors in

surface heat fluxes. Figure 5 suggests that surface SWR

anomaly in CFSR is significantly weaker than in satellite

observation. However, more specific suggestions for

improving theMISO representation of CFSR andCFSv2

require a systematic inspection for the MOM4 compo-

nent to identify the oceanic processes that are not ade-

quately simulated or parameterized under the present

model configuration, and this is the theme of our ongoing

research.

The large impact of the oceanic background state,

such as the seasonal evolution of SST and MLD, on the

MISOs is clearly demonstrated by our results. Their

realistic simulations are necessary for properly repro-

ducing the air–sea interaction processes involved in the

MISO. Roxy et al. (2013) suggested that the biases in

seasonal MLD are a cause for the errors in the MISO

forecast of the CFSv2. Duncan and Han (2009) argued

that the presence of the salt-stratified barrier layer

(Vinayachandran et al. 2002) during the ISM can affect

intraseasonal SST variability of MISOs. The upper-

ocean structure of the tropical Indian Ocean is rather

complicated, making the realistic simulation a chal-

lenging task for existing ocean and coupled GCMs. For

instance, MLD of the EAS region is thicker in CFSR

than in Argo observations by ;5m during the de-

veloping stage (Fig. 7a), which could be another cause

for the underestimated variability in the first-guess

SST variability of CFSR. Our HYCOM produces

much thickerMLD than observations in the BoB (e.g.,

Li et al. 2014, 2015), which is likely a common bias

among GCM simulations (e.g., Duncan and Han 2009;

Akhil et al. 2014; Felton et al. 2014) and also seen in

CFSR (Fig. 7b). Finer vertical resolution is again

suggested to resolve the salt stratification in the BoB

(Felton et al. 2014). In addition, most existing GCM

simulations, including our HYCOM experiment and

the MOM4 of CFSv2, use K-profile parameterization

(KPP; Large et al. 1994) as the vertical mixing scheme.

Whether the modeled mixed layer is sensitive to the

choice of mixing scheme or related parameters is

worthy of examination.

In this study we focused on examining the impact of

the seasonal ocean variation on intraseasonal air–sea

interaction of theMISO. As shown in Fig. 7, interannual

variability of MLD is much weaker than its seasonal

variability in the EAS and BoB. Nevertheless, under

the strong influence of climate variability modes, SST

of the tropical Indian Ocean exhibits pronounced

variations over interannual, decadal, and multi-

decadal time scales (e.g., Saji et al. 1999;Webster et al.

1999; Izumo et al. 2008; Han et al. 2014; Roxy et al.

2014), which may also affect the MISO intensity by

affecting the sensitivity of MISO convection to SST

forcing. Given the vital role of the ocean in the MISO

dynamics and the importance of the ISM onset to the

economy and social structure of India, more attention and

effort should be paid to understand oceanic processes in the

tropical Indian Ocean and incorporate the knowledge into

the monsoon prediction.
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