Effects of Vertical Eddy Diffusivities on Regional
PM: 5 and O3 Source Contributions

1. Introduction

An effective air pollution reduction plan requires understanding of source—receptor relationships.
However, identifying a source-receptor relationship is challenging due to the borderless nature of
air pollution. Extent of areas affected by air pollution is changing continuously over time at
multiple spatial scales because distribution of air pollutant concentrations is controlled by various
physical and chemical processes (Finlayson-Pitts and Pitts Jr, 1999; NARSTO, 2004; Fountoukis
and Nenes, 2007; Seinfeld and Pandis, 2016). Moreover, transport of air pollutants often results in
transboundary air pollution problems across multiple jurisdictions (Arutyunyan and Aloyan, 1997,
Farrell and Keating, 1998; World Health Organization, 2008; Dentener et al., 2010; Rao et al.,
2011; Bessagnet et al., 2016; US EPA, 2017). Thus, a source-receptor relationship becomes critical
to resolving culpability for air pollution.

Photochemical grid models (PGMs) simulate physical and chemical processes in the atmosphere
with first principles as well as parameterizations (Russell and Dennis, 2000; Jacobson, 2005).
PGMs can quantify source—receptor relationships explicitly either by tracking air pollutants from
sources to receptors or by quantifying sensitivity of air quality at receptors to emission changes at
sources (Clappier et al., 2017). Therefore, PGMs have been widely used for assessing upwind
source contributions to air quality in downwind areas (Dunker et al., 2002; Yarwood et al., 2007,
Kwok et al., 2013, 2015; Clappier et al., 2017).

Among physical processes that control the distribution of air pollutants, vertical turbulent diffusion
is a process influencing vertical mixing (Seaman, 2000). Vertical turbulent diffusion results from
random circular motions of air parcels (i.e. eddy) with various sizes along the vertical axis (i.e.
perpendicular to the ground toward the center of the earth). Vertical turbulent (or eddy) diffusion
is an analogous concept derived by applying the concept of molecular diffusion to the behavior of
eddies due to their common natures, i.e., randomness. Vertical turbulent diffusion is strong within
the planetary boundary layer where we breath air, especially in the daytime, when the thermal
buoyant force is intense (Stull, 1988). Vertical turbulent diffusivity (Kv) is a model parameter
employed in PGMs to simulate the strength of vertical turbulent diffusion following the concept
of molecular diffusivity. Kv has been recognized as a significant model parameter controlling
vertical mixing of air pollutants from the dawn of modern PGMs (Scheffe and Morris, 1993;
Nowacki et al., 1996).

Past studies identified that Kv in PGMs significantly influences the overall modeling accuracy by
controlling how models distribute pollutants vertically near sources and, eventually, how far
pollutants can be transported (Liu and Westphal, 2001; Liu et al., 2003; Byun et al., 2007; Queen
and Zhang, 2008; Han et al., 2009; Misenis and Zhang, 2010; Tang et al., 2011; Castellanos et al.,
2011; Fountoukis et al., 2013). However, previous studies almost exclusively examined effects of
Kv on simulated bulk air pollutant concentrations without taking into account the effects of Kv on
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source contributions. In this study, we examined the effects of Kv on not only the simulated bulk
air pollutant concentration but also the modeled source contribution estimates.

2. Method

2.1. Modeling Domain, Representative Episode Selection, and Model
Performance Evaluation

Our primary goal was to illustrate the effects of Kv on source contribution estimates as well as
modeled bulk air pollutant concentrations. To accomplish our study goal, a modeling domain needs
to show strong transboundary air pollution that results in a challenging design question for
effective local control strategies at downwind areas considering upwind influences. In addition, to
assess the effects of Kv on modeled source-receptor relationship properly, we needed observations
at ground level as well as aloft to evaluate model performance rigorously. Therefore, for this study,
we simulated air quality in the Northeast Area region because recent studies indicated that air
quality in South Korea is heavily affected by domestic and regional foreign sources (Oh et al.,
2010; Lee et al., 2013; Oh et al., 2015; Shin et al., 2016; Kim et al., 2017). Also, in May and June
of 2016, a field campaign named Korea—United States Air Quality Study (KORUS-AQ;
https://espo.nasa.gov/korus-ag/content/KORUS-AQ) was conducted as an international
collaboration between National Institute of Environmental Research of South Korea and National
Oceanic and Atmospheric Administration of USA. During the KORUS-AQ campaign, extensive
observations were made aloft with aircrafts for O3, PM»s, and their precursors. The modeling
domains are shown in Figure 1. We focused on the Seoul Metropolitan Area (SMA, Figure 2) since
it is a critical area in the context of South Korea’s air quality management because it includes the
capital of South Korea, Seoul, and has a population of about > 25 M people as of 2018 (Statistics
Korea, 2019).

During the May 2016, nine days were over the daily PM2 s National Ambient Air Quality Standard
(35 pg/m?) of South Korea and all nine days were between May 15 and May 31, 2016. Thus, we
chose May 15-31, 2016, as the modeling period with a 10-day ramp-up period starting from May
6, 2016 (Figure 3). KORUS-AQ Rapid Science Synthesis Report (2017) noted that air quality in
SMA for May 17-22 was heavily influenced by the local sources while air quality in SMA for
May 25-28 was dominated by transboundary transport. During these two periods, two major
inorganic PM; 5 constituents (i.e. sulfate and nitrate) showed similar relative contributions to the
total PM2 s concentration for each period. Because we attempted to examine source contributions
in 3D space, model performance evaluation at high altitudes was crucial. During the modeling
period, DC-8 aircraft measurements made as part of the KORUS-AQ are available for eight days
(Figure 3). We provide details about our approach for model performance evaluation in the
“Approach to Conduct Model Performance Evaluation” section of the Supplementary Material.

After considering three factors - (1) days exceeding South Korea’s daily PM> s NAAQS (May 17
and 25-28), (2) the periods heavily influenced by the local sources (May 17-22) and dominated
transboundary transport (May 25-28), and (3) the availability of DC-8 aircraft measurements (May
17, 18, 20, 22, 25, 26, 30, and 31) - we selected May 17, 25, and 26, 2016 for detailed analysis
initially (Figure 3). However, our examination of time series for aircraft observation and modeled
concentrations aloft showed significant caveats on May 25, 2016 (Figure S8). Specifically,
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significant underestimation around 1,000 m altitude (10:30 AM-12:00 PM on May 15 KST) and
gross overestimation near ground (12:00 PM-1:00 PM on May 15 KST) exhibited great potential
to introduce model bias in source contribution analysis results. Therefore, we limited our detailed
analysis to two high PM» s days with sufficient model performance because vertical contribution
analyses require solid model performance evaluation with ample observations at ground level as
well as aloft. These two days that we selected for detailed analyses should represent days of heavy
local source influence and those of transboundary transport domination appropriately and
sufficiently.

2.2.  Model configurations

For meteorological modeling, we used the Weather Research and Forecasting (WRF) model
(Skamarock and Klemp, 2008) v3.4.1 with National Centers for Environmental Prediction Final
Analysis (NCEP-FNL) products for initial and boundary conditions. The WRF configuration used
for this study is summarized in Table 1. Land cover data used in WRF modeling are displayed in
Figure S1. Emissions inventories used were the Comprehensive Regional Emissions Inventory for
Atmospheric Transport Experiment (CREATE) 2015 for foreign anthropogenic emissions (Jang
et al., 2019) and the Clean Air Policy Support System (CAPSS) 2016 for domestic anthropogenic
emissions, which is an updated emission inventory based on previously reported data (Lee et al.,
2011). For biogenic emissions, we utilized the Model of Emissions of Gases and Aerosols from
Nature (MEGAN) version 2 for biogenic emissions (Guenther, 2006). We processed emission
inventory data with Sparse Matrix Operator Kernel Emissions (SMOKE) for modeling-ready
emissions input files.

For air quality modeling, we chose the Comprehensive Air Quality Model with eXtension (CAMXx)
version 6.2 (Ramboll-Environ, 2016). We ran CAMX in the two-way nested modeling mode. In
this mode, CAMx calculates pollutant concentrations in a 27-km domain for each numerical
integration time step first and uses its results as initial and boundary conditions for modeling on
the 9-km domain internally. Then, CAMx aggregates pollutant concentrations in 9-km cells to
calculate concentrations in the corresponding grid cells on the 27-km domain. In other words, the
estimated pollutant concentrations in a grid cell on the 27-km modeling domain inside the 9-km
modeling domain is a spatial average of modeled pollutant concentrations in 9 grid cells on the 9-
km modeling domain within the 27-km grid cell. To prepare meteorological inputs for CAMx, we
used the WRFCAMX preprocessor, wherein a minimum Kv value can be set.

Specifically, we studied the effects of minimum Kv values that are set for the bottom few modeling
vertical layers representing the strength of vertical turbulence near ground, where many sources
and receptors are located. For our study, we set the minimum Kv value at 1.0 m?/s over all
modeling grid cells for the base modeling case (“Run A”) to maintain consistency with our
previous modeling studies (Kim et al., 2017a; Kim et al., 2017b). For a sensitivity modeling case
(“Run B”), we set the minimum Kv value in two steps: (1) setting the minimum Kv value as 0.1
m?/s because past studies in the US and Europe reported that Kv value of 1.0 m?/s may result in
excessive vertical mixing for certain conditions such as the nighttime or rural areas (ENVIRON,
2011; O. US EPA, 2017; Oikonomakis et al., 2018); and (2) using KVPATCH v6 to set an
alternative minimum Kv value for areas classified as urban at 1.0 m?/s at the 1% layer and adjusted
Kv values within 200 m from the ground to account for vertical mixing characteristics such as heat
island effects (Ramboll, 2014) in urban areas. The urban classification is based on the land
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use/landcover data used in the WRF. Thus, our Kv value adjustments inherit uncertainties in
landuse/landcover from the WRF dataset (Figure S1). For the modeling in this study, the heights
at the top of 1%, 2", 37 and 4™ layers were approximately 30, 80, 160, and 250 meters above the
ground level. Photolysis rate input files were prepared with the Tropospheric Visible and
Ultraviolet and O3sMAP utilities to account for effects of stratospheric Oz on available actinic flux
in the troposphere. The CAMXx configuration used for this study is summarized in Table 2.

For source apportionment, we used the Particulate Source Apportionment Technology (PSAT)
instrumented in CAMx (Yarwood et al., 2007; Wagstrom et al., 2008; Ramboll-Environ, 2016).
10 source regions were defined in the 27-km modeling domain as shown in Figure 1. Among 10
regions, 9 regions were defined for specific areas (see the caption of Figure 1 for details). We also
stratified boundary conditions (i.e., North, South, East, and West boundary conditions). To
examine contribution changes at different model vertical layers due to the vertical diffusivity, we
placed PSAT receptors not only at the surface (i.e., the 1 modeling layer) but also aloft over the
SMA. Because changes in the surface/low layer mixing at sources will affect the initial mixing of
emitted pollutants, we expected that two model runs will show differences in the extent of pollutant
transport downwind and the degree of local mixing near receptors. It is especially important when
secondary pollutants can be formed by multiple precursors originating upwind and downwind
areas; e.g., ammonium sulfate and ammonium nitrate formations during the 2014 high PM; 5 event
in the SMA when sulfuric and nitric acids originating from China were neutralized with South
Korean ammonia (B.-U. Kim et al., 2017).

3. Results and Discussion

3.1. Model performance at ground level

3.1.1. Meteorological model performance

In the 27-km domain, a range of mean biases is from -1.9 °C (NRB) to 0.15 °C (COT) for
temperatures, and mean biases range from -0.7 m/s (BTH) to -0.1 m/s (JPN) for wind speeds
(Figure S2). In the 9-km domain, a range of mean biases is from -2.0 °C (Sudo) to -0.9 °C (Jeju)
for temperatures; and, mean biases range from 0.03 m/s (Sudo) to 1.5 m/s (Jeju) for wind speeds
(Figure S3). These low biases should not influence the modeled concentrations in the SMA
because modeled winds were generally weak on May 17, 2016, and a distance between the SMA
and Jeju was over 450 km. In addition, Gangwon is located downwind of SMA. A more
comprehensive performance statistics summary is presented in Supplementary Information
(Tables S1 and S2) including North Korean SHMA sites in the 27-km domain as NKR.

3.1.2. Air quality model performance at ground level

Over China, in BTH, PRD, and YRD regions, models underestimated O3 concentrations
significantly overall (Figure S4). Run A showed higher nighttime O3 concentrations than Run B,
which led to high biases during the nighttime in some regions such as the NRB. For PM2 5, Run B
showed slightly higher biases than Run A during the nighttime in general. This indicates that
nighttime PM2 s overprediction was likely linked to primary PMa s emissions. Apparently, in the
RUM region, there was a very large PM2 5 event that both Run A and Run B missed around the
midnight of May 23. It might be due to an unidentified fire event, but it was concluded that it did
not affect the overall model performance, especially on May 26, 2016, when transport was
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important in the SMA. Performance statistics at Chinese NAAQMN sites are listed in Tables S3
and S4. Overall, the fraction errors were 13%-69% for O3 and from 24%-83% for PM; s in China.

Both Run A and Run B at US DOS PM: s sites showed that the overall PM> s fraction errors were
8%-96% (Table S5 and Figure S5). In general, nighttime overestimation by Run A and Run B was
consistent with what we observed at Chinese NAAQMN sites. Run B showed more nighttime
biases and the bias trend seemed to follow the inverse of diurnal boundary layer height changes.
Because US DOS PM; s sites are likely located at urban areas, higher biases in Chinese PSAT
regions were likely due to primary PMa.s emissions from rural areas in both models. In the future,
primary PM; s emissions needed to be examined further to reduce overestimation. At the US DOS
PM: s sites in Beijing, we observed > 250 ng/m?® at 7 PM on May 26, 2016. However, we concluded
that this was not significant because it only lasted an hour.

At South Korean AMS sites (i.e. in the 9-km domain), Run A and Run B showed the fraction errors
ranging 11%-21% for O3 and 39%-60% for PM2 s in South Korea (Tables S6-S7 and Figure S6).
Models overestimated Oz concentrations during the nighttime while they underestimate O;
concentrations during the daytime in Sudo and Jungboo. This can result from too weak nighttime
O3 removal and too much daytime NOx titration. In general, Run A showed higher nighttime O3
concentrations. For total PM2 s mass concentrations, Run B showed slightly higher biases than Run
A in general. Similar to what we observed at monitors in China, what was observed at South
Korean AMS sites indicates that nighttime PMa.s overprediction is also likely linked to primary
PM; 5 emissions. However, both models also showed underpredictions for certain days, which may
indicate insufficient local emissions or contributions from other regions. Further studies are
warranted.

To examine the chemical characteristics of the PM» s model performance, we compared observed
and modeled total and speciated PM>.5s mass concentrations focusing the model performance at the
Bulgwang Supersite (Figure S7), which is located in the focus area, SMA, even though we
examined model performance at all Supersites (not shown here). Both models showed fractional
biases ranging from -25.92% (PMa.s by Run A) to 120.89% (crustal by Run B) at the Bulgwang
Supersite. More detailed performance statistics for total PM> s, sulfate, nitrate, ammonium, organic
matter, elemental carbon, and crustal are presented in Table S8).

3.2.  Model performance aloft

Because objectives of this study include the effects of vertical mixing at low modeling layers on
the regional transport of air pollutants, it is important to evaluate the model performance aloft.
Thus, we conducted model performance evaluation on May 17 and 26, 2016, with aircraft
measurements after considering aircraft data availability and significance of high PM» s events.
For both days, the aircraft observed key meteorological variables (e.g. winds and temperatures)
and air pollutant concentrations (e.g. sulfate and nitrate). We provide details about DC-8 flight
paths on May 17 and 26, 2016, including flight paths with aircraft speeds/directions, ambient
temperature, measured wind speeds/directions, and O3 concentrations on May 17 and 26, 2016 in
Figure S9. Flight paths with measured wind speeds/directions clearly showed the influence of
foreign transport aloft on May 17 and from ground to aloft on May 26.
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Figure S10 shows a comparison between the observed and modeled meteorological variables on
May 17 and 26, 2016, along the DC-8 flight paths. For the flight duration on May 17, 2016, the
model showed consistency with observations for meteorological variables. The exceptions were
wind speeds at low altitudes (< 1,000 m). We also observed that overestimation of wind speeds at
ground monitors. During the flight on May 26, 2016, the model showed good agreement with
observations for meteorological variables including wind speeds at low altitudes (< 1,000 m).
Model performance evaluation with aircraft measurements provided good confidence with
meteorological fields used for this study in general. In particular, the model performance on May
26, 2016, was important because this day was examined in detail for non-local contributions.

Based on a previous report (KORUS-AQ Rapid Science Synthesis Report, 2017) and DC-8 flight
paths (Figure S11), we considered May 17, 2016, as a local influence day. Note that “local
influence” is defined as a relative term. That is, “local influence” days are when domestic
contributions are relatively higher than other days because foreign contributions can be over 50%
most days. For May 17, 2016, we focused our performance evaluation more for areas near Seoul.
For O3 and its precursors, Run A and Run B showed very similar results (Figure S11). Overall,
model performance for sulfate was good while both models underestimated organic carbon
significantly. The overall model biases in May 17 for sulfate and nitrate were -0.16 pg/m’ and -
0.62 pg/m?, respectively. Based on a previous report (KORUS-AQ Rapid Science Synthesis
Report, 2017) and DC-8 flight paths (Figure S12), we considered May 26, 2016, as a transboundary
transport day. Overall, we concluded that the overall model performances were sufficient for this
study. The overall model biases in May 26 for sulfate and nitrate were 4.1 pg/m> and -2.4 pg/m?,
respectively. For more detailed discussion, we present “Detailed model performance analysis with
DC-8 aircraft measurement” in the Supplemental Material.

3.3.  Sensitivity of modeled concentration distributions to minimum Kv values

An earlier study (KORUS-AQ Rapid Science Synthesis Report, 2017) reported that PM; s
concentrations in South Korea on May 17, 2016, were likely influenced by domestic emissions.
Figure 4 shows the spatial distribution of daily average modeled PM; s and SIA concentrations in
the 9-km modeling domain on May 17, 2016. It also displays impacts of changing a minimum Kv
value used in modeling the spatial distribution of PM> s and SIA concentrations. Compared with
Run A, PM2 5 concentrations in Run B were much higher (> 10 ng/m?) around the west coast of
South Korea in general. The domain-wide maximum difference was 36.0 pg/m? in the vicinity of
the west cost of the Choongnam province located at the southwest of SMA. In the SMA area, Run
B resulted in 5.0—~13.2 pg/m> higher PM. 5 concentrations in the 9-km grid cells than Run A.

According to a previous work (KORUS-AQ Rapid Science Synthesis Report, 2017), May 26, 2016,
is considered as a day on which transboundary transport influenced PM2 s concentrations in South
Korea. Figure 5 shows the spatial distribution of daily average modeled PMzs and SIA
concentrations in the 27-km modeling domain on May 26, 2016. With weaker minimum vertical
mixing at lower layers in Run B, total PM> 5 concentrations in the many parts of inland China were
predicted to be higher according to Run B than Run A. However, we noted that SIA concentrations
were not the sole primary cause. In addition, total PM; s and SIA concentrations according to Run
B were much lower over the most of Yellow Sea. Around several inland areas along the west
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coastline of South Korea, PM» s concentrations in Run B were much higher (> 10 pg/m?) than Run
A. PM s concentration differences between Run A and Run B ranged from -5 pg/m? to 89.1 pg/m?
in the 27-km modeling grid cells along the west coastline of China and from -14.0 pg/m> to 0.6
pg/m?’ in the 9-km modeling grid cells inside the SMA area. High sulfate concentrations (> 20
ng/m?) in the 27-km domain occurred in the southern BTH region, Yellow Sea, majority of South
Korea, and East Sea on May 26, 2016. This highlights that sulfate can be a significant PM> s
constituent during the summertime as well as wintertime, as reported by (B.-U. Kim et al., 2017)
for when South Korea experienced high PM events due to transboundary transport. The
significance of sulfate may need to be carefully reassessed in the future because several studies
reported that SO, emission in China has been declining (Li et al., 2018; Kang et al., 2019; Qu et
al., 2019). Overall, Run B estimated higher nitrate concentrations but lower sulfate concentrations
over the inland areas of South Korea than Run A on May 26, 2016. In addition, we noticed much
larger differences for SIA concentrations near the east coast of China and over Yellow Sea on May
26, 2016 than May 17, 2016.

Overall, a weaker low-level vertical mixing condition (i.e., Run B) seemed to lead to higher SIAs
near the SMA, when local influences were important while the same condition resulted in a mixed
effect, when transport influences were dominant (i.e., lower sulfate and higher nitrate
concentrations). This may imply that Chinese sulfuric acid and/or sulfate were formed slower in
Run B because of delayed reactions with oxidants and ammonia due to weaker vertical mixing at
the surface. For the same reason, Chinese nitric acid and/or nitrate could be formed more locally
(i.e., near sources) in Run B.

3.4. Sensitivity of modeled source contributions to minimum Kv values

We found different spatial distributions of PM» 5 concentrations due to variation in the minimum
Kv values over the modeling domains. For the SMA, we noticed that lower minimum Kv values
led to higher PM> 5 concentrations on May 17, 2016 (a local influence day). As we noted in “3.2.
Model performance aloft” section, “local influence” is a relative term. For some parts of the SMA,
Run B resulted in lower PM» s concentrations on May 26, 2016 (a transboundary transport day).
To explain the concentration differences in the SMA with contribution changes, we examined the
vertical distribution of domestic/foreign contributions on May 17 and 26, 2016.

3.4.1. May 17,2016: Local Influence Day

Figures 6-7 show daily average PM2 5 concentrations and daily maximum 1-hour O3 concentrations
over the SMA receptor cells as depicted in Figure 2. On May 17, 2016, daily average PM> s
concentrations at the 1% layer estimated by Run A and Run B were 43.1 pg/m® and 49.9 pg/m’,
respectively. Domestic contributions estimated by Run A and Run B were 16.7 pg/m® and 19.7
ng/m?, respectively. 43.4% (3.0 pg/m?) of the modeled PM> s concentration differences (6.9 pg/m?
could be explained by modeled domestic contribution changes due to the choice of the minimum
Kv value. Relative ratios of foreign contributions to domestic contributions were 1.6 and 1.5
according to Run A and Run B, respectively. This indicates a lower minimum Kv value seems to
result in domestic and foreign contribution changes to a similar degree when the local influence is
dominant. This also implies that local emission controls for high PM> 5 event days can be effective
regardless uncertainties in foreign influences due to various reasons.

N
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Daily maximum 1-hour O3 values in the SMA at 3 PM on May 17, 2016, were similar between
two modeling cases (56.1 ppb by Run A and 56.4 ppb by Run B). Foreign contributions estimated
by Run B, except that those from BTH, were larger at low altitudes (e.g. the 5™ layer or below)
while contributions of domestic sources (e.g. 0.2 ppb at the 3 — 6 layers) and boundary
conditions (esp. North BC) estimated by Run B are smaller by than Run A. The North BC
contribution was smaller up to the 10" layer (c.a. 1000 m) in Run B than Run A. Domestic
contributions were very similar between Run A and Run B at the 1% layer while the domestic
contribution according to Run B was smaller from the 2" layer to 8" layer than that according to
Run A. Apparently, YRD’s contribution is consistently larger at all layers for Run B than Run A.
Excluding BCs, the two major contributors were BTH and South Korea. Their contributions were
10.2 ppb (BTH) and 9.1 ppb (South Korea) according to Run A and 9.9 ppb (BTH) and 9.0 ppb
(South Korea) according to Run B. Overall, foreign contributions were 5 times of the domestic
contributions according to both Run A and Run B. Boundary conditions accounted for 48% and
47% of the total O3 concentrations according to Run A and Run B, respectively. This emphasizes
the importance of BCs for good O3 model performance although it may not change the relative
contributions of domestic and foreign sources.

May 26, 2016: Transboundary Transport Day

Figures 8 and 9 show daily average PM2s concentrations and daily maximum I-hour O;
concentrations over the SMA receptor cells on May 26, 2016. In general, foreign contributions
were smaller according to Run B at low altitudes while domestic contributions were larger at the
1t and 2" layers. NRB, YRD, and COT showed a non-monotonic pattern of contribution
differences for Run A and Run B in the SMA along the altitude. Contributions of NRB, YRD, and
COT were smaller according to Run B up to the 6 layer and became larger between the 7 and
10™ layers. It implies that a source area specific foreign contribution can be sensitive to model
configuration such as Kv. Also, it highlights the importance of understanding how foreign
originated air pollutants are transported aloft to better explain foreign contributions at downwind
receptors. On May 26, 2016, the estimated daily average PM2s concentrations at the 1% layer
according to Run A and Run B were 72.0 pg/m’® and 65.9 pg/m’, respectively. Domestic
contributions estimated by Run A and Run B were 18.2 pg/m® and 19.1 pg/m? (25.2% and 29.0%
of total PM> s concentrations), respectively. Relative ratios of foreign contributions to domestic
contributions were 3.0 and 2.4 according to Run A and Run B, respectively. One interesting
observation was that South Korea’s domestic contributions according to Run B on May 17 (19.7
ng/m?) and May 26 (19.1 pg/m?), 2016, showed little differences while those according to run A
on May 17 (16.7 pg/m?) and May 26 (18.2 pg/m?), 2016, showed relatively large differences. This
implies that the landuse/landcover specific Kv min value (i.e. Run B; 1.0 m?/s for urban areas and
0.1 m?/s for rural areas) leads to more converging domestic contribution estimates than a constantly
higher Kv value (i.e. Run A; 1.0 m%/s) across receptor areas.

Daily maximum 1-hour O3 concentrations in the SMA at 1 PM on May 26, 2016, were similar for
the two modeling cases (78.7 ppb by Run A and 78.0 ppb by Run B). Unlike May 17, 2016, Run
A estimated higher (0.7 ppb) daily maximum 1-hour O3 concentrations in the SMA on May 26,
2016, than Run B. At lower altitudes, YRD was the major contributor. However, at higher altitudes
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(> 1000 m), NRB became the major contributor. The apparent O3 concentration differences at the
surface level were due to lower contributions from YRD and West BC according to Run B than
Run A. The overall differences were compensated by lower YRD contributions and higher COT
and NRB contributions according to Run B than Run A. Domestic contributions were similar for
Run A and Run B. Apparently, YRD’s contribution was consistently lower at all layers for Run B
than Run A. Including BCs, the major contributor was YRD and its contributions were estimated
to be 27.2 ppb and 25.3 ppb by Run A and Run B, respectively. The 2" highest contributor was
NRB (16.0 ppb and 16.3 ppb, respectively). Overall, foreign contributions were 11 times of the
domestic contributions according to both Run A and Run B. Domestic contributions were 6.4 ppb
according to both Run A and Run B. Compared with May 17, 2016, domestic contributions
decreased by 29% according to both Run A and Run B on May 26, 2016.

4. Conclusion

In this study, we examined the effects of minimum Kv values on modeled contributions by
simulating the air quality in the Northeast Asia region. Because of the availability of various data
including aircraft measurements and the strategic importance of air quality management in South
Korea, we focused our analysis for the SMA on May 17 (a local influence day) and 26 (a
transboundary transport day), 2016. Two model runs were performed with minimum Kv values of
1.0 m2/s (Run A) and 0.1 m2/s with additional adjustment below the altitude of 200 m (Run B).

For May 17, 2016 (a local influence day), Run A and Run B estimated that domestic PM; s
contributions were 16.7 ng/m® and 19.7 ng/m>. Relative domestic contributions to total PMz s
concentrations were similar (38.8 % vs 39.4 %) according to the two model runs although modeled
total PMa 5 mass concentrations in the SMA (43.1 ug/m?® and 49.9 pg/m?) were quite different as
large as 6 ng/m>. We found a similar pattern for O3 on the same day. However, on May 26, 2016
(a foreign influence day), relative ratios of foreign PMb»s contributions to domestic PMas
contributions were quite different (3.0 by Run A and 2.4 by Run B) according to the two model
runs. Overall, the lower minimum Kv value near surface led to higher PM 5 concentrations over
the South Korean peninsula. However, this was not necessarily true for the SMA. On May 26,
2016 (a foreign influence day), the lower minimum Kv value resulted in lower PMys
concentrations in the SMA. It turns out that foreign contributions were much lower on May 26,
2016, with lower minimum Kv values while the domestic contribution became larger. Apparently,
a choice of minimum Kv value used in a modeling study caused greater sensitivity on days
influenced by the transboundary transport of air pollution.

As we discussed in the previous section, vertical mixing differences can lead to variations in
chemical reaction timing in Chinese source areas by influencing initial mixing near sources, then
change how primary and secondary pollutants as well as their precursors are transported in terms
of distance and altitude. At the same time, we noted that modeled absolute domestic contributions
were similar for g-lecal influence day and a transboundary transport day with the lower minimum
Kv value. If we—<an consider this as an evidence for more solid estimation in domestic
contributions, we may be able to estimate bias-adjusted foreign contributions in the future. This
also implies that it may be desirable for air quality modelers to perform two sets of modeling with



Soontae Kim
정성적인 비교이며, 이에 대한 정량 비교는 337라인에 다시 나오고 있습니다.

Soontae Kim
이런 결과는 Kv 때문이지만, 물리적으로는 자체 배출에 의한 수직혼합이 run B에서는 제한되므로 상대적으로 높은 자체 배출에 의한 전구 물질 농도를 유지할 수 있고, 이로 인해 자체 기여도가 높아 진다는 정도의 설명이 필요할 것 같습니다.
또한 해당일에 서울에서의 수직 프로화일 등을 제시하면 보다 이해가 빠를 것 같습니다.

핵심이 되는 3.4.1에서 기존 연구에서 제시된 결과를 이용한 해석이 없는 점도 아쉬운 것 같습니다.


Soontae Kim
339라인에서 국내 기여도는 3마이크로가 변합니다. 결국 3.9마이크로는 국내가 아닌, 국외 기여도 변화라 본다면, 국외 영향이 상대적으로 낮은 경우 국외/국내 기여도이 차이는 (1.6-1.5)/(0.5(1.6+1.5))의 편차를 보이나, 국외 영향이 높아지는 경우 그 편차는 20% 까지 증가하는 것을 설명해야 하지 않을까요?


Byeong-Uk Kim
질문이 이해가 안되네요. 이문단의 마지막 두문장을 보시면 상대적으로 모사의 국내기여도 절대값차이가 실제로는 그리 중요하지 않다는 걸 강조했습니다. 
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higher and lower minimum Kv values when they conduct modeling for developing air quality plans
that should consider domestic/foreign contributions.

The limitation of this study was that only two focus days were examined during summertime in
2016 even though those two days might represent sufficiently local against transboundary transport
dominant days. Because seasonality and inter-annual variations along with rapid emission changes
in the Northeast Asia region can play critical roles, further studies are warrantied to examine the
effects of a critical model parameter, minimum Kv, on modeled air pollutant concentrations and
estimated source contribution analyses for longer terms, e.g. annual or multi-year simulations.

5. References

Arutyunyan, V.O., Aloyan, A.E., 1997. Transboundary transport of gaseous pollutants and aerosol
formation in the atmosphere. Journal of Aerosol Science 28, S567-S568.

Bessagnet, B., Pirovano, G., Mircea, M., Cuvelier, C., Aulinger, A., Calori, G., Ciarelli, G.,
Manders, A., Stern, R., Tsyro, S., Garcia Vivanco, M., Thunis, P., Pay, M.-T., Colette, A.,
Couvidat, F., Meleux, F., Rouil, L., Ung, A., Aksoyoglu, S., Baldasano, J.M., Bieser, J.,
Briganti, G., Cappelletti, A., D&amp;apos;Isidoro, M., Finardi, S., Kranenburg, R.,
Silibello, C., Carnevale, C., Aas, W., Dupont, J.-C., Fagerli, H., Gonzalez, L., Menut, L.,
Prévot, A.S.H., Roberts, P., White, L., 2016. Presentation of the EURODELTA III
intercomparison exercise — evaluation of the chemistry transport models’ performance on
criteria pollutants and joint analysis with meteorology. Atmospheric Chemistry and
Physics 16, 12667—-12701. https://doi.org/10.5194/acp-16-12667-2016

Byun, D.W., Kim, S.-T., Kim, S.-B., 2007. Evaluation of air quality models for the simulation of
a high O3 episode in the Houston metropolitan area. Atmospheric Environment 41, 837—
853. https://doi.org/10.1016/j.atmosenv.2006.08.038

Carter, W.P.L., 2016. SAPRC-99 Mechanism Files and Asspciated Programs and Examples.
http://www.engr.ucr.edu/~carter/SAPRC99/index.htm (accessed November 13, 2016).

Castellanos, P., Marufu, L.T., Doddridge, B.G., Taubman, B.F., Schwab, J.J., Hains, J.C., Ehrman,
S.H., Dickerson, R.R., 2011. O3, oxides of nitrogen, and carbon monoxide during pollution
events @er the eastern United States: An evaluation of emissions and vertical mixing.
Journal of Geophysical Research 116. https://doi.org/10.1029/2010JD014540

Chang, J.S., Brost, R.A., Isaksen, I.S.A., Madronich, S., Middleton, P., Stockwell, W.R., Walcek,
C.J., 1987. A three-dimensional Eulerian acid deposition model: Physical concepts and
formulation. J. Geophys. Res. 92, 14681-14700.
https://doi.org/10.1029/JD092iD12p14681

Chen, F., Dudhia, J., 2001. Coupling an Advanced Land Surface-Hydrology Model with the Penn
State-NCAR M odeling System. Part I: Model Implementation and Sensitivity. Mon.
Wea. Rew: 129, 569-585. https://doi.org/10.1175/1520-
0493(2001)129<0569:CAALSH>2.0.CO;2

Chou, M.-D., Suarez, M.J., 1994. An Efficient Thermal Infrared Radiation Parameterization For
Use In General Circulation Models.

Clappier, A., Belis, C.A., Pernigotti, D., Thunis, P., 2017. Source apportionment and sensitivity
analysis: two methodologies with two different purposes. Geoscientific Model
Development 10, 4245-4256. https://doi.org/10.5194/gmd-10-4245-2017

Colella, P., Woodward, P.R., 1984. The Pief%ze Parabolic Method (PPM) for Gas-Dynamical
Simulations. Journal of Computational Physics 54, 174-201.



Soontae Kim
According to 가 계속 반복적으로 사용되는 이유가 있나요? 저는 331~333 라인 표현이 간결하고 이해도 좋은 것 같습니다만.

Soontae Kim
?

Soontae Kim
문제 제기로는 좋아 보입니다만, 358라인 쯤에 제시된 결과에서 본 사례일에 대해서는 결국 같은 것이 아닌지요?

Soontae Kim
이 문장에 대한 정량적인 설명이 372~373 라인에 나와 있습니다. 설명이 분리되어 있는 느낌입니다.

Soontae Kim
368-369 라인에 정량적 설명 

Soontae Kim
결과의 임플리케이션을 한 줄 정도 추가할 수 있을까요?

Byeong-Uk Kim
바로 아래 노란색 부분 추가했습니다.

Soontae Kim
국내 기여도가 유사하다면, 결국 장거리 이동 사례일의 국외 기여도는 각각 (72.0-18.2=53.8), (65.9-19.1=46.8)로 14% 정도의 편차를 보이는 것 같은데요.. 


Byeong-Uk Kim
경계 조건 포함하신거면 맞습니다. 아래 상대적인 비율은 경계조건 제외한 국외 기여도입니다. 

Soontae Kim
What does this imply?

Byeong-Uk Kim
바로 아래 노란색 부분 추가했습니다.
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Soontae Kim
이 부분과 관련하여 항공 관측에서 고도별 오리진이 달라질 수 있다는 것을 결과나 결론에 설명하였나요?


Byeong-Uk Kim
아니요. 관측만으로 고도별 오리진이 달라진다고 말하긴 어려울 것 같습니다. 만약 이부분 이야기하려면 서해 상공에 대한 PSAT 3D결과를 추가해야합니다. 그렇게 되면 아마 또 포커스가 달라질 수 있을 것 같습니다. 그리고 그러한 분석을 더 적절히 하려면 PA를 해야하는데 지금 이 논문에서 그걸 해야할지는 모르겠습니다.

Soontae Kim
Could be true in terms of local contribution. For both days, Run B shows higher local contributions.


Byeong-Uk Kim
이거 자체는 bulk concentration에 대한 이야기입니다.
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