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ABSTRACT: Global estimates of absolute velocities can be derived from Argo float trajectories during drift at parking
depth. A new velocity dataset developed and maintained at Scripps Institution of Oceanography is presented based on all
Core, Biogeochemical, and Deep Argo float trajectories collected between 2001 and 2020. Discrepancies between velocity
estimates from the Scripps dataset and other existing products including YoMaHa and ANDRO are associated with quality
control criteria, as well as selected parking depth and cycle time. In the Scripps product, over 1.3 million velocity estimates
are used to reconstruct a time-mean velocity field for the 800–1200 dbar layer at 18 horizontal resolution. This dataset pro-
vides a benchmark to evaluate the veracity of the BRAN2020 reanalysis in representing the observed variability of abso-
lute velocities and offers a compelling opportunity for improved characterization and representation in forecast and
reanalysis systems.

SIGNIFICANCE STATEMENT: The aim of this study is to provide observation-based estimates of the large-scale,
subsurface ocean circulation. We exploit the drift of autonomous profiling floats to carefully isolate the inferred circula-
tion at the parking depth, and combine observations from over 11000 floats, sampling between 2001 and 2020, to
deliver a new dataset with unprecedented accuracy. The new estimates of subsurface currents are suitable for assessing
global models, reanalyses, and forecasts, and for constraining ocean circulation in data-assimilating models.

KEYWORDS: Ocean; Large-scale motions; Trajectories; Oceanic profilers

1. Introduction

Large-scale ocean currents carry and redistribute heat,
freshwater, carbon, and nutrients across ocean basins and
therefore have an outsized impact on air–sea heat exchange,
sea level variability, ocean uptake of anthropogenic carbon di-
oxide, and biological productivity (Frajka-Williams et al.
2019). The technological development of satellite-based sen-
sors, in combination with high-frequency radar and surface
drifter measurements, has significantly improved our under-
standing of the temporal variability and spatial structure of
surface ocean dynamics (Villas Bôas et al. 2019). Although
progress in characterizing the circulation beneath the surface
has been achieved through the integration of surface and inte-
rior measurements, including those from repeat hydrography,
Argo floats, ocean moorings, and high-resolution expendable
bathythermographs (Davis et al. 2019), it remains challenging
to directly observe the subsurface ocean circulation on large
scales.

To leading order, the large-scale ocean circulation is well
described by geostrophic balance, the equilibrium between
the Coriolis and pressure gradient forces. Together with the
hydrostatic relationship, this balance can be used to infer the

vertical shear of horizontal geostrophic velocity from the den-
sity field (Gill 1982, 215–216). While this shear is frequently
combined with an assumption of a level of no horizontal
motion at a fixed neutral density surface or the deepest
common depth (e.g., Zilberman et al. 2014; Fu et al. 2020),
ambiguity in the choice of such a reference level often leads
to uncertainties in the orientation and amplitude of the ab-
solute oceanic currents (Beal and Bryden 1999; Frajka-
Williams et al. 2018). A more accurate way to define the
patterns and strength of the large-scale ocean circulation is
to reference the geostrophic shear using measured absolute
velocities at a single depth or pressure surface, i.e., a level
of known motion (Gray and Riser 2014; Ollitrault and De
Verdiere 2014).

Argo float trajectories can be used to estimate subsurface
absolute velocities by considering the distance of drift at the
parking depth and the duration between beginning and end of
drift (Davis et al. 1992). The global Argo array, with about
3900 currently active floats, constitutes the main source of
temperature and salinity profiles in the upper-2000-m ocean,
and of absolute velocity measurements at parking depth
(Jayne et al. 2017). The ongoing expansion of Argo, called
OneArgo, includes increased numbers of Core Argo floats
measuring temperature and salinity in the equatorial regions,
marginal seas, high latitudes, and western boundary currents,
compared to the original 383 38 sampling array; Biogeochem-
ical (BGC) Argo floats that collect BGC observations in the
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upper-2000-m ocean; and Deep Argo floats capable of profil-
ing to 4000 m or 6000 m depth (Roemmich et al. 2019). While
most Core and BGC Argo floats drift at parking depth of
1000 m, a large number of Deep Argo floats park within a few
meters off the bottom to keep floats close to their deployment
location (Zilberman et al. 2020), while others are set to park
at the core of a deep water mass in order to track the deep
water pathways of the meridional overturning circulation
(Racapé et al. 2019).

The primary challenge in estimating subsurface absolute
velocities from Argo float trajectories is that a float’s locations
are known only while at the sea surface and when connection
between the float and a satellite positioning system is estab-
lished (Wong et al. 2020). When computing trajectory-based
velocities, this fact leads to uncertainties that arise from a
number of sources, including unmeasured advection by sub-
surface currents, tides, and eddies during float ascent and de-
scent; untracked float drift at the surface between the end of
ascent and first position fix and between the last position fix
and start of descent; and missing positions in sea ice covered
regions (Davis et al. 2001; Park et al. 2005; Chamberlain et al.
2018). Most Argo floats deployed since 2011, equivalent to
two-thirds of the current array, are equipped with a high
bandwidth two-way communication system, while the remain-
ing older floats have Système Argos communication devices.
Among the Argo floats equipped with two-way communica-
tion system that are presently active, 99.8% use Iridium and
0.2% use BeiDou. The switch from Système Argos to a two-
way communication system has led to a shortening of the
time at the surface from 8–12 h to 15–30 min, thereby reduc-
ing float drift at the surface and improving the accuracy of
float positioning (Wong et al. 2020). Velocity errors due to
float drift at the surface are more significant for floats trans-
mitting via Système Argos than the two-way telecommunica-
tion system as they stay longer at the surface by design.
Careful quality control on float timing and locations of surfac-
ing and diving are required to minimize uncertainties in sub-
surface absolute velocity estimates (Wong et al. 2020).

The Argo Data Management System provides Argo pro-
files, trajectories, metadata, and technical data that are freely
distributed in near–real time (NRT) within 12 h, and high-
quality delayed mode (DM) profile data within 12 months.
Quality control procedures are regularly implemented in the
Argo data stream to enable improved correction of data
biases and errors (Wong et al. 2020). In 2014, the Argo data
system went through a major format change to adapt to new
BGC data and also added new features and attributes to the
metadata and trajectory data (Argo Data Management Team
2019). The updated trajectory file format, v3.1, included im-
proved information regarding cycle timing and temperature,
salinity, and pressure measurements at parking depth. A
“cookbook” was developed to provide guidance to the Data
Assembly Centers (DACs) on how to consistently create real-
time trajectory files for the various Argo float types and is reg-
ularly updated on the Argo website (Scanderbeg et al. 2019).
The development of more consistent and detailed trajectory
files now allows for more accurate estimates of velocities from
Argo float trajectories.

Comparisons between Argo-based subsurface absolute ve-
locities are needed for early identification and correction of
error in the trajectory dataset. Argo trajectory products that
have been generated include YoMaHa07 (Lebedev et al. 2007),
Argo New Displacements Rannou and Ollitrault (ANDRO;
Ollitrault et al. 2020; Ollitrault and Rannou 2013), and Absolute
Geostrophic Velocities from Argo (AGVA; Gray and Riser
2014). The AGVA product is based on Argo trajectories col-
lected between 2004 and 2010. The YoMaHa07 dataset initially
covered 2001–07 and has been updated monthly since 2007.
The ANDRO product was created in 2010 and has been up-
dated periodically, with the last update in 2020. Gridded prod-
ucts have been made available to facilitate the use of subsurface
velocity measurements to the users. These include the 18
gridded YoMaHa07 velocities called G-YoMaHa (Katsumata
and Yoshinari 2010), the 38 binned ANDRO trajectory, and the
18 AGVA mapped product. While YoMaHa07 and ANDRO
use first and last surface fixes to compute subsurface velocities,
in the case of Système Argos communication system, the
AGVA product uses extrapolation at the surface from a least
squares fit to a linear background flow and inertial current to
determine times and locations of the float surfacing and sinking,
following Park et al. (2005).

Here, we introduce a new velocity dataset based on Argo
float trajectories, which has been developed at Scripps Institu-
tion of Oceanography. The main differences between the
Scripps Argo velocity product and the ANDRO and YoMaHa
datasets described above are that the Scripps product exten-
sively applies thorough quality control checks to all float loca-
tions and times, only uses trajectory files with the updated 2014
or later format, and provides observed parking depths instead
of relying on preprogrammed values. It is expected that these
advanced quality checks contribute to significantly improving
the overall quality of the trajectory-based velocity dataset. The
Scripps Argo velocity dataset will be updated every 6 months
and made freely available via the UCSD library (Zilberman
et al. 2022), the Argo website (https://argo.ucsd.edu/data/argo-
data-products/velocity-products/), and the Argovis web app and
database [https://argovis.colorado.edu, recently upgraded from
the app version described in Tucker et al. (2020)]. Themethods for
quality control of the trajectory data, computation of the velocity
estimates, and gridding of the data are explained in section 2.
Section 3 compares the velocity estimates from the Scripps dataset
with the ANDRO and YoMaHa07 products, assesses the
impact of correcting for surface drift in older floats that use
Système Argos, and evaluates the gridded mean velocity fields
from the Scripps dataset against a global ocean reanalysis. Conclu-
sions follow in section 4.

2. Method

a. Quality control of the trajectory data in the
Scripps product

The Scripps Argo velocity product is based on quality-
controlled trajectory data processed by the Argo DACs and
made publicly available at the Argo Global Data Assembly
Centers (GDACs; http://doi.org/10.17882/42182#76230). The
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netCDF Scripps velocity dataset contains velocity estimates
from drift at parking pressure, surfacing and diving times and
positions, float identification numbers, cycle number, pressure
and temperature at parking, positioning system, number of
surface fixes for each cycle, and information on which sensors
the float carries, which mission the float is part of (Core,
BGC, or Deep), and whether the velocity was based on ex-
trapolated positions. The Scripps product information is mostly
similar to what is available for YoMaHa07 and ANDRO, but
specifies only measured pressure and temperature at parking,
provides velocities based on extrapolated surface positions for
cycles using Système Argos with at least six good surface fixes,
and includes a flag indicating if the float is a Core, BGC, or
Deep model.

Out of 15 970 floats examined, 11 736 (73.5%) were in-
cluded in the Scripps product. Excluded from the dataset are
(i) floats that do not have a trajectory file on the Argo GDAC
(606 floats, 3.8%), (ii) floats in trajectory file formats prior to
v3.1 that have missing timing information and pressure meas-
urements (2722 floats, 17.0%), and (iii) floats with fewer than
three cycles with good positions or drift pressures (906 floats,
5.7%).

All float data go through a quality control procedure that
first selects only data with a quality control flag of “1” in the
trajectory files and then identifies bad surface positions. Pro-
cedures to estimate surface times and positions are described
in section 2a(1), followed by a description of the quality con-
trol procedures applied to the cycle times [section 2a(2)], and
drift pressures and temperatures [section 2a(3)]. After all
quality control criteria have been applied, a float must have
at least three good surface positions and drift pressures within
the 100–6200 dbar range to be included in the Scripps
product.

1) SURFACE TIMES AND POSITIONS

Determining times and locations of the float’s surfacing and
sinking depends on the type of communication system and the
float model. For trajectory cycles in delayed mode, adjusted
times (JULD_ADJUSTED) and positions (POSITION) are
used only if they have good (“1”) quality control flags (JULD_
ADJUSTED_QC and POSITION_QC, respectively). No addi-
tional quality control is applied to surface times and positions for
these cycles. The quality control procedures applied to surface
times and positions for real-time cycles are described next.

All newer floats with two-way communication systems are
equipped with high-quality GPS positioning with accuracy of
10 m, which is 10–100 times more accurate than Système Argos.
If the GPS fails to get a position fix, a lower accuracy Iridium
fix is sometimes provided, if the Iridium data are sent through
the Short Burst Data (SBD) method. In this product, surface in-
tervals with single Iridium positions are not included due to
their low accuracy (with errors of up to 5 km). However, when
both Iridium and GPS positions are included in one surface in-
terval, all positions are quality controlled according to the GPS
quality control process described next. For most floats with
GPS positioning (e.g., SOLO-II, Apex APF9 after July 2014,
Navis, Apex APF11), there is often only one high-quality

position and time fix; that fix is used for times and locations of
float surfacing and sinking. Most SOLO-II floats are pro-
grammed to obtain two fixes, upon arrival at the surface and
prior to descent; the first fix is assigned as the rise time and loca-
tion, and the last fix is assigned as the fall time and location.
When APEX floats have difficulty sending their data to the
Iridium satellites, perhaps due to the rough sea state, they are
programmed to stop transmitting to Iridium, obtain a new GPS
fix, and then try transmitting to Iridium again. This process can
be repeated several times, which results in multiple GPS posi-
tions per surface interval. Any time a float receives multiple
GPS fixes per surface interval, the first fix is assigned as the rise
time and location and the last fix is assigned as the fall time and
location.

To perform further quality control on the GPS location fixes,
speeds were calculated between the last GPS fix in the current
cycle (N) and the first GPS fix in the next cycle (N 1 1). Then,
each subsurface speed (N to N 1 1) was compared to the mean
of four independent neighboring subsurface speeds (N 2 3 to
N 2 2, N 2 2 to N 2 1, N 1 2 to N 1 3, and N 1 3 to N 1 4).
Unless the cycle is near the beginning or end of the float life-
time, GPS-based subsurface speed is compared with two pre-
ceding and two following subsurface speeds, and without using
the same positions in any of the other speed calculations to en-
sure that the values are independent. The immediately preced-
ing and following subsurface speeds are not used in the mean
comparison to prevent using one of the potentially bad posi-
tions from the current subsurface speed in a neighboring sub-
surface speed. For subsurface speeds occurring near the
beginning or end of the float lifetime, the four neighboring
cycles are not split evenly between the immediately preceding
and following subsurface speeds. For example, for the first sub-
surface speed of the float lifetime (N to N 1 1), the four neigh-
boring speeds are from the following current cycles (N 1 2 to
N 1 3, N 1 3 to N 1 4, N 1 4 to N 1 5, and N 1 5 to N 1 6).
For the second subsurface speeds of the float lifetime (N1 1 to
N1 2), the four neighboring speeds are from the following cur-
rent cycles (N 1 3 to N 1 4, N 1 4 to N 1 5, N 1 5 to N 1 6,
and N 1 6 to N 1 7). For the third subsurface speed (N 1 2 to
N 1 3), one is from the first cycle (N to N 1 1) and the other
three are from the following cycles (N 1 4 to N 1 5, N 1 5 to
N 1 6, and N 1 6 to N 1 7). Likewise, for the final subsurface
speed (N to N 2 1), the four neighboring speeds are all from
the preceding cycles (N2 2 toN2 3,N2 3 to N2 4,N2 4 to
N 2 5, and N 2 5 to N 2 6). For the second to last subsurface
speed (N 2 1 to N 2 2), the four neighboring speeds are from
the preceding cycles (N2 3 toN2 4,N2 4 to N2 5,N2 5 to
N 2 6, and N 2 6 to N 2 7). For the third to last subsurface
speed (N 2 2 to N 2 3), one speed is from the last cycle (N to
N 2 1) and the other three are from cycles preceding it (N 2 4
to N2 5,N2 5 to N2 6, and N2 6 toN2 7).

Cycles with speeds that exceed the average surrounding
speeds by a factor of 5 are investigated as possibly indicative
of an erroneous position far away from surrounding positions.
The choice of a factor of 5 is admittedly subjective. Using a
factor of 4 would lead to twice the number of bad positions
and is thus less efficient at removing bad data than is using a
factor of 5. On the other hand, using a factor larger than 5
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would lead to detecting similar (within 10%) numbers of bad
positions as the real-time Argo QC process and thus does not
significantly improve on the real-time quality control. There
are two situations that can occur when high speeds are identi-
fied: in the first situation both surface intervals have only one
GPS fix, and in the second situation one or both surface inter-
vals have multiple GPS fixes.

The first situation has two possible scenarios. In the first
scenario where two consecutive speeds are higher than the av-
erage, the position used in both speed calculations is consid-
ered erroneous and not used. The velocity is then calculated
using the previous good position before and the next good po-
sition after the identified erroneous position. In the second
scenario where there is only one bad speed higher than the
average, because identifying the erroneous position is chal-
lenging, that speed is removed from the product.

The second situation has three possible scenarios: (i) the
surface interval of the current cycle (N) has one position and
the surface interval of the next cycle (N 1 1) has multiple po-
sitions, (ii) the surface interval of the current cycle (N) has
multiple positions and the surface interval of the next cycle
(N 1 1) has one position, or (iii) both surface intervals have
multiple positions. To determine which position(s) is errone-
ous, two distances in degree units are calculated and com-
pared. The first distance is between the last latitude in the
current cycle (N) and the first latitude in the next cycle (N1 1)
(cycle difference) and the second difference is between lati-
tudes on the surface interval(s) for which there are multiple po-
sitions (surface difference). This surface difference is possible
only for cycles with multiple positions in one surface interval.
A 0.18 distance threshold is set for drift at the surface based on
the fact that a float drifting at the surface for at most one hour
with a nominal speed of 2 m s21 would be displaced about 0.18.
A 28 threshold was chosen for maximum drift at parking depth
and corresponds to float displacement at a nominal speed of
0.25 m s21 for 10 days. Note that these GPS positions have al-
ready been identified as problematic by comparison with the
mean of nearby speeds, so this threshold is used to determine
which of the positions is erroneous. Using a higher threshold
for maximum drift at parking depth (up to 48) did not signifi-
cantly change the number of erroneous GPS positions com-
pared to 28.

Positions marked as erroneous are identified for each sce-
nario presented above. Then cycle differences and surface dif-
ferences are compared to their respective thresholds, 28 and
0.18, respectively, and used to determine which position is
bad. In cases where either cycle or surface difference is large
compared to the threshold, the corresponding bad position is
removed from the product. For cases where both cycle and
surface differences are larger than thresholds, the correspond-
ing speed is removed from the product. This resulted in about
5500 positions being identified as bad. The reader is referred to
the GPS QC method document on the Scripps Argo trajectory-
based velocity product DOI web page (Zilberman et al. 2022)
for an in-depth description of how to assess erroneous GPS
positions.

For floats with communication Système Argos, the surface
locations and times are first sorted to be in chronological

order and then further quality controlled to remove bad fixes
using a method developed by Japan Agency for Marine-Earth
Science and Technology (JAMSTEC) and documented by
Nakamura et al. (2008). The JAMSTEC method is an op-
tional real-time quality control test for Argos floats described
in the Argo Quality Control Manual for CTD and trajectory
data (Wong et al. 2021), which is applied here to all Argos
files. Once the surface positions and times are quality con-
trolled, the locations of surfacing and sinking are extrapolated
by assuming that the surface currents have both linear veloc-
ity and inertial velocity components as defined in Park et al.
(2004). Positions with bad quality control flags (i.e., not equal
to “1”) are not used in the extrapolation. The Park et al.
(2005) method involves a least squares fit for each surface in-
terval using all the positions available and weighted by the ac-
curacy of those fixes. The least squares fit is then extrapolated
to the times of surfacing and sinking in order to estimate the
positions corresponding to the float arriving at the surface
and leaving the surface. If a surface interval has less than six
position fixes, the extrapolation cannot be achieved and only
a transmitted velocity, based on transmitted times and loca-
tions, is calculated. For these cycles, the first surface position
is assigned as the rise location and the last surface position is
assigned as the fall location, as is done in the YoMaHa07 and
ANDRO products. The “EXTRAP_FLAG” variable of the
Scripps product indicates if the velocity was calculated using
extrapolated positions and times (value equals to 1) or using
transmitted positions and times (value equals to 0).

Some Argo float models, including PROVOR, ARVOR,
SOLO-II, Apex APF9 built after July 2014, Navis, and Apex
APF11, send back their ascent end time (AET) and descent
start time (DST). SOLO floats (prior to the SOLO-II model)
do not send back this timing information but have a pro-
grammed period of time at the surface that is constant. For
these SOLO floats, the time elapsed from the first to last mes-
sage is subtracted from the total surface time. The remaining
time is split in half and one-half is subtracted from the first
message time to determine the AET. The other half is added
to the last message time to determine the DST. For old
APEX floats (APF8 and APF9 prior to July 2014), the AET
corresponds to the JULD_ASCENT_END_TIME in the tra-
jectory file. If that variable contains a fill value, then the
JULD_TRANSMISSION_START_TIME in the trajectory
file that is approximately 10 min after the ascent end time, is
used instead. The DST is determined based on last message
times (LMT), following the procedure from Park et al. (2005)
that is also described in appendix B of the DAC Trajectory
Cookbook (Scanderbeg et al. 2019). Each old APEX float’s
surface times, including AET and estimated DST, are visually
examined; 76 old APEX floats were rejected from the final
Scripps product due to anomalous AET values or other file
format errors.

2) FLOAT CYCLE TIMES

While most Argo floats have a nominal cycle time of 10 days,
some floats are programmed to profile at higher sampling fre-
quency during part of their mission in order to capture short-
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lived events such as hurricanes and biogeochemical processes.
Other floats, when unable to report data in the case of bad sat-
ellite transmission at the surface, grounding, or ice cover at the
surface, report positions at longer intervals than 10 days. Fol-
lowing Gray and Riser (2014), the Scripps product only uses
subsurface drifts of 5–25 days to calculate geostrophic velocity
estimates at parking depth. This time window is chosen to elimi-
nate noise from smaller-scale fluctuations and to optimize sam-
pling of the large-scale signal. Most velocities (99%) are
derived from subsurface drifts of 5–11 days. A total of 332643
velocities derived from float cycles outside of the 5–25-day win-
dow were excluded from the analysis, leaving 1456876 veloci-
ties inside the target time window. This includes 322320
velocity estimates from cycles shorter than 5 days, and 10323
velocities from cycles longer than 25 days. About 25% of the
cycles shorter than 5 days were between a few hours and one
day, which is a result of many floats doing an initial short cycle
prior to their regular 10-day cycle. Another 58% were between
4 and 5 days, which corresponds to about 1800 floats with
shorter programmed cycle times. Cycles that last longer than
25 days usually result from missing positions in between regular
10-day cycles. The positions may be missing due to poor trans-
mission or because the positions were marked as bad.

Accurate cycle times are especially important for APEX
Argos floats to estimate the DST [see section 2a(1)]. To check
if the cycle time is accurate, the cycle number is plotted for
each float as a function of all surface times relative to the first
cycle. If the cycle time is accurate and there is no clock drift, all
surface times should be lined up as seen in Fig. 7 in appendix B
in the Argo DAC Trajectory Cookbook (Scanderbeg et al.
2019). When the cycle time is incorrect or the float’s clock is se-
verely drifting, the surface times do not systematically line up,
as seen in Fig. 13 in appendix B (Scanderbeg et al. 2019). In the
situation where the cycle time is wrong in the metadata file, a
range of new cycle times is tested based on cycle times, deploy-
ment times, and locations from other similar float types. In gen-
eral, a more accurate cycle time can be visually identified from
plotting cycle numbers as a function of surface times relative to
the first cycle. In this analysis, cycle time was adjusted for about
1400 APEXArgos floats.

Cycle times showing large differences from one cycle to the
next usually occur when the wrong cycle number is applied,
causing too much time to elapse between cycles. In this situa-
tion, the float cycles before and after the jump must be proc-
essed separately to determine the descent start times as
described in section 2a(1).

3) DRIFT PRESSURES AND TEMPERATURES

Pressure and temperature measurements are taken at differ-
ent times during drift, when most floats are parked at 1000 m
depth, depending on the float model. The pressure and tem-
perature measurements during drift are identified by the
“MEASUREMENT_CODE” variable in the Argo trajectory
file. In general, the older floats using Système Argos return
only average measurements due to data transmission limita-
tions. APEX Argos floats send the average pressure and tem-
perature during drift, while SOLO floats send two averages:

one for the first half of drift and one for the second half of
drift. Most of the newer float types that use higher bandwidth
communications send back a series of measurements taken
during drift. Here, drift pressure and temperature are deter-
mined for each cycle based on the information available in the
trajectory file. When selecting pressure and temperature meas-
urements in the trajectory file, adjusted values are used if avail-
able, and quality control flags are applied, according to the Argo
User’s Manual recommendations (Argo Data Management
Team 2021). If several pressure measurements are available dur-
ing drift, they are averaged. If no pressure is available during
drift, that cycle is removed from the Scripps dataset. The pressure
measurements are subject only to the basic quality control of ex-
cluding values that are negative, values larger than programmed
maximum profiling depth (e.g., .2200 dbar for 2000 dbar
floats, .4200 dbar for 4000 dbar Deep Argo floats, and .6200
dbar for 6000 dbar Deep Argo floats), and values shallower
than 100 dbar.

4) VELOCITY CALCULATIONS

Two different types of velocities were calculated based on
quality-controlled float locations and timing. The first was
based on the extrapolated positions and times for Argos float
cycles with at least six surface fixes. The second was based on
the transmitted positions and times for Argos float cycles with
less than six surface fixes, and for Iridium floats. Extrapolated
velocity is calculated using the difference between the extrap-
olated surface descent position of a cycle and the extrapolated
surface arrival position of the next cycle, divided by the differ-
ence in seconds between the extrapolated surface descent
time and the extrapolated surface arrival time in the next cy-
cle. There are 858 062 extrapolated velocities calculated in the
Scripps Argo velocity dataset. Transmitted velocity is calcu-
lated in a similar manner to YoMaHa07 and ANDRO, using
the difference between the final transmitted surface position
of a cycle and the first surface transmitted position of the next
cycle, divided by the difference in seconds between the final
transmitted surface time and the first transmitted surface time
in the next cycle. There are 1 456 876 transmitted velocities
calculated in the Scripps Argo velocity dataset.

Two types of nongridded velocity estimate NetCDF files
are made available in the Scripps product: one including a
drift pressure range between 100 and 6200 dbar, and the other
including only velocities in the targeted drifting pressure
range of 1000 6 200 dbar. Both of these files include a flag
that indicates whether an extrapolated velocity is available
(EXTRAP_FLAG 5 1) or if only the transmitted velocity
was calculated (EXTRAP_FLAG 5 0). Results presented in
section 3 are based on velocity estimates between 800 and
1200 dbar.

5) COMPUTATION OF THE GRIDDED VELOCITY FIELD

A time-mean gridded velocity estimate was computed at
18 horizontal resolution, using all velocities within the 1000 6

200 dbar pressure range. Extrapolated velocities were in-
cluded when possible; otherwise, transmitted velocities were
used. To determine the time-mean gridded estimate, a
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multiscale, local-window mapping method was used, based on
Gray and Riser (2015) and Kuusela and Stein (2018). For
each grid point, all data within a 250 km radius were first used
to compute a large-scale, time-invariant velocity estimate via
a linear least squares fit to second-order polynomials that
varied with latitude and longitude. The resulting large-scale
velocity field was then interpolated to the locations of the in-
dividual velocity estimates and subtracted from those data to
produce small-scale velocity anomalies. At each grid point, all
anomalies within a 500 km radius were used to compute a
small-scale, time-varying velocity estimate at 10-day frequency,
via Gaussian process regression. Total time-mean velocity
fields were next produced by summing the temporally constant
large-scale gridded field with the temporal average of the
small-scale gridded field. Finally, using the time-mean velocity
estimates computed from the sum of the large-scale and small-
scale signals, a geostrophic streamfunction was calculated for
the global domain following the method outlined in Li et al.
(2006).

The gridding technique used in this study, also known as
objective mapping or kriging as well as Gaussian process re-
gression, requires modeling the autocovariance in the field of
interest. The small-scale velocity field being mapped here is
assumed to be in geostrophic balance, as in Davis (2005) and
Gray and Riser (2014). The zonal and meridional components
of the horizontal velocity, u 5 (u, y , 0), are thus related
through a geostrophic streamfunctionC:

u 52
1
f
k̂3 =C,

where f is the Coriolis parameter and k̂ is the unit vector in
the vertical direction. Using this relationship, the auto- and
cross covariances of the zonal and meridional components of
the velocity field can be calculated from derivatives of the au-
tocovariance of the underlying geostrophic streamfunction
(Bretherton et al. 1976). Following Park et al. (2022), an an-
isotropic spatiotemporal Matern function of order 3/2 was
used to model the autocovariance of C, and for each grid
point maximum likelihood estimation was used to determine,
directly from the observations, the signal and noise variances
as well as the decorrelation scales corresponding to zonal, me-
ridional, and temporal distances. Because the assumption of
geostrophy breaks down as f goes to zero, gridded velocities
are not computed at the equator.

One of the advantages of gridding data with Gaussian pro-
cess regression is that this technique produces a quantitative
uncertainty value associated with each individual estimate
(Bretherton et al. 1976). The value of the uncertainty at any
particular grid point depends on a combination of the distri-
bution of the nearby observations in space and time, the
amount of variance in both the signal and noise at that point,
and the spatiotemporal decorrelation scales. For the time-
mean gridded velocity field, total (squared) mapping errors
were calculated as the mean of all the individual squared error
estimates for the time-varying field divided by the effective
degrees of freedom, which varied spatially. The quadratic for-
mula of Bretherton et al. (1999) was used to compute the

effective degrees of freedom from the temporal decorrelation
of the autocovariance function, determined at each grid point
as described above.

b. Characteristics of the reanalysis product

The ocean reanalysis used in this study is the 2020 version of the
Bluelink Reanalysis (BRAN) called BRAN2020 (Chamberlain
et al. 2021). This product is near global (658S–658N), eddy re-
solving, and spans January 1993 to December 2020. BRAN2020
uses a multiscale data-assimilation approach that constrains se-
quentially the broad scales and mesoscale structure of the ocean
state. The reanalysis assimilates conventional observation plat-
forms (e.g., Argo, XBT, satellite altimetry, and satellite SST)
used in prior versions of BRAN that are combined with up-
dated sources including observations from marine mammals,
moorings, and shipborne surveys. Here, we use the monthly
mean velocity fields between January 2001 and December 2020
for consistency with the Scripps trajectory product.

3. Results and discussion

The global large-scale circulation at 1000 6 200 dbar de-
rived from the Scripps dataset of trajectory-based velocities is
first presented, followed by a comparison of the Scripps prod-
uct with the ANDRO and the YoMaHa07 datasets. The im-
pact of using extrapolated instead of transmitted positions
for floats with telecommunication Système Argos is next de-
scribed. The time-mean velocity field based on the Scripps da-
taset is then compared to velocities from the BRAN2020
reanalysis.

a. Circulation at parking depth based on the
Scripps product

Maps of gridded absolute velocities, computed at 18 hori-
zontal resolution from the 1 316506 trajectory-based velocity
estimates at 1000 6 200 dbar contained in the Scripps prod-
uct, reveal the spatial structure of the large-scale flow in that
depth range (Figs. 1a,d). Outside of the equatorial region, the
standard deviations computed from the time-varying, small-
scale mapped estimate are comparable for the zonal (Fig. 1b)
and meridional (Fig. 1e) components of the velocity field. The
spatial patterns in the mapping errors [calculated following
the method described in section 2a(5)] are also largely similar,
although the magnitudes roughly scale with the size of the ve-
locity in each direction (Figs. 1c,f). The direction and strength
of the time-mean geostrophic flow at 1000 6 200 dbar is illus-
trated by the geostrophic streamfunction (Fig. 2).

Main features of the large-scale ocean circulation at 1000 6

200 dbar are apparent in the gridded Scripps velocity fields
(Figs. 1 and 2), including the boundary currents and gyres
(Wunsch and Heimbach 2013; Qu et al. 2019) and the Antarctic
Circumpolar Current (ACC; Rintoul and da Silva 2019). The
strongest velocities (.0.02 m s21) are seen in the boundary
currents forming the northern and western limbs of the subpo-
lar gyres, in the midlatitude western boundary currents and re-
circulation zones, and in the ACC. In regions with strong
variability (Figs. 1b,e), the mapping errors are large but only
represent a limited (,20%) fraction of the signal (Figs. 1c,f).
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Increased velocity (.0.01 m s21) error in the northwest Pacific
stems from the combination of reduced sampling (Fig. 3) and
higher variability (Figs. 1b,e). The largest mapping error values
(.0.015 m s21), which are found close to shallow regions partic-
ularly in the subpolar North Atlantic basin and localized areas
in the Southern Ocean and south of the Aleutian Ridge, are
mainly attributable to long decorrelation time scales together
with lower float densities and greater variance. In these regions
where the mapping errors represent a significant fraction
(.50%) of the signal, the gridded trajectory-based velocity esti-
mates should be interpreted with caution.

b. Comparison of Scripps transmitted velocities with
YoMaHa and ANDRO

Three main differences in quality control procedures distin-
guish the Scripps, YoMaHa, and ANDRO products: (i) the

YoMaHa product relies only on programmed parking depth
from the metadata files, the ANDRO product uses programmed
parking depth from the metadata files only when pressure meas-
urements are unavailable in the trajectory file, while Scripps only
uses pressure measurements taken during drift in the trajectory
files; (ii) the Scripps product uses trajectories from 5- to
25-day cycles and floats with at least three cycles, while the
ANDRO and YoMaHa products apply no restrictions to the cy-
cle time and number of cycles per float; and (iii) the ANDRO
and YoMaHa products are derived from the entire historical
Argo trajectory dataset, while Scripps uses only trajectory data
upgraded to the new 2014 format (v3.1) that includes increased
documentation of the float location and time for each cycle.

Other differences in the Scripps product compared to
ANDRO and YoMaHa products reside in the use of QC posi-
tion flags and positional QC [described in section 2a(1)], data

FIG. 1. Maps of (a) zonal velocity, (b) zonal velocity standard deviation, (c) zonal velocity error, (d) meridional ve-
locity, (e) meridional velocity standard deviation, and (f) meridional velocity error. All are from the gridded Scripps
Argo dataset between 2001 and 2020 and for 10006 200 dbar. White areas indicate places where gridded velocity esti-
mates were not computed: along the equator, the marginal seas, grid boxes shallower than 1000 m [based on bathyme-
try from Amante and Eakins (2009)], and ice-covered regions with sparse data.
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source, and grounded cycles. The Scripps product takes ad-
vantage of available delayed mode trajectory files, which were
not available when YoMaHa and ANDRO products were
created. This means that quality control flags applied by de-
layed mode experts were used in the Scripps product but may
not have been available or identified for YoMaHa and
ANDRO. The JAMSTEC method for real-time quality con-
trol of Argos floats developed by Nakamura et al. (2008) is
used for the Scripps and ANDRO products but not in
YoMaHa. In the ANDRO product, some surface positions
that were missing in the trajectory files on the GDACs were
recovered by decoding raw data collected from individual
DACs that were not publicly available (Ollitrault and Rannou
2013). In contrast, only decoded trajectory data directly avail-
able from the GDACs are used in the Scripps and YoMaHa
products. Grounding flags are applied in the ANDRO prod-
uct, but they are not utilized in Scripps or YoMaHa. Overall,
YoMaHa has 1 387 930 velocities, Scripps has 1 316 506 veloci-
ties, and ANDRO has 911 317 velocities in the 2001–20 time
period and in the 800–1200 dbar pressure range.

Since extrapolated trajectories are not provided in the
ANDRO and YoMaHa datasets, when comparing these three
products, only transmitted trajectories from the Scripps prod-
uct are considered. Between 2001 and 2020, there are 226 698
velocities from the YoMaHa product, 16% of the dataset,
that are not identical to the Scripps product (Table 1). Out of
this amount, 34% have cycle times less than 5 days (Fig. 4a);
31% show starting or ending position differences due to addi-
tional QC in the Scripps product (Fig. 4b); 22% correspond to
trajectories not in the Scripps product because (i) there is no
drift pressure in the trajectory file, (ii) the drift pressure is less
than 100 dbar or greater than 2200 dbar for 2000 dbar floats
or greater than 4200 or 6200 dbar for 4000 and 6000 dbar
floats, or (iii) the drift pressure is determined to be bad [as de-
scribed in section 2a(3); Fig. 4c]; 8% are measured drift pres-
sures outside of the Scripps’s targeted 800–1200 dbar range;
2% are floats with less than three cycles; 1% are in the old tra-
jectory format; 1% are cycle times greater than 25 days; and
the remaining 1% are likely due to applying delayed-mode
QC flags and a combination of the aforementioned causes (cycle
length, additional position and pressure QC in the Scripps prod-
uct). In theYoMaHa product, trajectories with different starting or
ending positionswith Scripps are distributed pretty homogeneously

globally (Fig. 4b). In contrast, trajectories from short (,5 days)
cycles are mostly located in the Kuroshio and north Indian
Ocean (Fig. 4a), while most trajectories with different parking
pressure than the Scripps product are located off the coast of
Alaska and in the northwest Atlantic basin (Fig. 4c).

Between 2001 and 2020, there are 221 833 velocities, 24%
of the ANDRO product, that are not identical to Scripps
(Table 1). Out of this amount, 45% are floats in the old, pre-
2014 trajectory format (Fig. 5a); 24% show differences in
starting and ending positions from additional QC in the
Scripps product (Fig. 5b); 23% have cycle times shorter than
5 days (Fig. 5c); 3% are floats with less than three cycles; 3%
are anomalous trajectories not in the Scripps product because
(i) there is no drift pressure in the trajectory file, (ii) the drift
pressure is less than 100 dbar or greater than 2200 dbar for
2000 dbar floats, or greater than 4200 dbar or 6200 dbar for
4000 and 6000 dbar floats, or (iii) the drift pressure is deter-
mined to be bad [as described in section 2a(3)]; and 3% are
either recovered raw data only available in the ANDRO
product, floats with cycles longer than 25 days, floats with
measured parking pressure outside of Scripps’s targeted
800–1200 dbar range (cycles outside of the 800–1200 dbar
range are provided in the 100–6200 dbar Scripps product, see
section 2a), or newly available delayed mode data. High den-
sities of ANDRO trajectories in the old format are located in
the northwest Pacific, east Indian, and northeast Atlantic
Oceans (Fig. 5a). As in the YoMaHa product, ANDRO tra-
jectories with different starting or ending positions than
Scripps are mainly homogeneously distributed (Figs. 4b and
5b), and ANDRO trajectories from short (,5 days) cycles are
mostly located in the Kuroshio region and in the north Indian
Ocean (Figs. 4a and 5c).

c. Comparison between transmitted and extrapolated
fields from Scripps

Argo floats with telecommunication Système Argos may
drift at the surface for up to 4 h between arrival at the surface
and first position fix, and between last position fix and start of
descent. In energetic current and eddy fields, untracked
changes in Argos float positioning at the surface prior to first
transmission to satellite and after last transmission may have

FIG. 3. Map of density of observation per 18 bins from the Scripps
Argo dataset between 2001 and 2020 and for 10006 200 dbar.

FIG. 2. Map of streamfunction from the gridded Scripps Argo data-
set between 2001 and 2020 and for 10006 200 dbar.
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significant impact on subsurface velocity estimates based on
trajectories. This is less of an issue for two-way communica-
tion system floats that, by design, spend only 15–30 min at the
surface and for which trajectories are estimated using posi-
tions and times at first and last transmission. A method for es-
timating surfacing and diving positions and times for Argos
cycles in the Scripps product is described in section 2a(1). In
strong currents where the flow does not reverse with depth,
the extrapolated distance between surfacing and diving is ex-
pected to be smaller than the transmitted distance, leading to
slower extrapolated velocity estimates. In contrast, if the
mean flow reverses between the surface and parking depth,
the extrapolated distance between surfacing and diving would
be larger than the transmitted distance, resulting in higher ex-
trapolated velocities. Of course, in reality, complex three-
dimensional flows that are highly variable in space and time
mean that either case is possible.

A pairwise comparison of all velocity estimates computed
using extrapolated positions with the corresponding estimates
computed using transmitted positions reveals a mean absolute
difference in magnitude of ,0.002 m s21, which is statistically
significant (p , 0.01) but still well within any reasonable
uncertainty range for an individual trajectory-based velocity
estimate. However, for more than 1.3% of the velocities con-
sidered (amounting to.10 000 data points), the difference be-
tween the transmitted and extrapolated speeds was greater
than one-half of their mean. In this group of velocity esti-
mates, extrapolated speeds were, on average, greater than
their transmitted counterparts, with a mean absolute differ-
ence of 0.0125 m s21.

To further assess the impact of using extrapolated positions
as compared to transmitted positions on the gridded veloci-
ties, time-averaged gridded fields were calculated for the pe-
riod 2001–10 using transmitted velocities only and compared

FIG. 4. Maps of nonidentical trajectories per
18 bins between Scripps and YoMaHa due to
(a) short cycles, (b) nonidentical end cycles, and
(c) pressure QC. All are for 2001–20 and 1000 6

200 dbar.

TABLE 1. Number of velocity data from the ANDRO and YoMaHa products that are not included in the Scripps product. Causes of
discrepancies between the Scripps and ANDRO and YoMaHa products are indicated.

ANDRO velocities
not in Scripps

YoMaHa velocities
not in Scripps

Cycles , 5 days 50 101 77 679
Cycles . 25 days 583 1936
No pressure in trajectory file or bad pressure as identified by Scripps 5575 49 518
Pressure outside of the 800–1200 dbar range of the Scripps product 1899 17 835
Old trajectory format 99 329 1473
Different starting/ending positions due to additional Scripps QC 54 184 69 882
Less than three cycles per float 5577 4521
Applied DMQC flags or combination of other causes 4585 3854
Total number 221 833 226 698
Percentage of dataset 24% 16%
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to the same fields computed using extrapolated velocities
(Fig. 6). During this time period, which is prior to the switch
to two-way communication systems, 90% of all surface inter-
vals considered have at least six position fixes, such that
extrapolation can be achieved. Differences between extrapo-
lated and transmitted time-mean gridded speeds are highest
(.0.004 m s21) in the North Pacific western boundary current
and associated recirculation region, as well as portions of the
ACC, although the differences are significantly smaller than the
associated mapping errors (Fig. 6). Thus, while individual veloc-
ity estimates can be substantially changed when the displace-
ment of the float at the surface is taken into account, the impact
on the 10-year-average gridded velocity fields appears minimal.

d. Comparison with ocean predictions from
BRAN2020 reanalysis

One of the intended applications of the Scripps velocity da-
taset that we present here is the assessment of ocean models,
ocean reanalyses, and ocean forecasts. Additionally, the
modeling community may exploit the Scripps velocity dataset
to help constrain their models. To demonstrate the sort of in-
sights the modeling community might gain from this compari-
son, we include here a comparison between the reanalyzed
velocities from BRAN2020 and observed velocities from
the Scripps product (Figs. 7a,b). The errors of reanalyzed
BRAN2020 temperature and salinity between 800 and 1200 m
depth are reasonably well understood. Chamberlain et al.
(2021) report that between 2000 and 2020, the reanalyzed
temperature and salinity fields are unbiased, with errors of
about 0.28C and 0.04 PSS-78 (their Figs. 7a and 8a). These er-
rors are small compared to other similar reanalyses (e.g.,
Lellouche et al. 2021, their Fig. 1). No comprehensive assess-
ment of the velocities from BRAN2020 has been performed.

For consistency between the gridded Scripps velocities and
BRAN2020, the BRAN2020 velocities are averaged over 183
18 bins and set to zero in shallow (,2000 m) regions. The
BRAN2020 speed estimates are also averaged between
775 and 1238 dbar, which correspond to the BRAN2020 pres-
sure levels nearest to the float parking pressure range of
800–1200 dbar used in the Scripps product. In this comparison
with BRAN2020, velocities used in the Scripps product in-
clude extrapolated velocities for Argos float cycles with at
least six good surface fixes, and transmitted velocities when
extrapolation cannot be achieved and for floats with two-way
communication systems.

The comparisons between Scripps and BRAN2020 veloci-
ties around 1000 m depth show some systematic differences
that are statistically significant (Figs. 7c,d). We attribute these
differences to limitations of the data-assimilating model, par-
ticularly to the projection of assimilated data onto the model’s
barotropic mode, and to the horizontal displacement of re-
solved oceanographic features. The projection onto the baro-
tropic mode is influenced by the model’s vertical resolution
(Stewart et al. 2017) and by the projection of assimilated ob-
servations onto unobserved variables (Oke et al. 2013),
namely, horizontal velocities. The excessive projection of ob-
servations onto the barotropic mode is largely due to the dy-
namical imbalance of increments that are added to the model
at each data assimilation cycle (e.g., Oke et al. 2007, 2008).
Errors associated with the projection of assimilated data onto
the model’s barotropic mode may generate systematic differ-
ences seen in the East Australian Current, the central equato-
rial Pacific and Indian Oceans, and the equatorial Atlantic
Ocean (Fig. 7c). The horizontal displacement of strong, nar-
row oceanographic features, such as the ACC in the Southern
Ocean and boundary currents in the North Atlantic and along

FIG. 5. Maps of nonidentical trajectories per
18 bins between Scripps and ANDRO due to (a) old
format, (b) nonidentical end cycles, and (c) short
cycles. All are for 2001–20 and 10006 200 dbar.
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the Aleutian Ridge, appears as alternating bands of strong
positive and negative differences between Scripps and
BRAN2020 (Fig. 7c). For example, along the path of the
ACC there are many regions of large positive and negative
differences that are quasi zonal. We attribute these differ-
ences to errors in the latitude of the ACC jets and filaments;
if a BRAN2020 jet is too far to the north, there will be a nega-
tive quasi-zonal difference to the north, adjacent to a positive
quasi-zonal difference to the south, and vice versa. These sort
of systematic errors in ocean reanalyses are most likely due to
errors in the assumed mean sea level field that is used to con-
vert modeled sea level to sea level anomaly for assimilation,
as discussed by Oke et al. (2013).

4. Summary and conclusions

A new subsurface velocity dataset based on Core, BGC,
and Deep Argo float trajectories collected between 2001 and
2020 called the Scripps Argo trajectory-based velocity product
was made freely available. Comparisons were made between

the Scripps product and existing YoMaHa and ANDRO data-
sets for concurrent time periods. While the transmitted trajec-
tories from the Scripps dataset are largely consistent with
those from YoMaHa and ANDRO, differences arise mainly
due to selected trajectory format, cycle time, and quality con-
trol of pressure at drift. Between 2001 and 2020, 16% of the
YoMaHa and 24% of the ANDRO transmitted trajectories
are different than the Scripps product. In addition to veloci-
ties computed from transmitted trajectories, extrapolated ve-
locity estimates are provided in the Scripps product for float
cycles using Système Argos with at least six surface fixes. Dif-
ferences between transmitted and extrapolated velocity esti-
mates are typically negligible, although significant deviations
are found for a small fraction of the dataset.

Velocity fields based on Argo float drift at parking depth
are rarely used for data assimilation, in contrast to Argo tem-
perature and salinity profiles. A number of studies have recently
emerged that describe encouraging progress on the use of Argo
velocity data for increasing assimilative model and ocean reanal-
ysis performance. For instance, adding subsurface velocity may

FIG. 6. Maps of speed using (a) extrapolated trajec-
tories and (b) transmitted trajectories, (c) map of speed
differences between (a) and (b), and maps of speed
mapping error using (d) extrapolated trajectories and
(e) transmitted trajectories from the gridded Scripps
Argo dataset between 2001 and 2010 and for 1000 6

200 dbar. White areas indicate places where gridded
velocity estimates were not computed: along the equa-
tor, the marginal seas, grid boxes shallower than 1000 m
(based on bathymetry from Amante and Eakins 2009),
and ice-covered regions with sparse data.
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improve velocity estimates from the Ocean Data Synthesis
System in several regions including the North Pacific and North
Atlantic oceans and Drake Passage (Masuda et al. 2014). Assim-
ilation of Argo velocity in the Regional Ocean Model System
contributes to adjusting the unbalanced component in the veloc-
ity increments and therefore improves the predicted velocity
fields in the western South China Sea (Wang et al. 2020). Near-
real-time Argo trajectory data would constitute a useful addition
to observational reference datasets commonly used for intercom-
parison of forecasts and reanalyses, such as satellite observations
of sea surface temperature and sea level anomaly, and subsur-
face in situ temperature and salinity measurements taken from
Argo (Divakaran et al. 2015; Ryan et al. 2015; Oke et al. 2012).
Some forecast and reanalysis systems impose a balance con-
straint when model fields are updated (e.g., King et al. 2018),
while others do not (e.g., Chamberlain et al. 2021). Discrepancies
between Argo float trajectory-based subsurface velocities from
the Scripps product and the BRAN2020 reanalysis expose a
drawback of not imposing any constraint.

We anticipate that the newly available Scripps trajectory
dataset introduced here will permit modeling groups to better
assess their systems, identify systematic errors, and ultimately
improve the quality of their reanalyses and forecasts. The
Scripps trajectory dataset provides the oceanographic com-
munity with a reliable and complete observational picture of
the ocean circulation at intermediate depths. Envisioned ap-
plications range from defining connectivity between ocean

basins to fundamental studies of the mean and variability of
the ocean’s large-scale circulation.
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10006 200 dbar. White areas indicate places where gridded velocity estimates were not computed: along the equator,
the marginal seas, grid boxes shallower than 1000 m (based on bathymetry from Amante and Eakins 2009), and ice-
covered regions with sparse data.
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Oceanography Argo velocity dataset is freely available on
the UCSD library (https://doi.org/10.6075/J0KD1Z35), Argo
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