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ABSTRACT: Reconstructing the history of polar temperature from ice core water isotope (d18O) calibration has remained
a challenge in paleoclimate research, because of our incomplete understanding of various temperature–d18O relationships.
This paper resolves this classical problem in a new framework called the unified slope equations (USE), which illustrates the
general relations among spatial and temporal d18O–surface temperature slopes. The USE is applied to the Antarctica temper-
ature change during the last deglaciation in model simulations and observations. It is shown that the comparable Antarctica-
mean spatial slope with deglacial temporal slope in d18O–surface temperature reconstruction is caused, accidentally, by the
compensation responses between the d18O–inversion layer temperature relation and the inversion layer temperature itself.
Furthermore, in light of the USE, we propose that the present seasonal slope of d18O–inversion layer temperature is an opti-
mal paleothermometer that is more accurate and robust than the spatial slope. This optimal slope suggests the possibility of
reconstructing past Antarctic temperature changes using present and future instrumental observations.

SIGNIFICANCE STATEMENT: This paper develops a new framework called the unified slope equations (USE) to
provide, for the first time, a general relation among various spatial and temporal water isotope–temperature slopes.
The application of the USE to Antarctic deglacial temperature change shows that the optimal paleothermometer is the
seasonal slope of the inversion layer temperature.
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1. Introduction

The stable water isotope ratio 18O/16O (d18O) in ice cores is
critical for our understanding of global climate change be-
cause it provides a key proxy for reconstructing past polar sur-
face temperature Ts (e.g., Jouzel et al. 2003). However, a
quantitative interpretation of d18O requires the use of the
correct isotope sensitivity, or d18O–T slope, a 5 dd18O/dT
(in & K21). Yet a has been found widely different among
various spatial and temporal slopes, and at different locations.
For example, in Antarctica, spatial d18O–Ts regression gives a
spatial slope on surface temperature as,Ts

’ 0:8&K–1 on aver-
age in observations and climate models (Jouzel et al. 2003;
Masson-Delmotte et al. 2008; Sime et al. 2008, 2009; Werner
et al. 2018), with substantial regional variations from 0.5& to

1.2& K21 (Masson-Delmotte et al. 2008; Werner et al. 2018).
Over Greenland, the spatial slope as,Ts

has been found to un-
derestimate the Ts changes by ;50% relative to independent
estimations (Cuffey et al. 1995; Severinghaus et al. 1998),
caused mainly by the change of precipitation seasonality dur-
ing deglaciation (Krinner et al. 1997; Werner et al. 2000).
Over Antarctica, nevertheless, the change of precipitation sea-
sonality for long-term climate changes is small. As such, the
Antarctica-mean as,Ts

(’ 0:8& K21) appears roughly compara-
ble with the deglacial slope adeg,Ts

, which is often estimated using
the difference between Last Glacial Maximum (LGM) and the
preindustrial (PI), in climate models and independent tempera-
ture estimations in observations, such as borehole and Dage-
based temperatures (e.g., Buizert et al. 2021). This has led to the
tendency to use the Antarctica-mean as,Ts

as an empirical surro-
gate for adeg,Ts

(Jouzel et al. 2003; Masson-Delmotte et al. 2008;
Cuffey et al. 2016;Werner et al. 2018).

In spite of much effort to understand the relation between
spatial and deglacial temporal slopes (Boyle 1997; Sime et al.
2008, 2009; Noone 2009; Guan et al. 2016), much confusion re-
mains. Various mechanisms have been proposed that may
distort the deglacial slope away from that of the Rayleigh pro-
cess, including the changes of source temperatures and ice
volume (Boyle 1997) as well as moisture origins (Charles et al.
1994). An empirical effort has been made to find a present
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temporal slope for paleotemperature reconstruction using the
seasonal d18O–Ts slope asea,Ts

. However, asea,Ts
is found to

range from 0.27& to 0.58& K21 in observations, less than
half of the Antarctica-mean spatial slope as,Ts

(van Ommen
and Morgan 1997; Motoyama et al. 2005; Schneider et al.
2005). Finally, it has long been recognized that it is important
to study the temperature response of not only surface temper-
ature Ts but also condensation temperature Tc, along with the
d18O–Tc slope, because Tc is the temperature that determines
the precipitation d18O in Rayleigh theory (Dansgaard 1964;
Jouzel and Merlivat 1984). This Tc, which can often be ap-
proximated by the inversion layer temperature, differs signifi-
cant from the surface temperature Ts over the Antarctic,
because of the strong inversion layer there, especially in win-
ter (Jouzel and Merlivat 1984). These studies seem to suggest
the relevance of, at least, three pairs of d18O–Ts and d18O–Tc

slopes to the reconstruction of Antarctic temperature: two de-
glaciation slopes adeg;Ts

and adeg,Tc
, two spatial slopes as,Ts

and as,Tc
, and two seasonal slopes of asea,Ts

and asea,Tc
. So far,

however, there has been no general understanding of the rela-
tionships among these slopes from a unified perspective, and,
furthermore, which one is the optimal for reconstructing pale-
otemperatures. Our study is motivated to address these issues.
Specifically, this paper will address two fundamental ques-
tions on the d18O–T slope:

• Question 1a: Mechanistically, why does the spatial slope
as,Ts

as a whole appear to be comparable with the deglacial
slope adeg,Ts

over Antarctica?

This question involves a more general question:

• Question 1b: What is the relation among these different
aforementioned isotope slopes in general?

• Question 2: Practically, what slope is the most suitable for
estimating past temperature changes over Antarctica?

Here, we study spatial and temporal slopes in general by
developing a set of unified slope equations (USE) that illus-
trate the general relation between spatial and temporal
slopes. As an application, we apply USE to the reconstruction
of past Antarctic temperature change over the last deglacia-
tion. First, we test USE in an isotope-enabled Earth system
model (iCESM; Brady et al. 2019), in which the paleotemper-
ature is known. Our study suggests that it is an accident that
the spatial slope as,Ts

appears comparable with the deglacial
slope adeg,Ts

. Furthermore, unexpectedly, the optimal paleo-
thermometer that reconstructs surface temperature Ts more
robustly and accurately than the spatial slope is the present
seasonal slope on inversion layer temperature Tc, or asea,Tc

.
Then, we apply this optimal paleothermometer to the recon-
struction of deglacial temperature in observations, and the re-
sults seem to be in reasonable agreement with independent
reconstructions.

Our paper is organized in three parts. The first part (section 2)
introduces major concepts and describes the major features of
isotope slopes, their relationships, as well as the response of
the inversion layer temperatures, in our model iCESM. The
second part (section 3) is the core of the paper. Here, we

develop a general relationship between spatial and temporal
slopes called USE and then use the USE framework to under-
stand the relationships among spatial, deglacial, and seasonal
slopes. The third part (section 4) develops the optimal paleo-
thermometer as asea,Tc

and applies it to the reconstruction of
deglacial temperatures over Antarctica in light of the USE
framework. This optimal paleothermometer is first validated
in iCESM in section 4a and is then applied to observations in
section 4b. Major conclusions are given in section 5.

2. Spatial and temporal slopes in iCESM

a. The iCESM

We first briefly describe the state-of-the-art Earth system
model iCESM, which is the model for our discussions and
methodology validation. Our model employed is the Commu-
nity Earth System Model version 1.3 with fully coupled water
isotope modules. Of interest here, the atmosphere model has
a nominal 28 resolution in both latitude and longitude. In the
vertical, the model atmosphere has 30 levels with a hybrid
sigma-pressure coordinate such that the vertical coordinate
follows surface topography near the surface (for details, see
the CESM document at https://www.cesm.ucar.edu/models/
atm-cam/docs/usersguide/node25.html). The hybrid level is rep-
resented as a weighted pressure in the unit of pressure P̃ (hPa).
Over Antarctica, the hybrid levels of P̃ 5 980and 800 hPa cor-
respond approximately to about 100 and 1000 m above the sur-
face, respectively. Stable water isotopes are incorporated into all
iCESM components: the atmosphere, ocean, land surface, river
runoff, and sea ice, and iCESM simulates the water isotopes
consistent with the model hydroclimate of the present day, as
discussed extensively in previous studies (Nusbaumer et al. 2017;
Brady et al. 2019). Here, we will analyze a transient iCESM sim-
ulation of the last deglacial period (from 21000 to 11000 years
ago) (iTRACE), which is forced by realistic radiative forcing, at-
mospheric greenhouse gases, continental ice sheets, and melting
water fluxes [see He et al. (2021a,b) for details]. This simulation
has also been shown to reproduce the deglacial evolution of pre-
cipitation d18O and Ts over Greenland in good agreement with
paleo-observations (He et al. 2021b). The simulated d18O–Ts

slopes are also largely consistent with recent independent recon-
structions over the Antarctic, as discussed in Buizert et al. (2021)
and more extensively later in our paper.

b. Spatial and deglacial slopes on surface temperatures Ts

The overall deglacial slope and spatial slope of d18O–Ts over
Antarctica are comparable in iCESM (Fig. 1). Figure 1a shows
the scatter diagram of annual mean Ts against annual precipita-
tion weighted d18O over each model gridcell point over Antarc-
tica for two snapshots at the LGM (20 ka BP) and PI (1850) (He
et al. 2021a,b). It is seen that in both PI (black plus) and LGM
(gray plus), the overall spatial slope is about as,Ts

; 0:9&K–1,
similar to other models of about 0.8&–1.0& K21 (Jouzel et al.
2003; Lee et al. 2008; Masson-Delmotte et al. 2008; Werner et al.
2018). A visual inspection shows that this spatial slope appears
comparable with the deglacial slope adeg,Ts

, or as,Ts
; adeg,Ts

.
Here, adeg,Ts

are represented as straight (blue) lines that connect
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pairs of LGMand PI values of the same region for 18 (2083 208)
box regions around the Antarctica (shown in the inset Fig. 1c).
This spatial slope for annual mean is also similar to those calcu-
lated for different seasons. For example, Fig. 1b shows the simi-
lar scatterplot but for winter (JJA, black plus) and summer
(DJF, gray plus) seasonal values at PI. It is seen that the d18O
and Ts for winter and summer both show an overall spatial slope
comparable with the annual spatial slope in Fig. 1a. It is also in-
teresting to note here that the spatial slope is larger than the sea-
sonal slope asea,Ts

by a factor of about 2, the latter being
represented as straight (blue) lines connecting the two seasons

over 18 regions around the Antarctica circle in Fig. 1b. The sea-
sonal slope will be discussed inmore detail later.

Regionally, spatial slopes as,Ts
vary substantially around the

Antarctica-mean value of 0.9& K21, as shown in the scatter di-
agram in Fig. 2d (the x axis). These as,Ts

values increase with
decreasing Ts, from coastal regions of about 0.5& K21 to inte-
rior East Antarctica Plateau of about 1.5& K21 as shown in the
spatial map in Fig. 2a. Note, however, spatial slope changes
with the domain size, a point to be returned later. Here, in
Figs. 2a and 2d, spatial slope is calculated as the regression of
about 25 gridcell points in each 108 3 108 box. This domain size
is a compromise for our model between the need of sufficient
grid points and the ability to resolve regional features of the
slope.

The model deglacial slope adeg,Ts
is calculated as the differ-

ence between the LGM and PI states after removing the glob-
ally uniform 10.1& K21 enrichment effect due to the moisture
accumulation in the continental ice sheet. (Similar deglacial
slopes can also be calculated as the regression from the
iTRACE time series from LGM to 11 ka.) These model adeg,Ts

values have been shown largely consistent with the latest inde-
pendent estimation using borehole thermometry and firn prop-
erties for seven ice cores: Dome C (DC), Dome Fuji (DF),
EPICADronning Maud Land (EDML), South Pole (SP), Talos
Dome (TAL), West Antarctica Ice Sheet (WD), and Siple
Dome (SDM) (Buizert et al. 2021), which are also shown in the
spatial map in Fig. 2b (their values are in the filling color of the
same scale as the model). The deglacial slope in iCESM is
adeg,Ts

; 1&K–1 averaged over Antarctica, which is slightly
higher than the spatial slope as,Ts

for the Antarctica mean,
as shown in the scatter diagram between adeg,Ts

and as,Ts
in

Fig. 2d, leading to a deglacial slope roughly comparable with
the Antarctica-mean spatial slope, i.e.,

as,Ts
’ adeg,Ts

, (2.1)

consistent with the visual impression in Fig. 1a. Regionally,
however, a spatial slope can differ substantially from the de-
glacial slope, as seen in the regional scatter across the Antarc-
tica in Fig. 2d, a point to be returned later. Here, (2.1) raises
the question why, mechanistically, the spatial slope averaged
over the Antarctica appears to be comparable with the degla-
cial slope. As shown below, this comparable slope is an
“accident” of compensation between different inversion layer
temperature responses and different d18O–inversion tempera-
ture slopes. Therefore, to understand (2.1), we need to exam-
ine the responses of the inversion layer temperature as well as
the relation between spatial and temporal slopes in general,
which will be discussed next in sections 2c and 3, respectively.

c. Spatial and deglacial slopes on inversion layer
temperature Tc

Over the Antarctica, condensation temperature can be ap-
proximated by the inversion layer temperature, or the warm-
est tropospheric temperature at the top of the surface-based
inversion layer (Masson-Delmotte et al. 2008). In iCESM, the
vertical temperature profiles in the PI and LGM simulations
(for both winter and summer in Figs. 3a,b) show that the

 

FIG. 1. d18O and surface temperature in the Antarctic. (a) Mean-
annual d18Op (precipitation weighted) vs surface air temperature
Ts at preindustrial (PI; black) and Last Glacial Maximum (LGM;
gray) in iCESM and in the present observation (purple) (Masson-
Delmotte et al. 2008); (b) as in (a), but for d18Op in the season of
DJF and JJA at PI. In (a) [(b)], the 18 blue lines connect the PI
and LGM (DJF and JJA) to represent the deglacial temporal (sea-
sonal) slopes in 18 box regions (each of 208 3 208) centered at the
green dots shown in (c) the inset. This figure gives an overall im-
pression that the deglacial slope is comparable with the spatial
slope, while the seasonal slope is about half that of the spatial slope
for surface temperature.

L I U E T A L . 29351 MAY 2023

Brought to you by University of Colorado Libraries | Unauthenticated | Downloaded 04/21/23 07:47 PM UTC



FIG. 2. Deglacial temporal slopes, spatial slopes, and seasonal temporal slopes and their relationship over the
Antarctica in iCESM. (a) Spatial slope calculated from surface air temperature as,Ts

. (b) As in (a), but for deglacial tem-
poral slope adeg,Ts

; (c) as in (a), but for seasonal temporal slope asea,Ts
; (d) scatter diagram of spatial slope vs deglacial

slope for surface air temperatures across Antarctic grid points; (e) as in (d), but for the scatter of seasonal slope vs
deglacial slope; (f),(g) as in (d) and (e), but for slopes calculated from the inversion layer temperature Tc (calculated
as the average between hybrid sigma-pressure levels 980 and 800 hPa, about 100 and 1000 m above the surface)
as,Tc

, adeg,Tc
and asea,Tc

. In (d)–(g), the shadings of the dots are the corresponding surface temperatures; black con-

tours are the PDFs of each cluster. The green cross is the mean of the cluster with one standard deviation in each
direction as the wings. In (a), (d), and (f), the spatial slope at each gridcell point is calculated as the regression coeffi-
cient between d18O and temperature within a 108 3 108 box centered at the grid. To avoid large sampling errors, spa-
tial slopes south of 858S are not calculated. The RMSEs in (d)–(g) are the root-mean-square difference between the
slope values on the x and y axis over all gridcell points on Antarctica, and a smaller RMSE means that the two slopes
are similar (closer to the diagonal line). All spatial and seasonal slopes in this figure are averaged between LGM and
PI. (All major features remain the same if LGM or PI is used alone.) In (b), the circles represent the ice core adeg,Ts
from the recent independent reconstructions on seven ice cores (Buizert et al. 2021), with the value as the color scale
inside the circle, which has the same scale as that in the model (shading).
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FIG. 3. Temperature vertical profiles and their changes in Antarctic. (a) Temperature profiles regionally averaged over 708–808S and
808–908S (nominally denoted as 758 and 858S, respectively) in Antarctica for summer (DJF) and winter (JJA) in PI. (b) As in (a), but in LGM.
(c) Spatial difference between regional means of 808–908S and 708–808S (denoted as 758–858S) for summer (DJF) and winter (JJA) in PI.
(d) As in (c), but in LGM. (e) Seasonal difference (denoted as JJA 2 DJF) of regional temperatures at PI. (f) As in (e), but for LGM.
(g) Deglacial change from LGM to PI (denoted as LGM2 PI) of regional temperatures of JJA and DJF. (h) Spatial [average of (c) and (d)],
seasonal [average of (e) and (f)] and deglacial [average of (g)] changes normalized by their corresponding surface temperature changes DTs.
The observations averaged for stations Byrd, Vostok, and South Pole, are also shown in (a), (c), (e), and (h), except for the spatial difference,
which is calculated as the difference between Byrd and the mean of Vostok and South Pole. The vertical coordinates are the native hybrid
sigma-pressure level for model and, similarly, 1000p/ps (p and ps are the pressures of the observation level and the surface) for observation.
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inversion layer temperature, as indicated by the warmest tem-
perature above surface, occurs usually about 300 m above the
ground (about the 950-hPa hybrid level). Therefore, Tc can be
approximated well by the temperature averaged between
about 100 and about 1000 m above ground (precisely between
the model hybrid sigma-pressure levels 980 and 800 hPa).
This similarity between the inversion layer temperature and
the mean temperature from 100 to 1000 m above ground can
also be seen for PI (Fig. 4a) and LGM-PI (Fig. 4b) across the
Antarctica in the scatter diagram, as the two temperatures
(blue and red dots) almost overlap.

A comparison of the spatial and deglacial slopes on inver-
sion temperature against the corresponding slopes on surface
temperature across the Antarctica show that the deglacial
slopes remains largely unchanged between inversion and sur-
face temperatures adeg,Tc

’ adeg,Ts
(along the diagonal one-to-

one line in Fig. 4e), but the spatial slope on surface temperature
as,Ts

is smaller than that on inversion temperature as,Tc
by

;50% (below the diagonal one-to-one line in Fig. 4d), that is,

adeg,Tc
’ adeg,Ts

, (2.2a)

but

as,Tc
. as,Ts

: (2.2b)

Since the Antarctica-mean as,Ts
is comparable with adeg,Ts

as
in (2.1), the relations of (2.2a) and (2.2b) also imply a greater
spatial slope than deglacial slope on inversion temperature:

as,Tc
. adeg,Tc

: (2.3)

This is indeed seen across the Antarctica more clearly in di-
rect comparison of these two slopes, with the scatter over
each grid point predominantly below the diagonal one-to-one
line (Fig. 2f).

The different Tc slopes in (2.3) and the comparable Ts

slopes in (2.1) between spatial and deglacial changes are
caused by the different inversion layer responses between
spatial and deglacial changes. Across space, the change of in-
version temperature DTc and surface temperature DTs in the
model is represented by the spread of Tc and Ts in Fig. 4a. (In
the paper, “D” represents a difference either in space or
time.) The regression slope is 0.69 (Fig. 4a), indicating that
the spatial change of DTc is smaller than that of DTs with
DTc/DTs ; 0.69. This is also consistent with weather station
observations in previous works (Jouzel and Merlivat 1984;

FIG. 4. Relationship between slopes and temperatures at surface and inversion layer. (a) Surface air temperature Ts vs mean inversion
(maximum) temperature Ti in red (Tc in red). (b) As in (a), but for temperature difference between LGM and PI (LGM 2 PI). (c) As in
(b), but for temperature difference between JJA and DJF at PI (JJA 2 DJF). Note the different representations between the spatial
change in (a) on the temporal change in (b) and (c). The spatial change is represented by the spread of points in (a), but a temporal change
is represented by a single point (instead of the spread) in (b) or (c). (d) Spatial slopes for inversion (as,Tc

) vs surface (as,Ts
) temperatures.

(e) As in (d), but for deglacial slopes adeg,Tc
vs adeg,Ts

. (f) As in (e), but for seasonal slopes asea,Tc
vs asea,Ts

. Spatial and seasonal temporal

slopes here are averaged between LGM and PI. In (b)–(f), the gray contours are the PDFs of each cluster with the crosses as the ensem-
blemean and standard deviations. In (a) and (c), the four black markers are derived from updated station observations, consistent with
previous studies (Jouzel and Merlivat 1984; Connolley 1996). In (f), asea,Ts

values are plotted for six stations (purple dots) in observations

(van Ommen and Morgan 1997; Schneider et al. 2005; Motoyama et al. 2005), plotted on asea,Tc
5 1 and Dome C (Stenni et al. 2016)

(black plus). The colors in (d)–(f) are the annual mean surface temperature of PI climatology with the color bar in the inset of (e). In (d)–(f),
the RMSE are the root-mean-square difference between the slope values on the x and y axis over all gridcell points in Antarctica.
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Masson-Delmotte et al. 2008) and in our analysis of updated
observations (black marks in Fig. 4a) (appendix A). In con-
trast, during deglaciation, the inversion temperature change
is almost comparable with the surface temperature with
DTc/DTs ; 0.9 (Fig. 4b), as indicated by the PDF center of
DTc versus DTs. [Note the different representation between
Figs. 4a and 4b: the deglacial change at a model grid cell is
plotted as a point (instead of the spread) in Fig. 4b, while the
spatial change across model grid cell is represented by the
spread in Fig. 4a. Therefore, the PDF center in Fig. 4b repre-
sents the mean value of the deglacial changes of DTc/DTs,
while the spread in Fig. 4b only represents the regional differ-
ence of deglacial change over Antarctic.] The different inver-
sion layer responses between spatial and deglacial changes
are seen more intuitively in the vertical profiles of regional
Antarctic temperatures and their changes (Figs. 3a,b). The
spatial change can be represented as the difference between
the latitude bands of 858S (808–908S average) and 758S
(708–808S average) for the same season (DJF or JJA) and the
same time period (PI or LGM) (Figs. 3c,d), while the degla-
cial change can be represented as the difference between
LGM and PI for the same latitude band (758S or 858S) and
the same season (DJF or JJA) (Fig. 3g). A comparison of the
spatial change and deglacial change shows a much stronger cool-
ing in Ts (bottom layer) than in Tc (layers above) across space
(Figs. 3c,d) than deglaciation (Fig. 3g), especially in winter. This
stronger surface cooling with space at PI is also consistent with
current station observations for both seasons (Fig. 3c, connected
crosses). A more quantitative comparison between the spatial
and deglacial changes can be made by comparing the vertical
profiles of the change normalized by their respective difference
at the surface: this normalized temperature profile shows that
the inversion layer change relative to surface is DTc/DTs ; 0.67
for spatial change, but DTc/DTs ; 0.9 for deglaciation (red con-
nected dot versus black connected dot in Fig. 3h), consistent with
the scatterplot across the Antarctica discussed in Figs. 4a and 4b.
Furthermore, this feature of a smaller spatial change than degla-
cial change in DTc/DTs is robust across models (appendix B,

Fig. B1). Thus, the seemingly comparable spatial and deglacial
slopes on Ts for Antarctica in Eq. (2.1) is an “accident” that is
caused by a smaller spatial change of inversion temperature
DTc/DTs multiplied by a larger spatial Tc slope as,Tc

. These rela-
tions among different spatial and deglacial slopes are summa-
rized in Fig. 5 (left and middle columns).

This “accident” of as,Ts
’ adeg,Ts

raises two questions:

Q1: Why is the Tc response larger for deglaciation change
than for spatial change, or

DTc/DTs|deg ’ 1 . DTc/DTs

∣∣
spatial? (2.4)

Q2: Why is the spatial Tc slope greater than the deglacial Tc

slope as in (2.3),

as,Tc
. adeg,Tc

?

The first question involves the response of vertical tempera-
ture profiles to different climate forcing. The larger deglacial
DTc/DTs change is forced by the GHG forcing, which tends
to force a vertically uniform temperature response, while the
smaller DTc/DTs change across space is caused by the solar
radiation forcing, which tends to force a stronger tempera-
ture change in the surface than above (see appendix B for a
more detailed discussion). The second question is a central
question of this work and will be addressed in detail in
section 3.

It is interesting to note that the response of inversion layer
temperature profile across space is similar to that in seasonal
changes, albeit one in space and the other in time. This oc-
curs because both are forced by solar radiation forcing
(appendix B). In iCESM, DTc/DTs , 0.5 as shown in the scat-
ter diagram Fig. 4c and the vertical profiles (DJF–JJA,
Figs. 3e,f,h, B1, B2). This small seasonal change of DTc/DTs is
robust in different models (appendix B, Fig. B1) and the
present weather station observations (Fig. 4c, black marks;
Connolley 1996).

Combining all the discussions above on the inversion layer re-
sponses, we have that the Tc response (relative to Ts response,

FIG. 5. Relations among slopes in light of USE and inversion layer responses. The numbers are for Dome C observa-
tions. The two numbers of adeg,Ts

are the two independent temperature reconstructions from borehole thermometry and
gas age–ice age difference (Buizert et al. 2021).
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i.e., DTc/DTs) is greater for deglaciation change than for both the
spatial and seasonal responses, i.e.,

DTc/DTs |deg ’ 1 . DTc/DTs |spatial ; DTc/DTs |seasonal: (2.5)

These inversion layer responses are summarized in Fig. 5. Impor-
tant for applications later, the different inversion layer responses
suggest that the deglacial response of DTc should be approxi-
mated by the surface change as DTc ’ DTs, instead of the tradi-
tionally assumed DTc5 0.67DTs derived for spatial changes.

3. The framework of unified slope equations

Now, we study one central question of the paper: Why
is the spatial Tc slope greater than the deglacial Tc slope
as,Tc

. adeg,Tc
as in (2.3)? We first derive a general relation be-

tween spatial and temporal slopes based on the Rayleigh pro-
cesses in response to global-scale climate changes, called the
USE (sections 3a and 3b), and then use the USE framework to
understand the relations between spatial and temporal slopes
(section 3c) and among spatial, deglacial, and seasonal slopes
(section 3d).

a. Rayleigh distillation process and Lagrangian slope aL

In the Rayleigh distillation process (Dansgaard 1964), in a
bulk of air mass, an infinitesimal change of condensation d18O
with temperature is determined by (Jouzel and Merlivat 1984)

aL 5
dd
dT

5 (1 1 d) (a 2 1)
q

dq
dT

1
1
a
da
dT

{ }
’

(a 2 1)
q

dq
dT

1
1
a
da
dT

, (3.1)

where q is the moisture content and a(T) is the equilibrium
fractionation coefficient that decreases slightly with tempera-
ture. In iCESM, a(T) adopts three equations: the first for liq-
uid to vapor in warm temperatures (T . 273.15 K), the
second for liquid to ice in cold temperatures (T , 253.15 K),
and the third as a linear combination of the first two for tem-
peratures in between (273.15 K . T . 253.15 K) (Nusbaumer
et al. 2017) (Fig. 6a).

Throughout section 3, for simplicity and without confusion,
d18O will be denoted as d, and T should be understood as the
condensation temperature or inversion temperature Tc, in-
stead of the surface temperature Ts, unless otherwise speci-
fied, because we only deal with the idealized Rayleigh
process. The contribution from the specific humidity q to aL

in (3.1) can be further decomposed to three terms associated
with saturation vapor pressure e*, supersaturation S*, and
pressure p,

cq 5
1
q
dq
dT

5
1
e*

de*

dT
1

1
S*

dS*

dT
2

1
p
dp
dT

5 cC 1 cS 1 cP:

(3.2a)

With the three processes denoted as

cC 5
1
e*

de*

dT
, cS 5

1
S*

dS*

dT
, cP 52

1
p
dp
dT

: (3.2b)

Here, we have used q5 0:62ey /p5 0:62S*e*(T)/p, with ey being
the vapor pressure, e*(T) being the saturation vapor pressure
over water/ice at the water/ice temperature, and S* 5 ey /e

*(T).
The slope aL(T) depends only on the temperature of the

air mass, regardless of its Lagrangian trajectory in space or

FIG. 6. Rayleigh model and parameters as functions of tempera-
ture for (a) the fractionation coefficient, (b) relative changes of
saturation vapor pressure cC and total vapor cq as defined
in Eq. (3.2b) and the supersaturation rate cS 5 20.05, and
(c) Lagrangian slope aL and its components as defined in
Eq. (3.1) in the modified Rayleigh model.
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time and its source, and therefore will be called the Lagrang-
ian slope. The aL increases toward colder temperature,
roughly from ;0.6& K21 at 2108C to ;1.2& K21 at 2508C,
mainly due to the Clausius–Clapeyron rate (Fig. 6c). This
change of aL is dominated by the Clausius–Clapeyron rate cC.
For decreasing temperature from2108 to2508C, cC increases
from ;0.085 to ;0.12 K21 (Fig. 6b). Since the fractionation
coefficient a 2 1 also increases from ;0.015 to ;0.024 K21

(Fig. 6a), the corresponding Lagrangian slope (a 2 1)cC in-
creases from ;1.2& to ;2.8& K21. This slope is reduced by
15% by the pressure effect of cP ; 20.015 K21 (Jouzel and
Merlivat 1984). This cP reduction can be estimated by rewriting
cP 5 (1/H)­z/­T 521/(HG), where G 52­T/­z ; 108Ckm21

is the lapse rate and the pressure is assumed varying with a scale
height of H ; 7 km as p 5 p0e

2z/H. The kinetic fractionation
effect associated with supersaturation has been assumed of
around cS ; 20.05 K21 (Ciais and Jouzel 1994; Markle and
Steig 2022). This cS reduces the cC contribution to aL by;40%.
The cS value, nevertheless, has a large uncertainty and can
also be considered to include the effects of mixing processes
(Eriksson 1965; Hendricks et al. 2000; Kavanaugh and Cuffey
2003; Noone 2008; Siler et al. 2021). Finally, the aL is reduced
by another ;15% by the fractionation coefficient change as
(1/a)da/dT ;20:25& K21 (Fig. 6c) as in (3.1), leading to a
final aL that increases from 0.6& to 1.2& K21, comparable
with the analysis of iCESM output. This increasing aL with
colder temperature will be reflected in all spatial and tempo-
ral slopes, as will be discussed later.

Given a Lagrangian slope aL(T), the isotope ratio d can be
calculated by the integration of the fractionation from the
source temperature T0 in what we call the Lagrangian isotope
function:

d 5 L(T, T0) 5
�T

T0

aL(T̃)dT̃ : (3.3)

As an example, in a modified Rayleigh model, d value is ob-
tained by integrating (3.1) analytically using the central-value
theorem approximation (Dansgaard 1964) as

d ’
a(T)
a(T0)

q(T)
q(T0)
[ ]am21

2 1, (3.4)

where am 5 [a(T)1 a(T0)]/2 and q5 0:62S*e*(T)/p. Here, T
and p are in situ temperature and pressure, which can be de-
rived from the iCESM model output, while T0 and p0 are the
temperature and pressure of each source region, as can be ob-
tained from the additional tagging experiment (appendix C).
We note, however, that the absolute value of aL is not critical
to our major conclusions, because our focus is on the relative
magnitudes between temporal and spatial slopes.

Now, we assume that there are multiple moisture sources over
the world, each of a fixed geographic region, a source tempera-
ture T0i and a moisture weight wi 5O16

i /O16 (i5 1, 2, … n).
As an example, these source regions can be seen in our tagging
experiments in Figs. B2a and B2b. The contribution on the
condensation d18O from each source is then determined from
(3.3) as

di 5 L(T, T0i) 5
�T

T0i

aL(T̃)dT̃ : (3.5)

The total d can be shown as a weighted sum, plus the global
ice volume effect dd(t), as

d 5 ∑
N

i51
diwi 1 dd(t), (3.6)

where the total weight sums up to 1

∑
n

i51
wi 5 1: (3.7)

If we apply the modified Rayleigh model (3.4) to iCESM cli-
mate, we find this Rayleigh model approximates the iCESM
water isotope in the Antarctica reasonably well (Fig. 7),
which is another evidence that the Rayleigh process is the
dominant process for Antarctic water isotope in iCESM, con-
sistent with other studies (Bailey et al. 2019; Markle and Steig
2022).

b. USE

We can derive two general equations that link spatial and
temporal slopes via the Lagrangian slope, in the USE. First,
given the independence of aL with source region in (3.5), the
Lagrangian slope can be derived as

­di
­T

5
­L(T, T0,i)

­T
5 aL(T), (3.8)

and therefore from (3.6) and (3.7),

­d

­T
5 ∑

n

i51
aL(T)wi 5 aL(T): (3.9)

1) SPATIAL SLOPE aS IN USE

The site temperature varies in space x and time t as T(x, t).
Here, t is the time for which the temporal slope is evaluated.
For example, t is the calendar month if one calculates the tem-
poral slope of the seasonal cycle. For deglacial slope, t is the
time (annual mean, each calendar month or season) during
the deglaciation after a low pass filtering of, say, 10- or 100-yr
average, to remove the influence of shorter variability. The
source temperature (of a fixed geographic region “i”) varies
only with time T0i(t). Thus, the climatic d18O contribution
from source i in (3.5) can be written as

di(x, t) 5 L[T(x, t),T0,i(t)]: (3.10)

Furthermore, the moisture weight also varies spatially and
temporally as wi (x, t). Thus, the total isotope ratio in (3.6)
can be rewritten as a function of space and time as

d(x, t) 5 ∑
n

i51
di(x, t)wi(x, t) 1 dd(t): (3.11)
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For infinitesimal changes, the spatial slope can be derived as

as(x, t) 5
­

­T
d(x, t)

∣∣∣∣
t5const

5
­d(x, t)

­x

/
­T(x, t)

­x

5
1
­T
­x

∑
n

i51

­di
­x

wi 1 di
­wi

­x

{ }

5
1
­T
­x

∑
n

i51

­L(T, T0i)
­T

­T
­x

wi 1 di
­wi

­x

{ }
:

With (3.8)–(3.11), we therefore have the USE spatial slope
equation

as(x, t) 5 aL(T) 1 ∑
n

i51
di

­wi

­x
­T
­x

: (3.12)

This shows that spatial slope is contributed by aL and the spa-
tial variation of weights.

2) TEMPORAL SLOPE aT IN USE

The temporal slope at can be derived similarly as

at(x, t) 5
­

­T
d(x, t)

∣∣∣∣
x5const

5
­d(x, t)

­t

/
­T(x, t)

­t

5
1
­T
­t

∑
n

i51

­di
­t

wi 1 di
­wi

­t

( )
1

ddd
dt

{ }

5
1
­T
­t

∑
n

i51

­L
­T

­T
­t

1
­L
­T0i

­T0i

­t

( )
wi 1 di

­wi

­t

[ ]
1

ddd
dt

{ }
:

Note that the change of source temperature with time intro-
duces an additional source term ;­T0i/­t that is not present in
the spatial slope equation. Since from (3.5), we have in
general

­L(T,T0i)
­T0i

52aL(T0i): (3.13)

The USE temporal slope equation can be written as

at(x, t) 5 aL(T) 2 ∑
n

i51
aL(T0i)wi

­T0i

­t
­T
­t

1 ∑
n

i51
di

­wi

­t
­T
­t

1

ddd
dt
­T
­t

:

(3.14)

The at is contributed by aL, the weight change with time
(third term), and additionally, the change of source tempera-
ture (second term), in addition to the global ice volume (the
fourth term). Individually, the mechanism associated with
each term has been recognized in previous work: the d–T rela-
tion and, in turn, the deglacial slope is due fundamentally to
the Rayleigh process via aL(T) (Dansgaard 1964), modified
by source temperature and ice volume (Boyle 1997), and the
moisture origin (Charles et al. 1994), which is equivalent to
the change of weight here. Here, USE, for the first time, pro-
vides two general relations for temporal, spatial, and Lagrang-
ian slopes that incorporate these mechanisms together,
quantitatively. USE is general because it only requires aL be-
ing a function of T as in (3.1) or (3.8), and therefore, the La-
grangian function (3.5) or (3.10) is valid, regardless of the
functional details of aL(T). Thus, USE provides us a general
framework to assess the relative importance of each mecha-
nism, quantitatively.

c. Relations between spatial and temporal slopes in
USE framework

The USE provides a quantitative relation between tempo-
ral and spatial slopes. The spatial and temporal equations of
USE in (3.12) and (3.14) show that both the spatial and tem-
poral slopes depend critically on, but generally do not equal
to, the Lagrangian slope, because of the changes in weight,

FIG. 7. d18O reconstructed from Rayleigh model in Antarctica.
(a) d18O reconstructed from the Rayleigh model compared to
iCESM at PI across Antarctica for four seasons and the annual
mean. (b) As in (a), but for LGM. The d18O is reconstructed using
the “bottom-up” scheme.
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source temperature, and global ice volume. In the simplest case
of a single source, the USEs (3.12) and (3.14) are reduced to

as(x, t) 5 aL(T), (3.15)

at(x, t) 5 aL(T) 1 2
aL(T0)
aL(T)

­T0

­t
­T
­t

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 1

ddd
dt
­T
­t

: (3.16)

Therefore, both as and at are proportional to aL and, there-
fore, are of comparable magnitudes of aL on the order of
;1& K21 (Fig. 6c). Their magnitudes tend to increase with
decreasing temperature (color of dots in Fig. 2f) as does aL

following the Rayleigh process, contributed mainly by the sat-
uration vapor pressure change (Figs. 6b,c). This change of
slope with temperature is important because it implies that
the paleothermometer changes with time, instead of being time
invariant. Indeed, the smaller deglacial slope at higher tempera-
ture has been proposed to lead to a greater warming than that
from the traditional reconstruction using the time-invariant slope,
implying a higher interglacial warming in the past than thought
previously (Sime et al. 2009; Noone 2009).

Combining Eqs. (3.15) and (3.16) gives a relation between
the spatial and temporal slopes as

at(x, t) 5 as(x, t) 1 2 r

­T0

­t
­T
­t

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ 1

ddd
dt
­T
­t

, (3.17)

with the source temperature sensitivity r as

r 5
aL(T0)
aL(T)

: (3.18)

This equation is reminiscent of the semiempirical slope equation
of Guan et al. (2016) where, nevertheless, the sensitivity r is pre-
scribed a prior. Here, we can show in general aL(T0) , aL(T)
and therefore 0 , r , 1. This follows because the moisture
source to polar region originates usually from lower latitudes
where the climatological temperature is warmer than the polar
region, T0 . T, and the Lagrangian slope aL(T) in general in-
creases with decreasing temperature (Fig. 6c). Thus, Eqs. (3.17)
and (3.18) suggest that the temporal slope for glacial cycles is al-
ways smaller than the spatial slope (neglecting the small contribu-
tion from the ice volume change of;0.1& K21), or

at(x, t) , as(x, t), (3.19)

as long as temperature changes are the same sign in the
source region and polar region, i.e.,

­T0

­t

/­T
­t

. 0,

except in the unrealistic case of a strong “tropical amplification”
to global climate change such that ­T0/­t is much larger than
­T/­t. It is also important to recognized that the same sign of
­T0/­t and ­T/­t is usually satisfied for global-scale climate
change, which often exhibit a polar amplification (Guan et al.

2016). The importance of the source temperature change in
reducing the temporal slope from spatial slope is consistent
with the qualitative schematic scheme by Boyle (1997). Note,
however, since the temperatures here is the condensation
temperature Tc, the application to surface temperature Ts

can be changed by the inversion layer response, in particu-
larly in the Antarctica, where the inversion layer is strong
(Jouzel and Merlivat 1984), a point to be returned later.

The reduced temporal slope from spatial slope in the single
source case can be generalized, approximately, to the general
case for multiple sources. Indeed, in both USEs, the total contri-
bution from the weight changes is usually small relative to the
Lagrangian slope term, as will be confirmed later in our iCESM
analysis (see appendix D and discussions on Fig. D1). This occurs
because the total weight always sums to 1 as in (3.7), and there-
fore ∑

n
i51­wi 5 0. Thus, the change of weights ­wi has to have

opposite signs among all sources, leading to cancelations of di­wi

among different source regions (note di are always the same
sign). In other words, the increases of weights in some regions
will be compensated by the decreases of the weights from some
other regions, which are nevertheless all of comparable d values.
This point is seen clearly in the simple case of two regions, when
the weight term reduces to ∑

2
i51di­wi 5 (d1 2 d2)­w1 as a

second-order residual term. Therefore, at the leading order, the
spatial slope Eq. (3.12) can be approximated as

as(x, t) ’ aL(T): (3.20)

With (3.20), the temporal slope (3.14) can also be approxi-
mated as

at(x, t) ’ as(x, t) 1 2 ∑
n

i51
ri

­T0i

­t
­T
­t

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (3.21)

where

ri 5
aL(T0i)wi

aL(T)
, (3.22)

and we have neglected the small contribution from the ice vol-
ume change. It should be noted that, unlike the total weight
change term that is usually negligible, the source temperature
term cannot be neglected. This follows because the weight wi

is always positive, and, for global-scale climate changes, the
source temperature change ­T0i tends to be of the same sign
across different source regions. Therefore, the contributions
from different source temperatures are accumulated, as op-
posed to be canceled as in the weight term. Since

∑
n

i51
ri

­T0i

­t
­T
­t

, ∑
n

i51

aL(T0m)wi

aL(T)

­T0m

­t
­T
­t

5
aL(T0m)
aL(T)

­T0m

­t
­T
­t

, 1,

where aL(T0m)(­T0m/­t)5maxi51,n[|aL(T0i)(­T0i/­t)|] is the
largest source temperature change, we have the similar conclu-
sion as in the single source case in (3.19) as at(x, t) , as(x, t)
in general.
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We caution that the uncertainty of the ignorance of weight
changes needs to reevaluated when realistic synoptic variability
is considered. As pointed out by one reviewer, several in situ and
satellite observation studies (e.g., Turner et al. 2019) suggested
that the precipitation weighting effect induced by synoptic-scale
perturbation cannot be neglected over Antarctica. They were
statistically supported by the latest isotope–GCM study (Kino
et al. 2021). This perspective may have impact on the weight
change term (third term) in Eq. (3.14) and later in the relation
among different slopes in Eq. (4.2). It is therefore important to
study the weight change using improved climate model with
better representation of synoptic processes in the future.

d. Spatial slope, deglacial slope, and seasonal slope

A direct application of USE inequality (3.19) to deglacial
evolution in iTRACE is a smaller deglacial slope than spatial
slope on the inversion temperature as in (2.3): adeg,Tc

, as,Tc
.

This inequality has been seen in the iCESM in Fig. 2f, and is
also confirmed in our modified Rayleigh model across Antarc-
tica (Fig. 8a). Quantitatively, the reduction effect associated
with source temperature in (3.21) is about ;30% of aL during
the deglaciation as estimated using the USE decomposition
analysis (appendix D) of the deglacial change (the second row
in Figs. D1a,b). Furthermore, this reduction amount is not
very sensitive to the details of the sources as discussed in
appendix E in Fig. E1.

An interesting and important deduction from USE is that
the deglacial slope on Tc should equal approximately to the
seasonal Tc slope, i.e.,

adeg,Tc
’ asea,Tc

: (3.23)

This follows because the temporal slope Eq. (3.14) applies to
any temporal slope, including the seasonal and deglacial
slopes. Furthermore, seasonal temperature change is also of
hemispheric scale (Fig. B2b) such that Antarctic temperature
change should be of the same sign as those over its major
moisture sources, which are all located in the Southern Hemi-
sphere (Markle et al. 2017; Bailey et al. 2019), similar to de-
glaciation (Figs. E1a4,a5 versus Figs. E1b4,b5, see discussions
in appendix E). Thus, asea,Tc

should also be reduced from aL

similar to adeg,Tc
. This is confirmed in the USE decompositions

in iCESM and our modified Rayleigh model (Figs. D1a,b,
third rows similar to second rows in Figs. D1a,b). Combining
(2.3) and (3.23) leads to the relation among the three Tc

slopes as

adeg,Tc
’ asea,Tc

, as,Tc
: (3.24)

This is confirmed in iCESM and our Rayleigh model, where
the scatter of asea,Tc

against adeg,Tc
are largely along the diago-

nal one-to-one line in iCESM (Fig. 2g) and Rayleigh model
(Fig. 8b), in contrast to the scatter of as,Tc

against adeg,Tc
,

which stays systematically below the diagonal line in iCESM
(Fig. 2f) and Rayleigh model (Fig. 8a).

The temporal slope equation also offers one explanation
why the temporal slope for large-scale global climate change,
such as deglaciation and seasonal cycle, differ dramatically
from that of present day internal variability of interannual to
interdecadal time scales, as noticed in previous studies (e.g.,
Sime et al. 2008). Internal climate variability is forced pre-
dominantly by regional SST changes, such as in ENSO, PDO,
and AMV. These temperature changes are of regional scale,

FIG. 8. Relationship among slopes in the Antarctica in the Rayleigh model. (a) Spatial slope (as,Tc
) vs deglacial

slope (adeg,Tc
) calculated on the iCESM inversion temperature Tc. (b) As in (a), but for seasonal temporal slope

(asea,Tc
) vs deglacial slope. The spatial and seasonal slopes are the average of LGM and PI. Note, for as,Tc

(asea,Tc
), we

use the average between LGM and PI, because as,Tc
(asea,Tc

) differs slightly between LGM and PI and the average is
used as the mean representation.
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instead of basin scale. As such, ­T0/­t are far from homoge-
nous, and may therefore differ significantly from the polar
temperature change­T/­t, even with opposite signs.

We note that, for convenience of the application of USE,
all deglacial sensitivities a in this paper are calculated using
the d18O of the same season or arithmetic annual mean with-
out precipitation weight. Real-world ice core isotopes are pre-
cipitation weighted. Over Antarctica, however, this sensitivity is
virtually the same as with and without precipitation weight, be-
cause of the small change of precipitation seasonality, as also
discussed in previous studies (Jouzel et al. 2003; Werner et al.
2018). So the USE application to Antarctica is straightforward.

4. Applications

a. Optimal paleothermometer asea,Tc
in iCESM

In light of the USE discussed in section 3 and the inversion
temperature responses discussed in section 2c, we propose
that the optimal paleothermometer for surface temperature is

the seasonal inversion temperature slope: asea,Tc
. Indeed,

given the inversion temperature response DTc/DTs ’ 1 during
deglaciation in (2.4) and the comparable asea,Tc

and adeg,Tc
in

(3.23), we have the scaling

asea,Tc
’ adeg,Tc

’ adeg,Tc
3 DTc/DTs ’ adeg,Ts

: (4.1)

Suggesting that asea,Tc
is a good surrogate for adeg,Ts

in general.
This is confirmed by comparing asea,Tc

in the iCESM using the
asea,Tc

of PI simulation against the true paleothermometer
adeg,Ts

across Antarctica in the scatter diagram Fig. 9c (red
dots). The Antarctic-mean (yellow plus) and regional scatters
of asea,Tc

fall largely on the diagonal one-to-one line, suggesting
a good representation of adeg,Ts

for both the mean and spatial
variability across Antarctica. A similar result can be seen in the
reconstructed deglacial surface temperature change by applying
a paleothermometer a on LGM-PI Dd18O as DTrec 5 Dd18O/a.
The error of the DTrec by asea,Tc

is modest without systematic
error (Fig. 9g). Note, however, the seasonal Ts slope asea,Ts

is
too small to serve as a paleothermometer (Schneider et al.

FIG. 9. Paleothermometers of seasonal vs spatial slopes and predicted Ts in iCESM. (a) as,Ts
(PI, red dots; LGM, blue dots) re-

gressed in the 108 3 108 domain vs adeg,Ts
for all grid points over Antarctica. (b) As in (a), but for as,Ts

in 408 3 408 domain. (c) As in
(a) and (b), but for asea,Tc

vs adeg,Ts
on each model grid point; (d) error of reconstructed LGM-PI Ts change by the as,Ts

of 108 3 108
domain. (e)–(g) As in (d), but by the as,Ts

of 408 3 408 domain, Antarctic domain, and seasonal slope asea,Tc
on each gridcell point,

respectively. In (a)–(c), gray contours are the PDFs of each cluster, with the green and yellow bars as the ensemble mean and stan-
dard deviations of the LGM (blue) and PI (red) slopes, along with their RMSE (& K21) at the top. In (b), vertical black lines are
for the as,Ts

regressed over the Antarctic domain at PI [solid, used in (f)] and LGM (dash). In (e)–(g), the RMSE (8C) of predicted
Ts are at the bottom left. Dome C observations are marked in two adeg,Ts

reconstructions (in black pluses) for temperature recon-
structions based on borehole and gas age–ice age difference (Buizert et al. 2021) against the as,Ts

(Lorius and Merlivat 1975) and
asea,Tc

(Stenni et al. 2016) in (a) and (c), respectively.
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2005; Stenni et al. 2016), because the small seasonal DTc/DTs

response reduces asea,Ts
from asea,Tc

by ;50% in iCESM and
observations available (Fig. 4f; van Ommen and Morgan
1997; Schneider et al. 2005; Motoyama et al. 2005).

The new paleothermometer asea,Tc
is superior to the tradi-

tional paleothermometer as,Ts
because asea,Tc

represents the
physical mechanism more correctly and therefore is more accu-
rate andmore robust. The accuracy ofasea,Tc

and the PI as,Ts
can

be compared against the truth adeg,Ts
over Antarctica (Fig. 9a,

versus Fig. 9c, red dots). The RMSE of as,Ts
is 0.38& K21, more

than twice that of asea,Tc
, with a much greater spatial variability

as indicated by the greater scatter from the diagonal line. Simi-
larly, the error of the reconstructed temperature changeDTrec by
the PI as,Ts

is also larger (Fig. 9d), with the RMSE (;68C) about
3 times that based on PI asea,Tc

. As another sensitivity test, if
the slopes are derived from the LGM state, the RMSE of
asea,Tc

remains low as 0.14&K21 with a modest spread or spa-
tial variability (Fig. 9c, blue dots), similar to that of PI. In
contrast, the RMSE of LGM as,Ts

is almost doubled to
0.57&K21, due to a larger spread (Fig. 9a, blue dots).

The robustness of asea,Tc
originates partly from the fact that it

only uses local measurements through time, rather than re-
gional conditions that vary in space. In comparison, spatial slope
as,Ts

has one intrinsic uncertainty: the domain choice for regres-
sion (Masson-Delmotte et al. 2008). A smaller domain resolves
regional spatial variability better, but increases sampling error
because of a reduced sample size, and vice versa. This introdu-
ces additional uncertainty as a paleothermometer, because the
observed as,Ts

range widely from ;0.5& to ;1.2& K21

across Antarctica (Masson-Delmotte et al. 2008). The sensitivity
of as,Ts

to domain size in observations can be seen in iCESM in
Fig. 9 for as,Ts

calculated in three domain sizes: 108 3 108, 408 3
408, and the entire Antarctica. With the three domain sizes, the
error of as,Ts

remain large and less robust, relative to asea,Tc
, for

the slopes (Figs. 9a–c), and the predicted surface temperature
changes of LGM-PI (Figs. 9d–g) over Antarctica. The large sensi-
tivity of the spatial slope to domain size can be seen in observa-
tions in the 7 ice core sites in Fig. 10, where as,Ts

is calculated
from the observation of Masson-Delmotte et al. (2008) as a func-
tion of domain sizes in spatial regression for each ice core (black
squares). At the largest size (entire Antarctica), as,Ts

converges
to the well-known value 0.8& K21 for all sites (Masson-
Delmotte et al. 2008). For smaller domains around the ice core
sites, however, as,Ts

can deviate substantially from 0.8& K21.
For example, around Dome C, as,Ts

increases rapidly from
below 0.5& to ;1& K21 when the domain radius increases
from ;500 to ;600 km, with the correlation coefficient in-
creases from;0.5 to over;0.8 (Fig. 10a, number of data points
from 44 to 59). Finally, the larger error of as,Ts

than asea,Tc
can

also be seen in the predicted surface temperature changes dur-
ing the deglacial evolution from 20 to 11 ka over the seven ice
core sites as discussed in appendix F and Fig. F1.

b. Testing optimal paleothermometer asea,Tc
in

observations

Our optimal paleothermometer asea,Tc
can also be tested

for real-world observations at Dome C using recent station

FIG. 10. Paleothermometers in the observation. (a) Spatial
Ts slope as,Ts

derived from observations (Masson-Delmotte et al.
2008) within specified radius (km; black square) and entire Ant-
arctic (dash) of Dome C, along with the correlation coefficient
r (yellow) and upper bound as,Tc

5 as,Ts
/0:67 (gray solid), starting

from the radius of more than 10 data points. (b)–(g) As in (a),
but for Dome Fuji, EDML, South Pole, Talos Dome, West Ant-
arctica, and Siple Dome, respectively. Yellow and blue [in (a)
and (f)] stars are the adeg,Ts

reconstructions based on gas age–ice

age and borehole thermometry, respectively (Buizert et al.
2021), while the red dot in (a) is the optimal paleothermometer
of seasonal Tc slope asea,Tc

(Stenni et al. 2016). Borehole ther-

mometry adeg,Ts
for Dome Fuji ranges from 1 to 2.7 and is be-

yond the scale in (b).
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observations and independent paleothermometers. Although
there are no systematic observations of inversion tempera-
tures and isotopes over most stations, Dome C has continuous
observations on snow d18O and radiosounding profiles from
2008 to 2010, providing a unique test for our theory. The
monthly data on inversion temperature give a seasonal slope
on Tc of 1.16& K21 (Stenni et al. 2016). Since monthly vari-
ability is dominated by the seasonal cycle, we can assume
approximately asea,Tc

’ 1:16& K21. This asea,Tc
is in good

agreement with recent independent reconstructions of adeg,Ts

over Dome C as adeg,Ts
5 1:14& and 1:44&K21, based on

gas age–ice age difference and borehole thermometry, respec-
tively (Buizert et al. 2021) (black pluses in Fig. 9c; or compare
red dots with yellow and blue stars in Fig. 10a). In compari-
son, the spatial Ts slope as,Ts

over Dome C is too small, which
ranges from the earlier estimation 0.75& K21 (Lorius and
Merlivat 1975), to the Antarctic domain average of 0.8& K21

and to less than ;1& K21 for any domain size (Fig. 10a, also
black pluses in Fig. 9a). The reported seasonal slope for sur-
face temperature in Dome C of asea,Ts

’ 0:42& K21 (Stenni
et al. 2016) is also too small, due to the small inversion tem-
perature response of DTc/DTs , 1 in the seasonal cycle. Ad-
mittedly, two years of observational data is still limited in
Dome C, which likely introduces uncertainties in modern-day
observations of temperatures and isotopes and, in turn, in our
estimation of asea,Tc

. Nevertheless, our proposed asea,Tc
seems

to give an estimation of the paleothermometer adeg,Ts
suffi-

ciently more accurately than the spatial slope as,Ts
such that

our conclusion on the optimal paleothermometer asea,Tc
over

as,Ts
should be robust.

It is of interest to point out that, despite the deficiency of
the spatial Ts slope as,Ts

as a paleothermometer, the spatial Tc

slope as,Tc
may serve as an upper bound for paleothermome-

ters for surface temperature Ts. Indeed, combining the in-
equality (3.24) derived from USE and the nearly neutral
deglacial inversion response DTc/DTs ’ 1 in (2.4), we have

as,Tc
. adeg,Tc

’ adeg,Tc
3 DTc/DTs 5 adeg,Ts

: (4.2)

This upper bound is difficulty to test in observations because
of the lack of extensive observations of inversion tempera-
tures. Nevertheless, a crude estimation of as,Tc

may be made
indirectly from the as,Ts

and the mean observed spatial inver-
sion relation DTc/DTs 5 0.67 as

as,Tc
5 as,Ts

/0:67, (4.3)

for all of the seven sites (Fig. 10, gray lines). In comparison
with independent estimations of adeg,Ts

values, this upper
bound as,Tc

seems to hold across most sites (Fig. 10).

5. Conclusions

In this paper, we propose to understand the classical prob-
lem on d18O–temperature paleothermometer in the unified
framework of USE. First, in the general Rayleigh distillation
process, our USE shows that both the spatial slope and tem-
poral slope depend mainly on the Lagrangian slope aL. While

the spatial slope can be approximately represented by aL, the
temporal slope is reduced significantly by the source tempera-
ture change, such that the temporal slope is smaller than the
spatial slope in general, on inversion temperature Tc. Second,
over the Antarctica, due to the weak inversion temperature
changes across space relative to surface temperature changes
and the comparable inversion temperature response during
deglaciation with the surface temperature response, the spa-
tial slope on surface temperature as,Ts

becomes comparable
with the deglacial slope on surface temperature adeg,Ts

, acci-
dentally, offering an explanation of this comparability previ-
ously found empirically in many modeling studies. Finally,
USE suggests that the optimal paleothermometer should be
the seasonal slope on inversion temperature asea,Tc

, instead of
the traditional spatial slope as,Ts

. This optimal paleothermom-
eter is tested well in iCESM as well as in the observations
available. The myriad relations among different slopes and
the related inversion layer temperature responses are summa-
rized in Fig. 5.

Therefore, we can address the fundamental questions
raised in the introduction.

Question 1b: What is the relation among these different
aforementioned isotope slopes in general? Temporal slope
is in general smaller than the spatial slope in Tc.

Question 1a: Why does the spatial slope as,Ts
as a whole ap-

pear to be comparable with the deglacial slope adeg,Ts
over

Antarctica? This is caused by a greater spatial slope than
deglacial slope in Tc accidentally compensated by a
smaller deglacial temperature response in inversion layer
temperature relative to surface temperature DTc/DTs , 1.

Question 2: What slope is the most suitable for estimating
past surface temperature change over the Antarctica? It is
the seasonal slope on inversion layer temperature asea,Tc

.

It is important to note that our new paleothermometer
asea,Tc

can be measured, in principle, in the present and fu-
ture, and therefore offers the promise of more accurate recon-
structions of past Antarctica temperature in the future. Much
future work is, however, needed for coordinated and long-
term monitoring program on isotope and temperature profiles
over the ice core sites. These modern-day observations will
provide much improved paleothermometer asea,Tc

and the
upper bound as,Tc

. More generally, the USE framework devel-
oped here clarifies the relationship among spatial and tempo-
ral slopes and provides a guideline for future estimations
of paleothermometers over polar regions (Cuffey et al. 2016;
Buizert et al. 2021) and, potentially, the tropics at high altitude
(Thompson and Mosley-Thompson 2000).
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APPENDIX A

Weather Data Analysis

Radiosonde data for four interior Antarctic stations, includ-
ing AMUNDSEN-SCOTT (South Pole), BYRDSTN (Byrd),
CONCORDIA (Dome C), and VOSTOK (Vostok), are ob-
tained from the NOAA public repository (https://www.ncei.
noaa.gov/products/weather-balloon/integrated-global-radiosonde-
archive). Among them, summer observations are provided
twice daily at 0000 and 1200 UTC, while only 0000 UTC ob-
servations are available in winter. To avoid diurnal bias, we
only employ the 0000 UTC observations, except at Dome C,
where summer observations are only available at 1200 UTC.
In Figs. 4a and 4c, we plot Dome C as “1” as a caveat of its
difference from others.

Since the raw radiosounding data are on variable pressure
levels, we linearly interpolate them to common pressure lev-
els between 100 and 1000 hPa, with a vertical interval of
1 hPa. This fine interval is chosen to keep all raw data on
the new levels. Afterward, we pick up the first layer in
each vertical profile as the surface, which are near 600 and
700 hPa for the four stations. To compare with the model,
the pressure coordinate in each profile is then converted into
sigma coordinate by normalizing aloft pressure levels to the
corresponding surface pressure p/ps. Finally, the inversion
layer is determined as the warmest layer in the sigma profile,
which is near 0.9 as seen from Figs. 3a and 3b.

APPENDIX B

Inversion Layer Responses to Different Climate Forcings

Here, we discuss the inversion layer temperature re-
sponse in more details. First, we note that the larger degla-
cial response of inversion temperature in (2.4) is a robust
feature across models. We also calculated the temperature
responses in the inversion layer (approximately) and sur-
face layer over the Antarctic in the 6 PMIP3 experiments
(esgf-node.llnl.gov/projects/esgf-llnl, pmip3.lsce.ipsl.fr): CCSM4,
MPI-ESM-P, GISS-E2_R, IPSL-CM5A-LR, MIROC-ES, and
MRI-CGCM3 (Braconnot et al. 2011, 2012). All the six models
show that the Antarctica DTc/DTs for spatial changes (red) are

consistently smaller than their deglacial changes (black)
(Fig. B1a). The uncertainty associated with the cross-model
spread can be seen smaller than the difference between dif-
ferent slopes. Note that, in PMIP models, while surface air
temperatures are stored in separate files, temperatures in the
air column are stored after the interpolation onto standard
pressure levels all the way to sea level (including fake temper-
atures below ice topography!). Therefore, the near-surface
inversion layer is severely distorted. As such, the 600-hPa
level is selected as a proxy of the inversion layer temperature
because this level is just above the Antarctic Plateau and is
therefore little distorted after the interpolation (Buizert et al.
2021). In all other models discussed, model outputs are all
stored in the original topography-following sigma level. There-
fore, the temperature profiles in the original sigma-hybrid
level are presented to best preserve the surface inversion layer
structure.

Second, this robust difference in inversion layer responses
is not caused simply by the difference between spatial and
temporal changes. Indeed, the seasonal change, albeit a
temporal change, also shows a small inversion temperature
change similar to the spatial change, but different from the de-
glacial temporal change as seen in iCESM, where DTc/DTs ,

0.5 as seen in the scatter diagram Fig. 4c and vertical profiles
(DJF–JJA, Figs. 3e,f,h), as well as the PMIP models (Fig. B1a,
blue dots) and the present weather station observations (Fig. 4c,
blackmarks; Connolley 1996).

The different inversion layer responses between the small
spatial/seasonal changes and larger deglacial change, we hy-
pothesize, are caused by different physical mechanisms. The
rapidly diminishing solar radiation toward polar region, espe-
cially in winter, leads to a much stronger cooling in the sur-
face than in the lower troposphere, or seasonal DTc/DTs , 1,
corresponding to an intensified inversion layer, as seen in
the scatter diagram (Fig. 4c) and spatial map (Figs. B1e,b)
in comparison of DTc with DTs. This seasonal response is
the strongest toward Antarctic interior, especially in win-
ter as seen in the vertical profiles in Figs. 3e, 3f, and 3h. In
contrast, the large Tc response of DTc/DTs ; 1 during de-
glaciation, we hypothesize, is forced by long-term green-
house gas (GHG) forcing, which heats the atmosphere
downward in longwave radiation. Over polar regions, this
downward heating is further amplified by the heat trans-
port from lower latitude via the dynamic GHG-plus feed-
back (Cai 2006; Lu and Cai 2010). The long-term GHG
forcing can also induces sea ice feedback and, in turn,
larger surface temperature change over the Southern
Ocean than over the Antarctica as seen in the temperature
responses in the surface (Fig. B2d). This larger tempera-
ture change over Southern Ocean could then affect the
lower troposphere over Antarctica Plateau via synoptic at-
mospheric mixing (Fig. B2a) (Noone 2008). If our hypoth-
esis is correct, we should also expect a greater Tc response
to GHG in global warming experiments than that to seasonal/
spatial changes. This is indeed confirmed in our model (Fig. B1b)
and other models, including CCSM4 (Fig. B1c) and GFDL
SPEAR (Fig. B1d).
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APPENDIX C

Tagging Experiments

Two water tagging experiments are carried out at the
LGM (20 ka) and PI (0 ka) in the atmospheric component
model iCAM5.3 (He et al. 2021a). The LGM and PI tag-
ging experiments are forced by the sea ice distribution, sea
surface temperature, and sea surface d18O and dD extracted
from the iTRACE experiment as well as the continental ice
sheets, orbital parameters, and GHG concentration at 20 ka
and a preindustrial control simulation, respectively. Each
tagging experiment is integrated for 40 years with the last

20 years used for analysis. In the tagging experiments, the
life cycle of H2

16O (vapor) and H2
18O (vapor) are tracked

from each tagging region (source region) where they evapo-
rate and then follow the hydrological processes in the
model to the region where they rain out (sink region). The
global source regions are divided into 25 subregions, with 12
covering the land and 13 covering the ocean (Figs. B2a,b).
The moisture source to the Antarctica is overwhelmingly
from the Southern Hemisphere oceans for both PI and LGM
and in both winter and summer. The dominant contribution
to Antarctica is from the Southern Ocean (.50%), followed
by southern South Pacific, south Indian Ocean, and South

FIG. B1. Inversion layer temperature changes (spatial, seasonal, and climate change) across models over Antarctica.
(a) LGM to PI changes in PMIP3 models (esgf-node.llnl.gov/projects/esgf-llnl, pmip3.lsce.ipsl.fr) compared with spa-
tial and seasonal changes similar to Fig. 3h, but only for the 600-hPa level, in model 1 (CCSM4), 2 (MPI-ESM-P),
3 (GISS-E2_R), 4 (IPSL-CM5A-LR), 5 (MIROC-ES), and 6 (MRI-CGCM3), with the cross-model ensemble means
in solid lines. (b) As in Fig. 3h, but for two global warming scenarios (RCP45, solid, RCP85, dash) in CESM1. Vertical
profiles of the temperature differences for spatial difference (red), seasonal difference (blue), and global warming
changes (black, between 1981–2000 and 2080–2100 averages), with each profile normalized by its surface temperature
change DTs. (c) As in (b), but in CCSM4 for two scenarios of climate changes between LGM and PI (solid) and be-
tween PI and RCP85 (dash). (d) As in (b) and (c), but for GFDL model (SPEAR-LO; Delworth et al. 2020) in the
Large Ensemble (5-member ensemble mean) Historical and RCP85 (Lu et al. 2020) for two periods of climate
changes of 1850–70 to 1980–2000 (solid) and 1980–2000 to 2180–2100 (dash). In (b)–(d), data are on the native hybrid
sigma-pressure levels. In all the panels, the normalized inversion temperatures are 0.8–0.9 for climate change, ;0.6
for spatial difference, and ;0.4–0.5 for seasonal difference, consistent with iCESM in Fig. 3h. Note that, in PMIP
models, temperature at the normal pressure level of 600 hPa is selected as a proxy of the inversion layer temperature
because this level is just above the Antarctic Plateau and is little distorted after the interpolation. In all other models,
data are all stored and therefore presented in the original topography-following sigma level.
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Atlantic, with the first four sources from the Southern
Hemisphere oceans accounting for over 90% of the total
source (as shown in Figs. E1a4 and E1b4), consistent with
other tagging experiments (e.g., Markle et al. 2017; Bailey
et al. 2019).

APPENDIX D

USE Decomposition

The differential forms of USE spatial and temporal Eqs.
(3.12) and (3.14) are valid for infinitesimal changes. For
practical application to finite changes, it is useful to derive
an approximate USE decomposition.

a. Spatial slope decomposition

For spatial slope, we apply the isotope Eq. (3.11) to two
regions of equal area (but not necessarily continuous in
space) denoted as “N” and “S” regions,

dN ; d(xN, t) 5 ∑
n

i51
dNiwNi 1 dd(t), (D.1a)

dS ; d(xS, t) 5 ∑
n

i51
dSiwSi 1 dd(t), (D.1b)

where dNi ; di(xN, t), wNi ; wi(xN, t), and dSi ; di(xS, t),
wSi ; wi(xS, t) are the contribution from individual sources
obtained from tagging experiments. The spatial slope can
therefore be derived similar to (3.12) in the central differ-
ence scheme as

as(x, t) ;
dN 2 dS
TN 2 TS

5 aLs 1 ∑
n

i51
d i

wNi 2 wSi

TN 2 TS
, (D.2)

where

aLs 5 ∑
n

i51
aLs,iwi, and aLs,i ;

dNi 2 dSi
TN 2 TS

, (D.3)

are, respectively, the total and individual source contribu-
tion to, the discrete Lagrangian slope for spatial slope. Ad-
ditionally, TN ; T(xN, t), TS ; T(xS, t) are the averaged
temperatures of the N and S regions, respectively, and

wi 5
wNi 1 wSi

2
, and d i 5

dNi 1 dSi
2

: (D.4)

Note that the spatial decomposition (D.2)–(D.4) can be applied
directly to the analysis of a climate model simulation, because
they only use the values of di, instead of the Lagrangian

FIG. B2. Global distribution of temperature and their differences at the surface and inversion layer in iCESM. Dif-
ference inversion layer annual-mean temperature difference DTc for (a) deglacial change (LGM 2 PI) and (b) sea-
sonal difference (DJF2 JJA) in PI. (c) Inversion layer temperature Tc at LGM. (d)–(f) As in (a)–(c), but for surface
air temperature Ts. In (a) and (b), the red boxes delineate the 12 and 13 tagging regions over land and ocean,
respectively.
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isotope function L(T, T0i) in (3.3) or (3.10). It should also be
noted that, aLs,i in (D.3) may differ for different sources
slightly because of the finite change, especially for large re-
gions, unlike the case of infinitesimal change, where aL is inde-
pendent of sources as derived from (3.8) and (3.9).

b. Temporal slope decomposition

For the temporal slope, there are two approaches. The
“bottom-up” approach uses an analog theoretical model for
decomposition and requires explicitly the Lagrangian iso-
tope function L(T, T0). The “top-down” approach applies
directly to a climate model output, in which L(T, T0) is as-
sumed implicitly.

1) BOTTOM-UP APPROACH WITH L(T, T0)

We first assume L(T, T0) is known as in (3.3) for a gener-
alized Rayleigh process (3.1). For the temporal slope be-
tween times tp and tq, we have from Eqs. (3.10) and (3.11):

dp ; d(x, tp) 5 ∑
n

i51
dpiwpi 1 ddp

5 ∑
n

i51
L(Tp, T0i,p)wi(x, tp) 1 dd(tp), (D.5a)

dq ; d(x, tq) ; ∑
n

i51
dqiwqi 1 ddq

5 ∑
n

i51
L(Tq, T0i,q)wi(x, tq) 1 dd(tq), (D.5b)

where Tp ; T(x, tp), Tq ; T(x, tq) are from the output of
the forward model simulation and

T0i,p ; T0i(x, tp), T0i,q ; T0i(x, tq),
dpi 5 di(x, tp) 5 L(Tp, T0i,p), dqi 5 di(x, tp) 5 L(Tq, T0i,q),

(D.5c)

are derived from the tagging experiment. A temporal slope can
therefore be derived analogous to the USE Eq. (3.14) as

at(x, t) ;
dp 2 dq
Tp 2 Tq

5 aLt 2

∑
n

i51
wialo,i(T0i,p 2 T0i,q)

Tp 2 Tq

1

∑
n

i51
d i(wi,p 2 wi,q)
Tp 2 Tq

1
ddp 2 ddq
Tp 2 Tq

, (D.6)

where

aLt 5 ∑
n

i51
wiaLt,i and

aLt,i ;
1
2

L(Tp, T0i,p) 2 L(Tq, T0i,p)
Tp 2 Tq

{

1
L(Tp, T0i,q) 2 L(Tq, T0i,q)

Tp 2 Tq

}
(D.7)

are, respectively, the total and individual source discrete
Lagrangian slope for temporal slope,

wi 5
wpi 1 wqi

2
, and d i 5

dp,i 1 dq,i
2

, (D.8)

and

aL0,i 5
1
2

L(T0i,p, Tq) 2 L(T0i,q, Tq)
T0i,p 2 T0i,q

{

1
L(T0i,p, Tp) 2 L(T0i,q, Tp)

T0i,p 2 T0i,q

}
(D.9)

is the Lagrangian slope with respect to the source temperature,
where we have used, from (3.5), L(T, T0) 5 2L(T0, T). Equa-
tions (D.6)–(D.9) give “bottom-up” USE decomposition for
temporal slope. Note that, due to the finite change, the total
Lagrangian slope for spatial slope aLs in Eq. (D.3) is usually
not exactly the same as that for the temporal slope aLt in
Eq. (D.7), especially for larger regions. In our approximate
Rayleigh model (3.4), due to the use of central value approxi-
mation, dd/dT 5 a is no longer strictly a function of T only.
Thus, even in the differential form, (3.3) is no longer strictly
valid. This also contributes to a small difference between aLs

and aLt. However, this approximation does not affect our ma-
jor conclusions qualitatively.

2) TOP-DOWN APPROACH WITHOUT L(TP, T0)

In a climate model simulation, L(Tp, T0) is unknown
even if it may exist. This makes (D.7) and (D.9) infeasible.
We can nevertheless use a top-down approach that substi-
tutes the Lagrangian slope for temporal slope with that for
spatial slope, because these two Lagrangian slopes are iden-
tical in the differential form (3.13) and (3.15) for infinitesi-
mal changes in generalized Rayleigh processes. That is,
(D.7) is replaced with

aLt 5 aLt,i 5 aLs, (D.10)

with aLs estimated from (D.3). Additionally, since from
(3.3), we have approximately

DL ’ a(T)DT 2 aL0(T0)DT0: (D.11)

Instead of using (D.9), we now estimate aL0,i from (D.11)
and (D.5c) as a residual as

aL0,i 5
aLt(Tp 2 Tq) 2 (dpi 2 dqi)

T0i,p 2 T0i,q
: (D.12)

The top-down decomposition equations are therefore (D.6),
(D.10), (D.8), and (D.12).

An example of the decompositions of spatial and degla-
cial slopes for the Antarctica are given in Fig. D1.

A comparison of the two methods shows some robust
features. First, the source term (column 3) is smaller than
the Lagrangian term, but not negligible, leading to the re-
duced deglacial and seasonal slope from Lagrangian slope.
Second, the weight term is negligible. We also note that the
Lagrangian slope is the largest (column 2) and tends to be
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FIG. D1. USE decompositions of spatial, deglacial, and seasonal slopes using two schemes (see appendix C for details). (a) Decomposi-
tion using the “top-down” scheme in iCESM. From top to bottom are spatial, deglacial, and seasonal slopes, with the total slope, Lagrang-
ian slope, source, and weight change terms in the four columns (labeled at the top). (b) As in (a), but for the “bottom-up” scheme using
the Rayleigh model (the d18O in Fig. 7). Note the color map for the source term is of the opposite sign to others. For the deglacial slope,
the ice volume term is not shown as it is a uniform response in the Antarctica with a value of ;0.1& K21. The spatial slope is calculated
in each 108 3 108 box using the top 1/3 minus bottom 1/3 points. The seasonal and spatial slopes are the average between LGM and PI.
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comparable to the spatial slope (first row in Figs. D1a,b),
but greater than the deglacial (second row) and seasonal
(third row) slopes. Note, however, this feature is by con-
struction in the top-down approach, in which the Lagrang-
ian slope is taken to be equal to the spatial slope. Also, by
construction, in the finite difference case here, the Lagrang-
ian slopes are different in the bottom-up scheme for spatial,
deglacial and seasonal slopes, but the same in the top-down
scheme.

APPENDIX E

Source Sensitivity

Given the arbitrariness of the schemes of source regions
in general, we will show, in the application of USE to our
Rayleigh model, that the temporal slope is not very sensi-
tive to the source details. We first test the sensitivity of
adeg,T to different schemes of the sources in Fig. E1a. The
weight wi and the source temperature Toi of PI and LGM

FIG. E1. Testing source sensitivity on deglacial and seasonal slopes in Rayleigh model. (a) Deglacial slope derived
using different source schemes as functions of the sources (labeled at the bottom panel in the order of decreasing
weight). (a1) Deglacial slope and its components (see legend) in the single source scheme: each source is treated as
the only source (weight set to 1). (a2) As in (a1), but for the 2 sources: the world sources consist of this source and the
other source that combines the rest of the 24 sources. (a3) As in (a1), but for the accumulative source scheme: the
contribution from each source is added accumulatively in the order of the source weight as in the convention recon-
struction using the Rayleigh model. (a4) The weight of each source (for region see Figs. B2a,b) in decreasing weight
order. (a5) Source temperature and (a6) its change (PI-LGM) of each source (average over the tagged region).
(b1)–(b6) As in (a1)–(a6), but for the seasonal slope at PI. In (a3) and (b3), the slopes almost converge to the final
value after the first five sources are included, because their weights account for more than 99% of the total weights, as
shown in (a4) and (b4).

L I U E T A L . 29531 MAY 2023

Brought to you by University of Colorado Libraries | Unauthenticated | Downloaded 04/21/23 07:47 PM UTC



are shown in Fig. E1a4, while the deglacial change of each
source temperature DToi (PI-LGM) is shown in Fig. E1a6. As
discussed before, the major sources are from the Southern
Hemisphere oceans (the leading five sources), their climatol-
ogy temperature are ;308C colder than that of Antarctica
(the first five versus the sixth bar in Fig. E1a5), and their tem-
perature changes are comparable or smaller than that over
Antarctica (the first five versus the sixth bars in Fig. E1a6).

a. Scheme 1: A single source scheme

In this scheme, we assume that each source is the sole
source to the deglacial change by setting its weight as 1,
while keeping its source temperature response ­Toi un-
changed as in the tagging experiment. Fig. E1a1 shows the
four terms in USE temporal slope Eq. (3.14) [as decom-
posed using the “bottom-up” scheme (D.6)–(D.9)] as a
function of different sources. It is seen that for almost all
the sources, the slope is always dominated by aL of about
the same magnitude (blue), which is reduced substantially
by the source temperature term (red) to the final deglacial
slope adeg,T (yellow). The weight change term is identically
zero in this case.

b. Scheme 2: Two-source scheme

Now, we assume the moisture sources over the world
consist of two regions only. We chose one source and com-
bine the rest sources as the other source. The variations of
the four terms with the source again show little sensitivity
(Fig. E1a2). Again, the adeg,T is dominated by aL, reduced
substantially by the source term, but little affected by the
weight change term.

c. Scheme 3: Accumulative sources

Now, we add the contribution of each source successively
in the order of its weight (Fig. E1a4). It is seen that the
four terms and the final adeg,T almost reaches the saturation
after the incorporation of the leading five sources, all of
which are from Southern Hemisphere oceans. This confirms
the importance of the dominant moisture contribution from
the Southern Hemisphere oceans.

The insensitivity can also be understood from a scaling
analysis. Assuming a cooling magnitude comparable in the
sources and the Antarctica ­T0i ; ­Tc, and a climatological
mean source temperature T0 ; 2108C (mainly over the
midlatitude Southern Ocean; Markle et al. 2017) and Ant-
arctic temperature Tc ; 2308C (Fig. 6c), we have a source
reduction of aL(T0i)/aL(Tc) ; 30% (Fig. 6c), comparable
with the USE decompositions (Figs. D1a,b, source term
compared with aL term for deglaciation).

Similarly, we can test the sensitivity of the PI seasonal
slope asea,T to different schemes of the sources (Fig. E1b),
the only difference is to replace the warm/cold climate
states from PI/LGM to DJF/JJA for PI. In particular, one
notes that the source temperature changes are all of the
same sign as the Antarctica for the dominant sources in
the Southern Hemisphere, as shown in Fig. E1b6 (the first
five versus the sixth). This is qualitatively similar to that of

deglacial change Fig. E1a6, giving a physical base for using
the seasonal slope for deglacial slope as a paleothermometer.

APPENDIX F

Comparison of asea,Tc
and as,Ts

in iCESM

In iCESM, our default domain for spatial slope is the
108 3 108 domain. Given our model resolution of ;28 3 28,
this domain contains ;25 grid points. As discussed earlier,
the PI as,Ts

thus derived scatter widely between 0.5& and
1.5&K21 (over 90%points in Fig. 9a, red dots), roughly compa-
rable with the spread in the observation (although the observa-
tion has a much higher spatial resolution) (Masson-Delmotte
et al. 2008). With the domain expanded to 408 3 408 (of ;320
grid points), the spread is reduced substantially as seen in the
scatter (Fig. 9b, red dots). However, the slopes are now aligned
predominantly in the vertical, instead of diagonal, implying that
as,Ts

is too uniform to resolve the spatial variability of the true
model adeg,Ts

. The RMSE of as,Ts
relative to adeg,Ts

remains
large (0.44& K21), due mainly to a systematically smaller mean
slope (yellow plus). This smaller as,Ts

leads to an overestimation
of the deglacial cooling over the entire Antarctica, such that the
RMSE of reconstructed DTrec still remains high (4.78C, Fig. 9e).
When the regression domain is expanded to the entire Antarc-
tica, there is only a single PI as,Ts

5 0:98& K21, so the spatial
variability is completely lost (solid vertical line in Fig. 9b). The
absence of spatial variability leads to a systematically smaller
(larger) as,Ts

and, in turn, overestimation (underestimation) of
the cooling over the most of the interior Antarctica Plateau
(coastal region) (Fig. 9f), where the true adeg,Ts

is large (small)
due to the colder (warmer) temperature (not shown). In PI, the
absence of spread appears to reduce the RMSE to ;0.2&
K21 for as,Ts

and to ;28C for DTrec. However, the reduction
of RMSE using the Antarctic mean seems to be a coincident
in the PI state. At LGM, if the domain expands first from
108 3 108 to 408 3 408 and then to the entire Antarctica
(of as,Ts

5 1:13& K21, dash black line in Fig. 9b), the RMSEs
of as,Ts

and DTrec first decrease by 50% to 0.22& K21 and
2.28C, but then increase by 50% to 0.27& K21 and 3.28C,
respectively.

The accuracy and robustness of the paleothermometer
asea,Tc

over as,Ts
can also be seen in comparing the surface

temperature reconstructions for the entire deglacial evolu-
tion (20–11 ka) in iCESM. The RMSE maps over Antarc-
tica remain similar to those for LGM-PI in Figs. 9d–g (not
shown). Figure F1a shows examples of time series of sur-
face temperature reconstructions for five Antarctica core
sites. It is seen that, overall, the asea,Tc

reconstructions are
more accurate while the as,Ts

reconstructions vary substan-
tially for different domain sizes. Averaged across the five
core sites and for the entire period of 20 to 11 ka, the
RMSEs of the reconstructed temperatures are 0.938C for
asea,Tc

, but 1.38, 1.68, and 1.78C for the PI as,Ts
values of the

domains of 108 3 108, 408 3 408, and Antarctica,
respectively.

The sensitivity of as,Ts
to domain size can also be seen if

we use our model slopes on the observed d18O over seven ice
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cores for the temperature change from 20 to 11 ka (Fig. F1b).
As a test of the model simulation of isotope, we also note
that the overall magnitude of the deglacial d18O change from
20 to 11 ka is consistent in the model and observation over
most sites, except that the model has too strong a response in
HS1 across all sites. Since both the seasonal and spatial slopes
here are based on iCESM and there is no true temperature
time series for comparison, the comparison here is not to test
the accuracy of the slopes. Rather, it is to reinforce the point
of the modeling analysis that spatial slope is subject to large
uncertainty of the domain choice.
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