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ABSTRACT: A substantial role for atmospheric noise in simulations of decadal internal variability of SST is demonstrated
by a comparison of a multicentury climate model control and a corresponding interactive ensemble (IE) simulation. The IE is
designed to reduce atmospheric noise in the heat flux, wind stress, and freshwater flux at the air-sea interface. This compari-
son suggests that nearly all SST variability on decadal time scales is forced by internal atmospheric variability. The re-
sults are examined to determine the relative roles of atmospheric surface heat flux noise and ocean dynamics in the
decadal volume-averaged heat budget of the upper ocean. The regional heat budgets in two regions, the South Pacific
and the midlatitude North Atlantic, show the net atmospheric surface heat flux to be approximately in equilibrium
with the ocean dynamics forcing. The IE and control results are used in the equilibrium heat budget approximation to
infer the atmospheric heat flux response to SST, as well as the time series of the control atmospheric noise surface heat flux
and ocean dynamics forcings for several regions. The South Pacific region SST is found to be primarily forced by the atmo-
spheric noise surface heat flux and the North Atlantic region SST is forced by the ocean dynamics. Similar strengths for the
atmospheric heat flux noise and ocean dynamics forcing, with an interdecadal atmospheric heat flux noise time scale and a

centennial ocean dynamics time scale, are found for an Atlantic multidecadal variability region SST.
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1. Introduction

Understanding the mechanisms for decadal and longer time-
scale climate variability in models can provide clues as to the
predictability of the real climate system and how to efficiently
realize that predictability (e.g., Keenlyside et al. 2008; Smith et al.
2012; Kirtman et al. 2013; Bombardi et al. 2015). The decadal
variability problem is also important for attribution of climate
variability to internal or external causes. This study is concerned
with diagnosing the mechanisms for internal climate variability
on decadal to centennial time scales (referred to in the following
as “decadal”) in a coupled general circulation model, with a
focus on SST in the extratropical North Atlantic. Climate
variability produced by external forcing, including changes
in greenhouse gases other than water vapor, changes in the
solar output or orbit, and changes in volcanic aerosol emis-
sions, is not considered here. Candidate conceptual mecha-
nisms for producing internal decadal climate variability of
SST are internal variability of the oceans (not produced by
atmospheric variability), forcing of the ocean by internal at-
mospheric variability (not produced by SST variability), and
coupled atmosphere—ocean processes not involving intrinsic
atmospheric or oceanic internal variability.

Hasselmann (1976) idealized atmospheric chaotic internal
(weather) variability (Lorenz 1963) as a stochastic process
(noise) forcing ocean heat storage and modeled coupled feed-
backs as a linear damping of heat storage to demonstrate how
the stochastic forcing by atmospheric surface heat flux alone
could preferentially produce enhanced SST variability at
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long time scales in a process mathematically analogous to
Brownian motion. The coupled feedback limits the response
at low frequency and provides limited predictability due to
persistence. The Hasselmann mechanism is a null hypothesis
for internal climate variability. The major candidate to extend
predictability beyond persistence is the inclusion of ocean dy-
namics. Hasselmann noted that statistical-dynamical models
could be used to test the mechanism by adding stochastic forc-
ing with statistical properties found from GCM numerical ex-
periments or from meteorological data.

There has long been interest in the role of the Atlantic me-
ridional overturning circulation (AMOC) on decadal SST var-
iability. (e.g., Delworth et al. 1993; Dong and Sutton 2005;
Danabasoglu et al. 2012; Ba et al. 2013; Meehl et al. 2014;
Delworth and Zeng 2016; Kim et al. 2020). The AMOC heat
transports can generate multidecadal SST variability in the
North Atlantic Ocean, especially the Atlantic multidecadal
variability (AMV) SST pattern, and respond to the atmo-
spheric variability, especially the NAO (North Atlantic Oscil-
lation). The main indicator of the effect of ocean dynamics,
including the AMOC, on SST is the net surface heat flux at
the ocean surface (taken as positive downward in the follow-
ing). Gulev et al. (2013) noted strong negative correlations
(order —0.5) between a decadally filtered AMYV index (the av-
erage SST over approximately 30°—40°W, 40°-55°N) and the
turbulent heat flux into the ocean. The sign of the correlation
was reversed on interannual time scales. The conclusion was
that these relationships demonstrate that ocean dynamics
forcing of SST is strong at interdecadal time scales, while forc-
ing from atmospheric surface heat flux predominates on inter-
annual time scales. Clement et al. (2015) demonstrated that
an atmospheric GCM coupled to a slab ocean model can
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generate multidecadal SST variability with the AMV pattern
and amplitude resembling observations. This model configu-
ration eliminates the effects of oceanic motions as in the origi-
nal Hasselmann formulation, so that the forcing of local SST
variability is only by local atmospheric surface heat fluxes.
The results call into question the role of ocean dynamics in
AMV. Clement et al. (2015) stimulated several studies argu-
ing for the importance of ocean dynamics forcing of AMV
(Zhang et al. 2016; O’Reilly et al. 2016; Delworth et al. 2017,
Kim et al. 2018). In response, Clement et al. (2016) and Cane
et al. (2017) generated examples using a simple single point
model of the decadally filtered surface layer heat budget. In
this model, white noise atmospheric noise surface heat flux
and oceanic dynamics forcings are balanced by damping of
SST resulting from the atmospheric heat flux response to the
SST anomalies. Heat content variability is small relative to
the forcing terms, so that the total atmospheric heat content
tendency (the sum of the atmospheric heat flux noise forcing
and the response to the SST) and the oceanic heat content
tendency are equal and opposite. This model demonstrates
gaps in the correlation and lag regression arguments made in
some of the above studies. In particular, the decadal time fil-
tering that removes the short time-scale variability also leads
to spreading of the lag regressions to longer time scales. Addi-
tionally, adding even a relatively small oceanic contribution
relative to the atmospheric forcing can lead to a substantial
negative correlation between surface heat flux and SST in the
special case when the atmospheric and ocean dynamics forc-
ings are uncorrelated. However, Cane et al. (2017) note that
their examples do not preclude a major role for ocean dynam-
ics, only that more evidence is needed to make a convincing
case for its importance. Zhang (2017) suggested that damping
of SST by oceanic processes should be explicitly included in
the simple model. This would create a threshold that the mag-
nitude of stochastic ocean forcing would have to exceed in or-
der to produce the negative heat flux/SST correlation. Liu
et al. (2023) applied the Zhang (2017) simple model formula-
tion using data from a climate model simulation and also us-
ing observational data, and found in both cases that the
oceanic dynamics (defined as the part of the ocean tendency
not including the ocean SST damping) is comparable to atmo-
spheric noise forcing on decadal time scales.

Several CGCM (coupled GCM)-based studies have been
carried out by our group to test a generalized version the Has-
selmann mechanism, including all forms of atmospheric noise
surface flux forcing of the ocean and its motions, (i.e., heat,
wind stress, and freshwater), and their implications in the con-
text of state-of-the-art (at the time of the numerical experi-
ments) climate models (Wu et al. 2004; Schneider and Fan
2007; Kirtman et al. 2009, 2011; Fan and Schneider 2012;
Chen et al. 2013, 2016; Kirtman et al. 2017; Zhang and
Kirtman 2019; Colfescu and Schneider 2020). These studies
have used interactive ensemble (IE) versions of various
CGCMs (Kirtman and Shukla 2002) as statistical-dynamical
models in the manner suggested by Hasselmann. An IE
CGCM has, in principle, the same coupled feedbacks between
the atmosphere and ocean as the standard version of the
CGCM, since the dynamics and physics of the IE are the
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same as in the standard version. However, the atmospheric
noise forcing of the ocean in the IE is small compared to that
in the standard version. Chen et al. (2016) applied specified
noise surface flux forcing inferred from a multicentury CGCM
simulation to 100-yr simulations with the IE version of the
CGCM, and demonstrated that atmospheric heat flux noise
explained most of the multidecadal AMV in the eastern
North Atlantic. The multidecadal AMV between 40° and
50°N in the central and western North Atlantic was the re-
sponse to the wind stress noise. While substantial AMOC
variability in the IE was forced by specifying the heat flux
noise or wind stress noise alone, the AMOC variability asso-
ciated with the AMYV appeared to be primarily the response
to the wind stress noise. On the other hand, Colfescu and
Schneider (2020) found that forcing an IE by atmospheric
noise was insufficient to explain internal decadal AMV vari-
ability in the subpolar gyre in a 130-yr historical CGCM simu-
lation. However, this result was highly uncertain due issues
involving the removal of the externally forced signal and the
climate drift produced by initialization of the IE.

There are two scientific objectives of this paper. The first is
to test a generalized version of the Hasselmann null hypothe-
sis, by determining to what extent forcing by the atmospheric
noise, as transmitted to the ocean by the noise in the surface
heat flux, wind stress, and freshwater flux, is responsible for
decadal SST variability in the CGCM. The second objective is
to determine of the role of the dynamical ocean model as op-
posed to that of a one-dimensional slab ocean model in the
decadal SST variability, including AMV, in the CGCM.

Section 2 summarizes the CGCM (CCSM4 Community
Climate System Model, Version 4) and the IE version of
CCSM4. The influence of revisions in the IE coupling on
biases in the IE simulation relative to that of the CGCM are
reported. Diagnostic methods for the heat budget analysis
and the evaluation of the variance of the atmospheric heat
flux noise are described.

Section 3 presents some updated results concerning the first
objective, from the basic experiment comparing the IE and
CCSM4, demonstrating the predominant role of the com-
bined effect of all forms of atmospheric surface flux noise in
forcing the decadal SST and AMOC variability. The balance
of terms in the decadally filtered heat budgets integrated over
the upper ocean are compared for two regions, one in the
South Pacific and one in the midlatitude North Atlantic.
The heat budgets in both regions are found to be a near-
equilibrium between the total atmospheric heat flux and the
ocean dynamics contributions, but little is found from the
budget approach to indicate the role of the atmospheric noise
in either contribution. The IE atmospheric component ensem-
ble is used to estimate the ratio of the atmospheric heat flux
noise variance to that of the total atmospheric heat flux in the
CGCM simulation.

Section 4 focuses on the second objective through deter-
mining the relative importance of the atmospheric heat flux
noise and ocean dynamics terms in the heat budget of the de-
cadal SST variability of the CGCM simulation, as in earlier
studies. Using results described in section 3 and a local linear ap-
proximation of the atmospheric heat flux response to SST,
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FIG. 1. Variance of detrended 9-yr running mean CONTROL SST (K?). The NNA region is
indicated by the solid black box, the SPA region is indicated by the green box, and the AMV 4

region is indicated by the dotted black box.

solutions are obtained in the two regions considered in section 3
as well as for an AMV region. The solutions include the strength
of the atmospheric feedback to SST and the time dependent at-
mospheric heat flux noise and ocean dynamics contributions.
The atmospheric and oceanic forcings are expressed as SST indi-
ces and used in a regression analysis, producing maps of the con-
tributions of the atmospheric and oceanic forcing in the CGCM.

2. Models, simulations, and analysis
a. CGCM CONTROL

Aspects of the models and simulations analyzed here have
been described by Kirtman et al. (2017) and Zhang and Kirtman
(2019). The baseline model is the CCSM4 CGCM (Gent et al.
2011, equivalent to the CESM1.0 CGCM). The resolution of the
atmospheric component, CAM4, the same atmospheric com-
ponent used in the Clement et al. (2015) slab ocean runs, is ap-
proximately 1° in the horizontal with 26 vertical levels. The
resolution of the ocean component, POP2, is approximately
1° in the horizontal with 60 vertical levels. Other component
models include land and sea ice. A 500-yr CCSM4 simulation,
denoted CONTROL uses 1990 external forcing.

Results presented here, referred to as “decadal,” are 9-yr run-
ning means to filter out the subdecadal variability (Zhang and
Kirtman 2019). The variance of the detrended CONTROL de-
cadal SST, with the running means centered on years 205496,
is shown in Fig. 1. The variance is strongest in the Northern
Hemisphere 30°-75°N. There are some other regions with lo-
cally enhanced variance, but much weaker than that in the
Northern Hemisphere, including the equatorial Pacific and the
midlatitude South Pacific. The analysis below will focus on
determining the mechanisms for this enhanced variability,
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especially the roles of atmospheric noise forcing and ocean
dynamics, in two of these regions: SPA, the region inside
the green box in the South Pacific, and NNA, the northern
North Atlantic region inside the black box. These regions
are chosen primary to illustrate the role of the atmospheric
noise in different regimes. The Cane et al. (2017) diagnosis
is extended to evaluate of the relative roles of ocean dynam-
ics and atmospheric surface heat flux noise in these two re-
gions as well as in the AMV,,;q region, shown by the dotted
black box intersecting the NNA box.

b. The interactive ensemble version of the baseline model

The diagnostic model, IE-CCSM4, is an interactive ensemble
CGCM version of CCSM4. A 500-yr simulation of IE-CCSM4
with 1990 external forcing, denoted IE, was carried out to iso-
late the role of forcing of ocean variability by internal atmo-
spheric noise. The IE coupling strategy was first described in
Kirtman and Shukla (2002). The atmospheric noise forcing of
the ocean is reduced by coupling the ocean to an ensemble of
atmospheric components instead of a single atmosphere as in
CCSM4. Each atmospheric component sees the same SST from
the ocean component, but is started with different initial condi-
tions, and therefore has a different noise evolution. The noise in
each atmospheric component has the same statistical properties,
and similar statistical properties to the noise in the CGCM at-
mosphere. The ocean receives the ensemble mean of the sur-
face fluxes from the atmospheric ensemble, thus reducing the
noise in the forcing of the ocean.

IE-CCSM4 is constructed from the same component models
at the same resolutions as in CCSM4. The IE atmospheric com-
ponent is a 10-member ensemble of CAM4 atmospheres. The
number of ensemble members was the largest that was practical,
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balancing the multicentury length of the IE simulation, the reso-
lutions desired for the component models, and the available
computational resources. It would be desirable to have the flexi-
bility to employ objective error criteria (e.g., Milinski et al. 2020)
in the design of future IE experiments. The surface fluxes pro-
vided by the atmosphere to the ocean (i.e., heat, wind stress,
and freshwater) are the ensemble means of the surface fluxes of
the IE atmospheric ensemble members. Since the atmospheric
ensemble members start with different initial conditions and
each member sees the same SST, the noise in the ensemble
mean surface flux has 1/(number of atmospheric ensemble mem-
bers) = 1/10 the variance of the noise in a single atmospheric
component (Wu et al. 2004). Additionally, each atmospheric en-
semble member is coupled to a separate land model and a sepa-
rate sea ice model, 10 land models and 10 sea ice models in all.
The fluxes from land to ocean (e.g., freshwater from runoff) and
from sea ice to ocean (heat, stress, and freshwater) are also com-
puted as ensemble means from the land and sea ice ensembles.

This configuration for land and sea ice components differs
from that of IE-CCSM3, which was constructed from a previ-
ous version of the CCSM3 CGCM (Kirtman et al. 2009). In
the IE-CCSM3, there was a single land component and a sin-
gle sea ice component, each coupled to the atmospheric en-
semble through the ensemble mean atmospheric prognostic
surface fields (winds, humidity, temperature, precipitation). In
both CCSM3 and CCSM4 and their IE versions there is full
atmosphere-land and atmosphere—sea ice coupling, with up-
dating of instantaneous surface model and atmospheric fields
occurring together every time step (many times per day). On
the other hand, the ocean temperature is updated only once
daily from the diurnal mean of the surface fluxes computed ev-
ery time step in the atmospheric component.

The use of ensemble mean atmospheric fields in updating
the land and sea ice models led to serious biases over conti-
nental-scale areas in the IE annual mean surface temperature
in IE-CCSM3 relative to CCSM3, with midlatitude land more
than 2°C too cold and high latitude land in the Northern
Hemisphere systematically more than 3°C too warm (Kirtman
et al. 2011, their Fig. 1). The coupling of a land and a sea ice
component to each atmosphere in IE-CCSM4 as in a tradi-
tional AMIP ensemble restores the noise forcing of the indi-
vidual land and sea ice components and leads to much closer
agreement between the IE-CCSM4 and CCSM4 climatologi-
cal surface temperatures (obtained as ensemble means from
the atmospheric model ensemble members) except in high lat-
itudes (Fig. 2a). The IE-CCSM4 biases are reduced relative to
CCSM4, but at the expense of eliminating the noise reduction
from the IE coupling over land and sea ice, since each land
and sea ice model responds to different atmospheric forcing.
The cold biases near the Kamchatka Peninsula and in the
midlatitude North Atlantic are found in both IE-CCSM4 and
IE-CCSM3, while the cold bias in the Labrador Sea and Baf-
fin Bay in IE-CCSM4 is a region of warm bias in IE-CCSM3.
Large biases in high latitudes in IE-CCSM4, positive in the
Arctic and negative near Antarctica, were also present with
the same sign in IE-CCSM3. The cause remains to be found.

A related bias in IE-CCSM3 is a weak AMOC compared to
the parent CGCM, CCSM3. The strength of the climatological
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FIG. 2. (a) Climatological surface temperature bias (°C) aver-
aged over years 201-500 in IE-CCSM4 compared to CONTROL.
(b) AMOC streamfunction (Sv) averaged over years 201-500 for
CONTROL (shaded) and IE bias (contours; interval 0.3 Sv).

AMOC is 22 Sv (1 Sv = 10° m® s71) in CCSM3, but only 17 Sv
in IE-CCSM3. This bias has been reduced in IE-CCSM4 com-
pared to CCSM4 (Fig. 2b), apparently an impact of the smaller
land surface temperature biases on the ocean. The climatological
AMOC strength averaged over years 201-500 of CONTROL is
about 25 Sv. The IE-CCSM4 AMOC is about 1.5 Sv weaker in
IE, less than half of the bias in IE-CCSM3. The IE bias of a shal-
low counterclockwise closed cell with a strength of —0.5 Sv in
the top 100 m of the midlatitude North Atlantic may be related
to the cold SST bias in that region through reduced poleward
transport of the warmer surface waters.

c¢. Volume-integrated ocean heat budget

The volume-integrated ocean heat budget with the climato-
logical mean and annual cycle removed is calculated to help
understand the mechanisms of the decadal SST variability.
The approach is similar to that used in Buckley et al. (2014).
The components of the heat budget are integrated over a
vertical column extending from the ocean surface to depth d,
taken as 100 m, in order to document the roles of atmospheric
net surface heat fluxes and upper ocean dynamics in the SST
variability. The 100-m depth of the layer is chosen to be below
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the levels of strongest vertical mixing and to represent a layer of
the ocean that is strongly related to the SST variability. The de-
pendence of the heat budget results on this choice is described
below. The volume-integrated ocean heat budget is straightfor-
ward to derive and is written as

dH
—=0,+0,.
dt Qa QO

(1a)
The term dH/dt represents the anomalous heat storage in the
volume. The term Q, is the net surface heat flux from the at-
mosphere into the volume, while Qy is the volume-integrated
ocean dynamics tendency. While Qo can result in part from
atmospheric heat flux forcing (e.g., Chen et al. 2016), these
contributions are considered here as forcing by ocean dynam-
ics. The heat storage is computed as the tendency of H, where
H is the volume integral of the heat content & = pcT, where T
is the temperature, p is the water density, and c is the specific
heat of water. The ocean dynamics tendency is found from

0,=D+U, (1b)
where D is the resolved ocean dynamics tendency and U
is the unresolved ocean dynamics tendency. The resolved
ocean dynamics tendency D = —(V-(vh)) = —((9/0x)(uh) +
(3/0y)(vh ) + (9/9z)(wh)), where the angle brackets denote the
volume integral, is computed from the monthly means of both
h and the full velocity, v = (u, v, w) The term U is found as the
residual necessary for [(1a) and (1b)] to be satisfied. It is
“unresolved” since the model diagnostics required to calculate
it explicitly were not included in the model output. The unre-
solved ocean dynamics tendency is due to motions on shorter
than monthly time scales as well as to the model parameteriza-
tions of various types of mixing.

The contribution D¢k to the resolved ocean dynamics ten-
dency from the monthly Ekman velocity vex = (Uek, Vek, Wek)
response to the surface wind stress 7 = (7, 7,) is also esti-
mated. Integrating the balanced ageostrophic momentum
budget (Coriolis + friction = 0) from —d to the surface with
Ueklz=—a = Verlz=—a = Werlz=0 = 0, the vertical mean horizon-
tal Ekman velocities and the vertical Ekman velocity at —d are

Ty _ VX7
pfd’ Wekl:=—a of @

T
X

v, =5, U

ek pfd’ ek

with f taken as the average value of the Coriolis parameter
over the region under consideration. The heat content ten-
dency from the resolved Ekman heat transports is then found
from

J J d ,,
Dy = —(V-(vyh) =~ <£ (ugh) + @(kah) + &(hwck)>,
3)
where Wek|2:0 =0 and Wek|z<0 = wek|Z:7d for convenience,

since the vertical integral of the third term on the rhs of (3)
depends only on the values of w , atz = 0 and z = —d.

The heat budget analysis is applied to the model output from
both CONTROL and IE. The annual means of 7, V - (vT),
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and Q, are calculated from the monthly values at each point
on the ocean model grid and saved. The monthly heat flux di-
vergence calculations use the monthly means of v and 7" and
the ocean model’s spatial differencing formulation. The saved
annual values are used to find the annual mean volume or
area integrals of the terms in [(1a) and (1b)] for the various
regions. Climatological means are removed, 9-yr running means
of the volume-integrated terms filter out subdecadal variability,
and the terms are detrended.

d. Atmospheric heat flux noise variance estimate
for CONTROL

An estimate of the variance of the heat flux noise in
CONTROL will be used in section 3c. However, the experi-
mental design does not provide the CONTROL noise directly.
Deser et al. (2012) used a 10000-yr CAM3 AGCM simulation
forced by an observation-based climatological SST with repeat-
ing annual cycle to produce plausible estimates of the properties
of atmospheric internal variability. CAM3 is the atmospheric
component of the CCSM3 CGCM, the predecessor to the
CCSM4 CGCM used in this study.

Here, the CONTROL decadal heat flux noise variance is
estimated to be the average of the variances of the 9-yr run-
ning means of the heat flux noise in the individual members
of the IE atmospheric model ensemble. The justification fol-
lows. The total net surface heat flux Q¢ in CONTROL or
Q},E” in member i of the M-member IE atmospheric model en-
semble is composed of the response of the atmospheric model
to the SST variability, Fc or Fig, and noise, N¢ or Nip:

0$ =F.+ N, (4a)
IE i i
Ou' = Fig + Nig. (4b)

Since each of the members of the IE atmospheric model en-
semble has the same time dependent SST lower boundary
condition, the response Fir in (4b) is the same for each mem-
ber, Fir = F;. The responses Fc and Fig differ since the
CONTROL and IE SST evolutions are different. The IE
ensemble members are assumed to have different uncorre-
lated samples of noise Ni; from a population with variance
Var(Nig). Then taking the ensemble mean of (4b), the SST
forced response in the IE is approximately the ensemble
mean of the Q:,E‘:

18
FIE Q:Mt; Qa '

and the approximate noise evolution of member i is given by
; IE,
Nig = Qu" — Fg.

The atmospheric response to the SST contains contributions
from both local and remote SST variability. Since the variance
of the SST anomalies, and hence the response, in IE turns out
to be small compared to that in CONTROL as shown below,
the variance of the SST forced response in an IE atmospheric
ensemble member is much smaller than that in CONTROL,
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Var(Fig) << Var(F¢) and close to the Fig = 0 case of forcing
by the annually varying climatological SST (e.g., Deser et al.
2012). The estimated noise variance in CONTROL is taken
to be the same as the unbiased mean variance [Chen et al.’s
(2013) online supplemental material] of the variances of the
IE atmospheric model ensemble members, effectively assum-
ing that the noise variance in the atmospheric component of
CONTROL is independent of the SST anomalies:

M
Var(N,) =~ Var(N,p) = M%; Var(Nip). Q)

The same procedure is applied to the zonal wind stress to esti-
mate the variance of the zonal wind stress noise.

A more accurate estimate of the noise could be obtained, and
the assumption that the noise does not depend on the SST anom-
alies could be verified, if the atmospheric response to the actual
SST anomalies of CONTROL was included. The CONTROL
SST forced response could be calculated from an AMIP en-
semble (Gates et al. 1999) forced by the time evolving SST
of CONTROL, as in Fan and Schneider (2012), Chen et al.
(2013), and Colfescu and Schneider (2017); however, these
atmospheric model runs have not been conducted for this
model.

3. Results from simulations

a. Decadal SST forcing by the atmospheric noise in
CONTROL and IE

Figure 3a shows the IE to CONTROL decadal variance ra-
tios for the detrended 9-yr running means of years 201-500 an-
nual mean SST (cf. Fig. 2f of Zhang and Kirtman 2019). Since
the ensemble mean of the surface fluxes in an M-component
IE atmospheric ensemble filters the variance of each compo-
nent of the atmospheric noise forcing the ocean to be about
1/M of that in a single atmospheric component, the SST vari-
ance ratio should be 1/10 if all SST variability in CONTROL
and the IE (with M = 10) is forced by the atmospheric noise
(Wu et al. 2004).

A new element of the analysis here compared to earlier IE
studies is statistical testing for whether IE variances are differ-
ent from the expected noise forced value. The significance lev-
els of the differences of the ratios from the noise-forced ratio
of 0.1 are shown in Fig. 3b. The ratios, either larger or smaller
than 0.1, are not distinguishable from 0.1 even at the 10% level
over most of the subtropics and midlatitudes, but there are
some isolated areas such as in the tropical Pacific and the
Indian Ocean, where the ratios are close to 0.2 and do dif-
fer from 0.1 at the 10% level. Overall, the result that
the SST variance ratios are <<1 indicates that the bulk of
the decadal variability in CONTROL is forced by atmo-
spheric noise as opposed to variability internal to the ocean
or due to coupled ocean—atmosphere processes not involv-
ing the atmospheric or oceanic noise. “Atmospheric noise”
in this context includes noise in all of the atmospheric sur-
face fluxes forcing the ocean model, including heat flux,
wind stress, and freshwater flux. In those regions where the
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FIG. 3. (a) Ratio of IE to CONTROL variances of decadal SST.
A ratio of 0.2 is indicated by a black contour line. (b) F-test signifi-
cance level that the ratio of 10 times the ratio in (a) differs from 1.
Significance levels (%) are 100 times the shaded values and
were found from NCL routines equiv_sample_size and ftest.
(c) Decadal SST variance (K?) near 45°N, 22°W for CONTROL
(shaded; interval 0.03) and IE (contours; interval 0.006).

response is significantly larger than expected from just
the direct forcing of the variability by atmospheric noise,
there appear to be factors other than atmospheric noise
forcing at work, for example coupling between the strength
of the noise forcing and biases in the mean state.

It is worth noting that interannual SST variability as given
by the variance of the annual mean SST anomalies is also
much reduced in IE compared to CONTROL. For example,
the IE to CONTROL variance ratio for the SST averaged
over the Nifio-3.4 region (170°-120°W, 5°S-5°N) is 0.16 for
annual means and 0.14 for decadal means. The decadal ratio
is not significantly different from 0.1, indicating a response
to atmospheric noise forcing. However, the interannual
ratio is different from 0.1 at the 1% level, strongly indicating
that something besides atmospheric noise is contributing on
this time scale.

A small area in the midlatitude North Atlantic (contain-
ing “region B” highlighted in Zhang and Kirtman 2019
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where the variance ratio test is reported to indicate significant
differences) has variance ratio near one, but the significance
test fails there due to too few degrees of freedom (white area in
Fig. 3b). Figure 3c shows that large variance ratio in this region
(essentially a red dot representing a single ocean grid point in
Fig. 3a) can be attributed to a small southeastward shift of a
strongly spatially concentrated variance pattern in IE relative to
CONTROL, with the variance of the pattern about 80%
weaker in IE. Comparison with Fig. 2a shows that this shift is
associated with a cold bias in IE SST relative to CONTROL.
The cause of this anomalous behavior has not been isolated.

The large variance ratios near the North Pole and Antarctica
differ from 0.1 at the 0.1% level. These regions are associated
with large biases as shown in Fig. 2a.

The influence of the atmospheric noise forcing on the ocean
circulation is illustrated by the IE to CONTROL decadal vari-
ance ratios for the detrended 9-yr running means of years
201-500 annual mean AMOC streamfunction (Fig. 4a). At all
levels above 1000 m, IE AMOC variance is small compared
to CONTROL, reaching maximum values of 0.2 to 0.3 near
the surface and at deeper levels north of 45°N. However, the
ratios are not significantly different from 0.1 at the 10% level,
except north of 60°N (Fig. 4b). From the variance ratio, the
decadal variability of AMOC-related ocean circulations also
appears to be primarily forced by atmospheric noise.

b. Regional heat budgets of the upper ocean

The terms in the heat budget [(1a) and (1b)] and their rela-
tionship to decadal SST and upper ocean heat content variabil-
ity for CONTROL and IE are illustrated for two regions
with potentially contrasting mechanisms. One is a region in
the South Pacific, denoted SPA, and the other is in the
northern North Atlantic, denoted NNA. The area of NNA is
about 23% of that of SPA. The IE to CONTROL decadal vari-
ance ratios for the area mean SST in SPA, NNA, as well as
AMV 4 (to be discussed in section 4) are small (0.17 in SPA,
0.1 in NNA, 0.1 in AMV,,;y) demonstrating that the decadal
variability in each of the respective SST indices is primarily
atmospheric noise forced.

1) SPA REGION

The SPA region is 160°~100°W, 48°-35°S, outlined by the
blue box in Fig. 1. Figure 5 shows some overall properties of
the SPA decadal ocean temperature and its variability in CON-
TROL and IE. The area averaged SST anomaly (Fig. 5a) has a
period of roughly 30 yr in both CONTROL and IE with typical
amplitude of about 0.1°C in CONTROL and less than half of
that in IE, with the IE to CONTROL variance ratio 0.17. The
vertical structure of the time mean temperature in the top 100
m of CONTROL and IE (Fig. 5b) are similar, but IE is about
0.25°C cooler near the surface increasing to about 0.5°C cooler
at 100-m depth. The time-depth diagrams in Figs. Sc
and 5d show that the CONTROL and IE anomalies are both
confined to the top few hundred meters. CONTROL has a
warming trend of about 0.5°C per 300 yr throughout the depth of
the ocean, while trends in IE are smaller, with cooling of about
0.1°C per 300 yr below 2000 m. The mechanisms responsible for
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FIG. 4. (a),(b) As in Figs. 3a and 3b, but for the ratio of IE to
CONTROL decadal AMOC streamfunction variances. The white
areas in (b) have too few degrees of freedom for a significance level
to be assigned.

the different mean temperatures near the surface and the stron-
ger trends in the deep ocean have not been determined.

Results from the SPA heat budget diagnosis are shown in
Figs. 6a—-6d. Quantitative values for the correlations and
variance ratios of relationships described in the text are
shown in Table 1 (top set of numbers in each row). The full
heat content tendency dH/dt and the resolved tendency
D + Q,in [(1a) and (1b)] are shown in Fig. 6a. The resolved
tendency has a similar time dependence that of dH/dt and
larger variance. The unresolved tendency U (not shown) has
similar variance to that of dH/dt, and U damps D. Figure 6b
demonstrates that Q, and D, the two processes that comprise
the resolved tendency, approximately cancel. As the variances
of both Q, and Qp are larger than that of dH/dt, the heat bud-
get (1a) to a rough approximation is an equilibrium balance be-
tween net surface heat flux and ocean dynamics:

Q,t0Q,=0. (6)

Figure 6¢ shows that the resolved Ekman contribution Dy to
the resolved heat content tendency is a good approximation to
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FIG. 5. Decadal ocean temperatures (°C) averaged over area SPA (160°-100°W, 48°-35°S). (a) Detrended SST
anomaly for CONTROL (black) and IE (red). (b) Depth distribution of averages over years 201-500 for CONTROL
(black) and IE (red). (c),(d) Time-depth distribution of anomalies, not detrended, with contour interval 0.05°C for

CONTROL in (c) and IE in (d).

D, indicating that the Ekman transport forced by the resolved
wind stress is responsible for the upper ocean heat transport
due to the resolved ocean dynamics (also a characteristic of the
observed North Atlantic subtropical gyre on seasonal to inter-
annual time scales noted by Buckley et al. 2014). The above de-
scriptions of the CONTROL results in Figs. 1a—1d also apply to
the corresponding results for IE in Figs. le-1g. Additionally,
the ratios of the IE to CONTROL variances for the plotted
quantities are all between 0.1 and 0.2, approximately propor-
tional to the ratios of the IE to CONTROL variances expected
for the noise forcings. Thus, the results of the heat budget analy-
sis are consistent with decadal SST variability in both IE and
CONTROL resulting from forcing by atmospheric noise.

The heat content H is approximately proportional to SST, so
that (1a) represents the effects of net surface heat flux and
ocean dynamics on SST tendency. The approximate equilibrium
heat budget (6), together with the SST correlations and
D ~ Dy, then seem to suggest that the Ekman response to the
resolved atmospheric surface wind stress forces the SPA de-
cadal SST variability, while the atmospheric forcing represented
by the net surface heat flux and the unresolved ocean processes
both act to damp the heat content and SST anomalies. How-
ever, this interpretation turns out to be misleading when the
heat budget is represented as the SST response to atmospheric
noise and oceanic forcing (see section 4).
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As the depth d of the bottom of the region of integration in
the heat budget increases, Var(D) and Var(dH/dt) increase.
Var(U) decreases from a maximum for d = 10 m (the top
layer of the ocean model), decreasing by a factor of 2 for
d = 100 m to about Var(Q,)/3, remaining approximately
constant to about d = 1665 m, and then increasing by a factor
of 2 to the bottom. The heat content tendency and resolved
ocean dynamics contributions are small for 4 = 10 m and the
decadal heat budget is approximately Q, + U ~ 0. As d
increases to about 100 m, the magnitude of the resolved dy-
namics increases and the approximate heat budget becomes
Q,+U+ D=0, + Q,~ 0, although Var(dH/dt) becomes
comparable to Var(U) and is not entirely negligible. As d in-
creases to about 500 m, Var(dH/dt) becomes comparable to
Var(Q,), the equilibrium approximation is violated, and the
approximate decadal heat budget becomes dH/dt ~ D + Q,.

2) NNA REGION

The NNA region, 20°-36°W, 44°-60°N, is outlined by the
red box in Fig. 1. Figure 7 shows overall properties of the
NNA decadal ocean temperature and its variability. The area
averaged SST anomaly (Fig. 7a) has a dominant period of
about 50-70 yr in both CONTROL and IE with typical ampli-
tude of 0.4°-0.5°C in CONTROL and less than 0.2°C in IE,
with the IE to CONTROL SST variance ratio of 0.1. The
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FIG. 6. SPA decadal volume-integrated upper ocean heat budget. The x axes are year; the y axes are PW and also
SST (°C) in (d) and (h). (left) CONTROL and (right) IE. (a),(e) Full heat content tendency (dH/dt; black) and total
resolved tendency (Q, + D; red). (b),(f) Net surface heat flux (Q,; black), —1 X resolved dynamics tendency (—D;
red). (c),(g) Resolved dynamics tendency (D; red) and Ekman tendency (Dgy; black). (d),(h) 23 times the net surface
heat flux (23 X Q,; black), area mean SST (red). Curves are smoothed by a 5-yr running mean.

vertical structure of the time mean temperature in the top
100 m of CONTROL and IE (Fig. 7b) are similar, but IE is
about 0.5°C cooler near the surface growing to about 1°C cooler
at and below 100 m. The time—depth diagrams in Figs. 7c and
7d show that the CONTROL and IE anomalies are largest in
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the top 100 m. Vertically coherent anomalies extend to below
2000 m in both CONTROL and IE and propagate downward
on decadal time scales. CONTROL has a warming trend of
about 0.5°C per 300 yr below 2000 m, while deep ocean trend in
IE is cooling of about 0.2°C per 300 yr.
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TABLE 1. Correlations and variance ratios between terms of the heat budget [(1a) and (1b)] for CONTROL. Variance ratios (row
variable over column variable) are in parentheses. Top numbers in each cell are for SPA and the bottom numbers are for NNA.

U D Q. Q,+D Qo=D+U H
dH/dt
SPA -0.3 (1.4) 0.44 (2.7) 0.09 (4.3) 0.77 (3.1) 0.36 (5.0)
NNA —-0.6 (21) 0.41 (49) 0.12 (43) 0.71 (29) 0.03 (42)
U —0.54 —0.84
—0.48 (2.3) —-0.99
0. —0.75 (0.87)
-0.7 (0.99)
SST —0.58 0.6 -04 0.94
-0.10 0.83 —0.83 0.98
Dy 0.89 (0.89)
0.58 (4.3)

Results from the CONTROL NNA heat budget diagno-
sis are shown in Fig. 8, and quantitative values are given in
Table 1 (bottom numbers in each row). The resolved ten-
dency is compared to 5 times the full heat content tendency
in Fig. 8a. Both time series are similar. The small variance
of the heat content tendency and the similarity of the Q,
and Q, variances indicate that Q, + Qo ~ 0 is a good ap-
proximation to the heat budget, which can also be written
as a balance between the unresolved tendency and the re-
solved tendency, (Q, + D) + U = 0, so that the unresolved
and resolved tendencies balance. Var(U) is substantial,
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about 40% of Var(D). The result that U acts to damp the
resolved tendency rather than SST as suggested by Zhang
(2017) stands out, but will not be pursued further here. The
deep structure of the temperature anomalies shown in Fig. 7b
is consistent with U being due primarily to vertical mixing and
sharing the resolved tendency over an effective mixing depth
of order 500 m. Figure 8b suggests an approximate heat budget
0, = —D. Figure 8c shows that the behavior of D resembles
that of D but that the Dy variance is too small to explain D.
Then the geostrophic transport (Buckley et al. 2014) must be
important.
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FIG. 7. Decadal ocean temperatures (°C) averaged over region NNA (20°-36°W, 44°-60°N). As in Fig. 5, but for a con-
tour interval of 0.1°C in (c) and (d).
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FIG. 8. NNA decadal volume-integrated upper ocean heat budget. As in Fig. 6, but for the multiplicative factors in
(a),(e),(d), and (h). (a),(e) 5 times the full heat content tendency (5 X dH/dt; black) and total resolved tendency
(Q, + D;red). (b),(f) Net surface heat flux (Q,; black), —1 X resolved dynamics tendency (—D; red). (c),(g) Re-
solved dynamics tendency (D; red) and Ekman tendency (D.y; black). (d),(h) 34 times the net surface heat flux

(34 X Q,; black) and area mean SST (red).

The SST is proportional to H. It is apparent from Fig. 8d
that SST and Q, are strongly negatively correlated, so that
the net surface heat fluxes appear to act to damp the NNA de-
cadal SST anomaly at all stages of its evolution.
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The behavior of the dominant balances in the volume-
integrated heat budget as d is increased is qualitatively similar
in NNA to that found in SPA. The equilibrium heat budget
approximation is not valid for d larger than a few hundred
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meters in NNA, consistent with the downward propagation of
the anomalies.

The decadal heat budget diagnosis of IE shown in Figs. 8e-8h
has similar properties to that of CONTROL, with reduced
amplitudes for the various terms. This result is consistent with
the SST variability being forced by atmospheric noise surface
fluxes, as the oceanic response, SST variability, and atmospheric
response to the SST are all qualitatively reduced in proportion
to the reduction in the strength of the atmospheric noise surface
fluxes.

3) COMPARISON OF SPA AND NNA

The decadal SST variability in CONTROL is much stron-
ger in NNA than in SPA, and the associated temperature
anomalies extend much deeper below the surface. The heat
budget integrated over the top 100 m is an approximate can-
cellation between the ocean dynamics tendency and the net
surface heat flux in both NNA and SPA, and the heat content
tendency is proportional to, but smaller than, the resolved
tendency. The resolved ocean dynamics tendency in SPA is
mostly explained by the Ekman response to the resolved wind
stress. The Ekman response is also positively correlated with
resolved ocean dynamics tendency in the NNA heat budget,
but does not account for the bulk of the ocean dynamics ten-
dency. The deeper penetration of temperature anomalies in
NNA than in SPA is related to a stronger reduction of the
heat content tendency by the unresolved ocean dynamics rela-
tive to the other terms, consistent with deeper and stronger
vertical mixing.

The main indications from the heat budget that the role of the
ocean dynamics compared to that of the atmospheric heat flux
noise might differ in NNA compared to SPA are the reduced role
of the Ekman response to the wind stress and the much stronger
negative correlation in NNA between Q, and SST than in SPA.

¢. Ratio of atmospheric surface heat flux noise to net
surface heat flux

An estimate of variance of the heat flux noise in CONTROL
is used to address the issue of atmospheric forcing versus ocean
dynamics. This estimate is provided from the output of the indi-
vidual members of the IE atmospheric ensemble as described in
section 2d. In the following, the subscript C or superscript C for
CONTROL will be understood.

The quantity Ay is defined as the ratio of the variances of
the decadally filtered atmospheric heat flux noise to the net
surface heat flux; A is written as

_ Var(N)
2 Var(Q,) )

Using the decomposition of Q, = F + N of (4a) into SST forced
F and noise N components, limiting properties of A, are:

1) If Ap > 1, then Var(Q,) << Var(N), so that |[F + N| << |N]|
and the noise and SST forced responses approximately
cancel. This is a total compensation limit.

2) If Ap < 1, then Var(F) > Var(N). This is the strong
SST forcing limit.
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FIG. 9. Variance ratio of mean decadal time-scale noise of IE
atmospheric model ensemble members to CONTROL total for
(a) net surface heat flux Ay and (b) surface zonal wind stress A..

3) If Var(F) << Var(N), then Agp ~ 1. Also, Ap =~ 1 when
2Cov(F, N) =~ Var(F), which can occur when Var(F)/
Var(N) = 4. For example, Ap = 1 when F = —2N.

To evaluate Ay, the variance of the noise in CONTROL is
taken to be Var(N) ~ Var(Nyg), where Var(Ng) is given by (5).
This assumes that the noise variances in the atmospheric model
members of the IE are about the same as the noise variance in
CONTROL. Var(Q,) is found from the CONTROL output.

The distribution of A, for the surface heat flux is shown in
Fig. 9a. There are belts of Ay > 2 between 10° and 40° lati-
tude in both hemispheres and extending across the equator
from the north in the Indian Ocean. These are regions where
F + N =~ 0, a total compensation energy balance relationship
between heat flux noise and SST forcing, is approached. That
is, the decadal variability is primarily atmospheric heat flux
noise forced. The SPA region is heat flux noise forced. There
are prominent regions where Ay << 1, indicating strong SST
forcing of the atmosphere compared to the atmospheric noise.
These include regions in the equatorial Pacific, in the north-
ern North Atlantic, including the NNA region, one near the
east coast of North America, and one in the North Pacific. Re-
gions where Ap ~ 1 occur in the transitions between total
compensation and strong SST forcing regions.

For comparison, the distribution of A,, the ratio of atmo-
spheric zonal wind stress noise to total zonal wind stress, de-
fined analogously to (7) but for the decadally filtered wind
stress, is shown in Fig. 9b. The SST forced response is strong
compared to the noise throughout the low latitudes, particu-
larly in the central equatorial Pacific. Elsewhere A, ~ 1
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indicating that the magnitude of the SST forced component of
the zonal wind stress could be small compared to that of the
noise there.

4. Roles of atmospheric surface heat flux noise and
ocean dynamics

Next, the question of the influence of the ocean dynamics
in the decadal SST variability in CONTROL is examined.
While it has been established in section 3 that all decadal SST
variability in CONTROL is possibly forced by atmospheric
noise, the noise forcing, including heat flux, wind stress, and
freshwater flux components, makes contributions to both the
surface heat flux Q, and ocean dynamics Qo terms in the heat
budget (la). The question will be framed here, following
Cane et al. (2017), as a comparison of the CONTROL SST
variability with that which would have occurred if the ocean
model was a vertically well mixed slab ocean of specified
depth (Qp = 0) forced by the CONTROL atmospheric heat
flux noise Nc.

Ratio of atmospheric surface heat flux noise to ocean
dynamics forcing

Due to the near-equilibrium heat budget Qo = —Q, for
the decadally averaged upper ocean heat budget (6), Ay can
be written as

_ Var(N)
¢~ Var(Q,)’ ®)

From (4a), the heat budget is
—-F=N+ Q,. )

That is, the atmospheric heat flux out of the ocean forced by
the SST balances the sum of the into-the-ocean atmospheric
heat flux noise and ocean dynamics forcings. In the simplified
model, to be described in detail in section 4, F is taken to be
proportional to SST. Then A turns out to be a direct mea-
sure of the relative roles of the atmospheric heat flux noise
and ocean dynamics forcings of the atmospheric heat flux re-
sponse to the SST variability. With this in mind, Ag > 1 indi-
cates predominantly atmospheric forcing of SST compared to
ocean dynamics forcing, while A, << 1 indicates that SST is
forced primarily by ocean dynamics. In regions where A ~ 1,
the atmospheric and ocean forcings are of similar strength.
The variance ratios for the area averaged atmospheric noise
and ocean dynamics forcings, A, = Var(N)/Var(Q,) with
overbar representing area averages, have been computed for
the SPA and NNA regions, as well as for the AMV ;4 region
(60°-20°W, 40°-55°N) considered by Cane et al. (2017).
According to these results, given in the Ay column of Table 2,
the SPA SST is primarily forced by atmospheric heat flux
noise, NNA SST primarily by ocean dynamics, while both
forcings contribute about equally to forcing the AMV ;q SST.
A more detailed picture of the roles of the atmospheric
heat flux noise and ocean dynamics forcing is obtained here
using estimates of the time dependent decadally filtered
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TABLE 2. Variances of T [Var(T); °C?], correlations [Corr(T, Q,),
Corr(N, Q,)], variance ratios (Ag, A,), and A (W m~2 Kil) for the
SPA, NNA, and AMV,,q regions. The ratios Ap and A, use
atmospheric noise estimated from IE. The value of A is chosen so
that. 2, = A, using (A7) with N from (A6).

Region Var(T) Corr(T, Q) Ao A Corr(N,Q,) A,
SPA 0.0085 -0.37 34 15 -0.16 1.0
NNA 0.081 -0.8 043 14 —-0.25 1.1
AMV.iq 0.031 -0.50 1.1 13 —-0.43 1.5

atmospheric heat flux noise evolution that occurred in
CONTROL, together with the ocean dynamics forcing al-
ready known from the equilibrium heat budget. The simple
model of the equilibrium heat budget of Cane et al. (2017), in-
formed by the A distribution, is used diagnostically to esti-
mate the atmospheric heat flux noise. Then the decadal SST
indices in CONTROL in the SPA, NNA, and AMV ;4 regions
are decomposed into the parts forced by atmospheric heat flux
noise and ocean dynamics. The structures of SST and AMOC
variability associated with the atmospheric heat flux noise and
ocean dynamics forcings are examined by simultaneous regres-
sions of SST against the decomposed SST indices.

The equilibrium heat budget model is described in the
appendix. The procedure for estimating the heat flux noise N
is described next. In application to CONTROL, the decadally
filtered evolution of SST, 7, and net surface heat flux Q, are
known. Given the feedback parameter A, the atmospheric heat
flux noise N is evaluated as a residual by removing the feed-
back from the total heat flux (N = —F + Q) from (A6) using
a trial value A, and then the value of the estimated variance ra-
tio 2, is then determined from (A7). The residual approach
to determining the noise evolution has been used previously in
Fan and Schneider (2012) with the AMIP ensemble approach,
and by Li et al. (2020) with the feedback parameters found us-
ing the lag regression approach. Here, the parameter A is var-
ied until the estimated variance ratio agrees with Ay found
from CONTROL and IE using (7):

g~ Agp- (10)
The estimate of N using the simple model implicitly includes
the contribution to the atmospheric forcing from SST telecon-
nections, but N will still be referred to as the heat flux noise.

Obtaining a reasonable estimate of A is the crucial step in
this procedure. Estimates of the local atmospheric heat flux
feedback to SST using short term lag correlations have found
that it can be approximated as a damping of SST (Frankignoul
and Hasselmann 1977). Frankignoul et al. (1998) found
A =20 W m 2 K™ with spatial variations of 50% for the
turbulent surface heat flux feedback in observations in the
central midlatitude North Atlantic. Frankignoul and Keste-
nare (2002) reported similar results for the net surface heat
flux along with strong annual variations, as did Park et al.
(2005). Using a similar approach, Cane et al. (2017) found
A =13 Wm 2K ! for the AMV ;4 region in the Clement et al.
(2015) slab ocean model simulations and A = 20 W m~2 K™*
for a version of the CESM1 CGCM. In a second approach,
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Fi1G. 10. Ay, the ratio of decadal time-scale variances of atmospheric net surface heat flux noise
from the simple energy balance model to the CONTROL ocean dynamics forcing.

Colfescu and Schneider (2020) used decadal data from
an AMIP ensemble using the CAM3 AGCM, an earlier
version of the CESM1 atmosphere component to estimate
the feedback. This method removes nonlocal effects, and
found that the decadal atmospheric response to SST forcing
in the North Atlantic generated in an associated CGCM
simulation was damping with spatially varying magnitude
A =10-30 W m 2 K~ L. The approach here is to adjust A to
provide a best fit of the ratio of the variances of the area aver-
aged noise to total heat flux, taking the noise variance from
the IE and the total from the CGCM. A direct comparison be-
tween the results from these three approaches has not yet
been made.

The simple model was applied to SPA, NNA, and AMV,q
area averages. Table 2 gives variances of the SST indices, estimated
heat flux noise, and other regional averages. The values of A found
for the three regions were in the range 13-15 W m 2 K ™!
(Table 2, 4th column). Correlation Corr(7, Q,) is given for
comparison with the values given in Table 1 of Cane et al.
(2017). The results for the relative importance of atmo-
spheric and oceanic forcing here (i.e., Ap) differ from those
discussed by Cane et al. (2017) using the same model, in that
Cane et al. assume Corr(N, Q,) =0, while Corr(N, Q,) #0
results from the solution to (A6) and (10) for N. Since the atmo-
spheric noise forces the decadal SST variability in CONTROL, it
is reasonable to expect the atmospheric heat flux noise and ocean
dynamics forcings to be related. For example, the turbulent sur-
face heat flux in the atmosphere, the Ekman advection, and the
strength of the turbulent mixing in the upper ocean are respond-
ing to the same noise in the surface wind.

The .2, found from (A6) and (A7) with A = 15 W m2K!
and without area averaging is shown in Fig. 10. The pattern is
very similar to Ay, in Fig. 9a, although a little weaker in magni-
tude, indicating that (A6) produces a reasonable approximation
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to the global distribution of N, even when using a spatially cons-
tant A.

The time dependent decomposition of SST T is given in
(AS): T =T,+ To,where T, = N/ is the contribution from
the atmospheric heat flux noise forcing and Tp = —Q,/A is
the contribution from the ocean dynamics. In the following,
this decomposition is applied to the three regions, with T rep-
resenting the respective SST index. The regressions R(T) of T
against SST everywhere and their decompositions are also
shown for each averaging region. The decompositions show
the relative influences of the atmospheric heat flux noise and
ocean dynamics forcing in producing the patterns of SST vari-
ability, both inside and outside of the averaging region. The
decomposition is

Cov(T,, SST)
Var(T)

= Rygp(T,) + Rygr(Ty),

Cov(T,, SST)
Var(T)

Ry (T) = Reg(T, SST) =

(11)

where Reg(7, SST) is the regression of SST against 7, ﬁSST(T )
is the part of the regression associated with the response to the
atmospheric heat flux noise forcing temperature index 7,, and
RSST(TO) is the part associated with the response to the ocean
dynamics forcing temperature index 7.

Figure 11 shows the decomposition obtained for SPA. As
indicated in Table 2 and shown in Fig. 1la, this region is
forced primarily by the atmospheric heat flux noise, with 7,
and T in good agreement and T, showing smaller variability.
The Rsst(7) (Fig. 11b) has a positive maximum over the SPA
region and negative values to the northeast and southwest in
a horseshoe shaped region in the southeast Pacific/southwest
Atlantic/Drake Passage. The negative region is well separated
from the SPA region.
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to Rsst(T) (KK ™).

This bull’s-eye/horseshoe structure of Rssr(7) is very simi-
lar to the part of the regression due to the atmospheric heat
flux noise RSST(Ta), shown in Fig. 11c. The scale of the re-
sponse to the atmospheric heat flux forcing suggests that the
SPA variability is part of a larger scale atmospheric pattern
that encompasses much of the eastern South Pacific. The
RSST(TO) part of Rssr(7) due to ocean dynamics forcing
(Fig. 11d) has a positive center near the western boundary
of SPA, and a negative center near the eastern boundary.
This structure could indicate a small westward ocean heat
transport through SPA associated with positive SPA T
anomalies. Some of the Rgsst(7) response in areas remote
from SPA may be artifacts of error in the analysis, for exam-
ple due to error in the equilibrium assumption from the
nonnegligible SPA heat content tendency.

The decomposition of the NNA T is shown in Fig. 12a.
Since L/@Q = 0.46, the variance of the atmospheric heat flux
noise forcing is less than half that of the ocean dynamics forc-
ing, and, by the variance measure, the NNA T is primarily
forced by ocean dynamics. However, it can be seen from
counting peaks of 7, and T in Fig. 12a that the atmospheric
heat flux noise forcing has a shorter period, about 30 yr,
than the ocean dynamics forcing, which has a period of
about 100 yr. Despite the larger variance of the ocean
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dynamics forcing, the influence of the atmospheric heat flux
noise forcing on the period of the NNA T is evident, in that
the period is about 60 yr, intermediate between the T, and
To periods. The positive part of the Rsst(7) extends east-
ward from the Labrador Sea across the North Atlantic to
the Barents Sea, while there is a negative area to the east of
the northeast United States to the south of Newfoundland
(Fig. 12b). The strongest part of this pattern is a southwest
to northeast oriented dipole response to the ocean dynamics
forcing ﬁSST(TO) in the central North Atlantic (Fig. 12d).
There is also a projection of the ocean dynamics forcing in the
Barents Sea. The IAQSST(T(I) pattern resembles the RSST(TO)
pattern north of S0°N, but is weaker (Fig. 12c).

The eastern part of the AMV,;,,q region contains much of
NNA. The AMV,,;g components are shown in Fig. 13a. The
variances of T, and Ty are about equal for AMV 4 (Jég =
1.2). However, T, and T are negatively correlated (Table 2), so
that Var(7T) < Var(T,) + Var(Ty), although both components
contribute positively to the total variance, Var(7) > Var(7,) and
Var(T) > Var(Tp). As is the case for NNA, the response to the
atmospheric heat flux forcing has a multidecadal period, while
the time scale of the response to the ocean dynamics is centen-
nial. The AMV 4 Rsst(7) pattern resembles that of NNA, but
with the area of strongest positive response extending westward
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FI1G. 12. As in Fig. 11, but for the NNA region [black box in (b)].

into the Labrador Sea and North Atlantic (Fig. 13b). The dif-
ferences from the NNA pattern in Rssr(7) are mainly due to
an increase in the atmospheric heat flux noise part RSST(TH)
(Fig. 13c). A secondary maximum appears in AMV,q
R ss1(Tp) between Greenland and Canada (Fig. 13d) suggest-
ing additional ocean dynamics forcing occurring in the north-
western part of AMV ;g compared to NNA.

Finally, the decomposition of the simultaneous regression of
the AMOC streamfunction against the NNA and AMV 4 T in-
dices, Ramoc(T) using the approach of (11) is shown in Fig. 14
for the upper 1000 m and from 30° to 60°N. The role of the
AMOC in producing the ocean dynamics forcing of 7' in the in-
dex region should be included in the R amoc(Tp) component. If
the atmospheric heat flux noise forcing is not influenced by the
SST anomalies, R amoc!(T,) could be related to the forcing of
the AMOC by the atmospheric noise in the index region. The
basic pattern of an increase in the AMOC circulation (positive
values) south of about 40°N and a counterclockwise (negative)
circulation below 500 m between 40° and 60°N is found in
the regression Ramoc(7) and both the R amoc(T,) and
R amoc(Tp) components for both the NNA and AMV,q indi-
ces. The size of the response scales qualitatively as the relative
variance of the forcing component. The positive near-surface
streamfunction is consistent with positive poleward temperature
advection in the upper 500 m in Ramoc(7) for NNA up to
45°N, and in the upper 100 m to 60°N (Fig. 14a). The Ramoc(T)
for AMV 4 (Fig. 14d) shows that the AMOC could be at least
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partially responsible for Qo up to 50°N. From comparison of
Figs. 14b and 14e, the SST forced by the atmospheric heat flux
noise in the western part of the AMV ;4 region appears to be
more strongly related to the AMOC than that in the NNA
region since NNA is restricted to the eastern part of AMV 4.

5. Conclusions

Comparison of results from 500-yr current climate simula-
tions made with a CGCM and a 10-atmosphere interactive
ensemble version of the same CGCM indicates that most
decadal to centennial time-scale SST and AMOC variability
in the CGCM outside of high latitudes is forced by internal
atmospheric noise. The biases have been reduced in this
version of the IE from those in an earlier version. High lati-
tude biases suggest that the IE sea ice coupling strategy
should be modified.

Two regions were chosen for analysis of the upper ocean heat
budget: SPA in the extratropical South Pacific and NNA in the
midlatitude North Atlantic. The upper-ocean heat budget in
both regions on these long-time scales is an equilibrium between
net surface heat flux and ocean dynamics terms, with heat stor-
age small compared to these components. The details of heat
budget by itself do not clearly distinguish between the roles of
atmospheric heat flux noise and ocean dynamics forcings.

The IE provides sufficient information to estimate the vari-
ance of the atmospheric noise, allowing the overall strength of
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atmospheric heat flux noise and ocean dynamics forcing in the
CGCM heat budget to be compared. The global distribution
of the ratio of the variances of the atmospheric heat flux noise
to ocean dynamics shows that the atmospheric heat flux noise
dominates in the subtropics of both hemisphere and in most
of the midlatitude North Pacific. Ocean dynamics is more im-
portant in the midlatitude central North Atlantic. Ocean dy-
namics is also important near 40°N in the western North
Pacific and North Atlantic, both regions of strong surface cur-
rents, and in the Labrador Sea.

The noise-to-total atmospheric heat flux variance ratio was
used to estimate the feedback parameter for the strength of
the atmospheric heat flux response to the SST anomalies in
CONTROL. In addition to the SPA and NNA indices, results
were constructed for the AMV,,;q index used in Cane et al.
(2017). Values of 13-15 W m 2 K~ ! for the feedback parame-
ter produced good fits to the CGCM variance ratio in the three
regions, and were used to construct time series for the atmo-
spheric heat flux noise. The responses of the SST to the atmo-
spheric heat flux noise forcing and the ocean dynamics forcing
in the index regions were constructed by regression.

For SPA, the atmospheric heat flux noise forcing is large
compared to that of the ocean dynamics. The response to the
atmospheric forcing explains most of the response to the SPA
SST index and is associated with a large-scale pattern with
negative SST connections outside the SPA region to the
northeast and southeast.
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Contrasting behavior was found in NNA, where the ocean
dynamics forcing is stronger than the atmospheric heat flux
noise forcing. The atmospheric heat flux noise forcing has a
multidecadal time scale, while the ocean dynamics forcing has
a centennial time scale. The SST response to ocean dynamics
forcing explains most of the response to the NNA SST index.
Regression of SST against the ocean dynamics forcing in-
cludes a positive region inside NNA, and a negative region
to the south of Newfoundland, well outside of the forcing
region. The negative region, absent in the response to the
atmospheric heat flux, suggests that horizontal large scale
ocean heat fluxes could be associated with NNA decadal
SST variability.

In AMV 4, the strengths of the atmospheric heat flux noise
and oceanic forcing are about the same, with a multidecadal
time scale for the atmospheric heat flux noise forcing and a
centennial time scale for the ocean dynamics forcing. The SST
patterns associated with the atmospheric heat flux noise and
ocean dynamics forcing components of the AMV,,;q index
have different patterns. In this sense, the AMV,,;q pattern is
composed of two different patterns with differing evolutions.
Both patterns broadly resemble the AMV ;4 pattern (the re-
gression of SST against the AMV ;4 index) in the index
region.

Regression of the AMOC against the NNA and AMV,,i4
indices show similar structures for both the atmospheric heat
flux noise and ocean dynamics forcings, with amplitudes
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approximately proportional to the relative amplitude of the
forcing. The AMOC regression against the ocean dynamics
forcing can be interpreted as representing the AMOC influ-
ence on the SST. The AMOC regression against the atmo-
spheric heat flux noise forcing could represent the forcing of
the AMOC by atmospheric heat flux noise.

Our answer to the question of the relative roles of the at-
mospheric heat flux noise and ocean dynamics forcing of
decadal AMV ,iq SST variability in CONTROL is:

1) The strength of the response to both forcings is about the
same.

2) The time scale of the part forced by the atmospheric heat
flux noise is multidecadal.

3) The time scale of the response to the ocean dynamics
is centennial and modulates the part forced by the
atmosphere.

4) The shorter time-scale pattern is more apparent in the re-
gression against the AMV ,;q SST index due to its larger
scale.

It would be possible to evaluate the contributions of atmo-
spheric heat flux noise and ocean dynamics forcing to decadal
SST variability for other models or for analyses of observa-
tions by adapting the methods developed here. This could
be done without the necessity for the IE diagnosis. The only
data needed would be time series of SST and net atmospheric
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heat flux. The feedback parameter could be obtained from
this data either by the lag regression technique or from SST
forced AGCM simulations. The ocean dynamics forcing is
given by the negative of the atmospheric net heat flux, and
the atmospheric heat flux noise is found by removing the at-
mospheric heat flux response to the SST from the net atmo-
spheric heat flux.

Finally, it is important to note that the calculations de-
scribed here were made with an eddy parameterized ocean.
Several studies have shown that localized air-sea interactions
are significantly different in ocean mesoscale resolving simula-
tions (e.g., Bryan et al. 2010; Kirtman et al. 2012, 2017 among
many others), and that the ocean internal variability may be
much stronger. This raises the question of whether the pres-
ence of ocean mesoscale features would alter the conclusions
presented here. Moreover, applying the interactive ensemble
approach to the ocean component of the CGCM could be
used to quantitatively diagnose the role of noise internal to
the ocean.
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APPENDIX

Simplified Equilibrium Heat Budget Model

The simplified model (Cane et al. 2017) consists of the
equilibrium heat budget (6),

Q,t0Q,=0, (A1)
together with the decomposition (4a) of Q, into SST forced
and estimated noise components, F' and N, respectively,

0,=F+N, (A2)
and the assumption that the SST-forced atmospheric heat
flux is represented by local linear damping of 7,

F=-\T, (A3)
where T is the decadally filtered SST and the feedback
parameter A > 0 gives the strength of the damping of SST
by the SST forced atmospheric response. It follows from
(A1)-(A3) that

AT=N+Q,=N-0,. (A4)

Then

T=T,+T,, (AS)
where T, = N/A is the SST response to the atmospheric
heat flux noise and T, = Q,/A =-Q /A is the response to
the ocean dynamics forcing.

Rewriting (A4), N can be calculated for any value of A,
given T and Q,, from

N=AT+0Q,. (A6)

The quantity
Ay = Var(N)/Var(Qa) (A7)

can then be evaluated.
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