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Abstract—Phased Array Radar (PAR) technology is rapidly rising as a candidate for future weather radars because it can provide focused, high-quality meteorological observations. Due to the need for precise measurements of polarimetric weather variables, it is desired that the radar simultaneously transmits and receives linearly polarized horizontal (H) and vertical (V) fields through beams that are well matched in gain and shape at every pointing direction. These scanning characteristics are difficult to achieve, especially with current methods such as the “park and probe” calibration, because the radiation patterns of PAR antennas are inherently dependent on their pointing direction. Thus, polarimetric array calibration is critical to produce matched H/V copolar antenna patterns. In this article, we present a polarimetric antenna calibration procedure for the fully-digital PARs based on the holographic back-projection of electric fields. The fully digital S-band Horus radar is used to implement and evaluate the proposed calibration method. First, near-field measurements of a fully active Horus antenna panel are back-projected onto the plane of the array to derive the copolar magnitude and phase of the H/V fields radiated by each antenna element. Then, digital calibration parameters are produced from back-projected fields to compensate for excitation differences and produce uniform radiation at the plane of the array. The performance of the back-projection calibration method is evaluated for broadside and for electronically scanned angles and compared to the more conventional “park and probe” calibration method. A robustness analysis is conducted using simulations to evaluate the impact of excitation amplitude and phase errors that could result from practical near-field environments and amplifier performance degradation. Preliminary results show that through precise digital calibration based on back-projected fields, beam matching can be significantly improved to achieve the desired polarimetric calibration levels. For electronically steered beams, back-projection calibration can reduce H/V beam mismatch biases by approximately 25%, from 0.34 dB to 0.08 dB. This improves measurement accuracy of fully digital PARs by mitigating antenna-induced biases in meteorological estimates.

Index Terms—Phased array radar, radar calibration, polarimetric radar, digital radar, weather radar.

I. INTRODUCTION

PHASED Array Radar (PAR) technology offers advanced capabilities that can support enhanced weather surveillance strategies to improve the volume update time and quality of observations. Hence this technology is an attractive candidate for the future generation of weather radars. However, there are challenges to precise measurements of polarimetric variables. For example, it is crucial that the beams for transmitting the Horizontally (H) and Vertically (V) polarized waves are well matched in shape and gain at every pointing direction. Similarly on reception, the shapes, as well as gains of H and V beams, must be matched, ideally without cross-coupling between the two orthogonal polarization channels. These demands are hard to achieve because radiation patterns of phased array antennas are inherently dependent on the element level polarization. Therefore, shape and gain are functions of the pointing direction and so is the polarization at the location of weather observations. As an example, arrays of patch antenna elements (common because of their low cost and relatively easy design) produce orthogonal H and V fields only in the principal planes of the array, whereas the radiated fields increasingly depart from their intended polarization in other directions. This causes rising levels of cross-polar patterns on transmit and receive as beams are steered away from the principal planes. The presence of these and other related practical effects can distort the H and V beams, introducing significant biases in the estimates of polarimetric variables.

The variables driving the requirements for the accuracy of polarimetric measurements are differential reflectivity (Z_{DR}), specific differential phase (K_{DP}), and copolar correlation coefficient (\rho_{HV}). By definition, Z_{DR} is the logarithm of the horizontal (H) to vertical (V) returned powers ratio, K_{DP} is the derivative of the differential phase (\Phi_{DP}) with respect to range, \Phi_{DP} is the phase difference between the signals of H and V polarized waves along a radial up to a specified range, and \rho_{HV} is the normalized correlation coefficient between the
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received H and V signals. To accurately estimate rainfall rates, it is recommended that the bias of $Z_{DR}$ is kept within $\pm0.1$ dB for intrinsic $Z_{DR}$ between 0 and 1 dB and less than $0.1 \times Z_{DR}$ for larger $Z_{DR}$ values [1], [2]. This imposes strict polarimetric calibration requirements to closely match the far-field copolar H and V beams [3]. It is noted that keeping the bias of $Z_{DR}$ estimates within $\pm0.1$ dB is difficult even on radars with parabolic antennas, and for this reason, the bias accuracy to within $\pm0.2$ dB for $Z_{DR}$ less than 1 dB (and up to $0.2 \times Z_{DR}$ for larger $Z_{DR}$) is accepted as a more realistic goal at this time [1]. Concerning $\rho_{hv}$ estimates, a bias within $\pm0.01$ is deemed sufficient for “sensing the mixed-phase precipitation and gauging the hail size quantitatively” [4], however, the latest requirements specify a desired bias within $\pm0.006$ [2]. For these reasons, polarimetric calibration of phased array radars is of critical importance to the success of this technology in weather observations [5].

Ongoing efforts are focused on investigating polarimetric PAR calibration methods to produce accurate weather observations. The calibration of phased array antennas requires the determination of the aperture distribution of the antenna for a given set of excitation coefficients. Calibration methods used can be classified in three categories: 1) based on near-field pattern measurements, 2) based on far-field pattern measurements, and 3) based on in-situ measurements. Near-field measurements taken in anechoic chambers can align the array via a conventional park-and-probe method [6]. Thereby, magnitudes and phases of copolar pattern peaks of each element are measured to derive beamforming coefficients that equalize the array (i.e., uniform magnitudes and phases). Although this can provide coefficients for “initial calibration”, it is not accurate enough for polarimetric weather measurements as it fails to capture the total radiated energy, especially outside the array plane. Far-field measurements can be used to map full array patterns and derive coefficients to equalize magnitudes and phases at the copolar peaks [7], [8]. However, obtaining far-field range measurements requires a fully articulated antenna pedestal to enable the array to rotate and allow calibration of every beamsteering position. Furthermore, far-field measurements are sensitive to external contamination like multi-path reflections and interfering signals [9], [10]. A new promising method that could mitigate these problems is measurement with an unmanned aerial system (UAS) capable of transmitting/receiving radar signals while flying in the far-field [11], [12]. Possible issues are restrictions imposed by federal agencies that may limit the aperture size that can be measured. Lastly, in-situ calibrations independent of external infrastructure, like the mutual-coupling [13], and the weather-based method [14], are promising. Nevertheless, mutual-coupling provides relative calibration coefficients that can bring the array to an absolute calibration state. Therefore, its accuracy depends on that from the absolute calibration. At some pointing directions, some variables can be calibrated using weather returns; for example $Z_{DR}$ can be calibrated in the principal planes using returns from Bragg stutters or drizzle [15], [16]. But for radar reflectivity ($Z_b$), absolute calibration is needed. None of the described methods has been shown to achieve polarimetric PAR calibration that meet requirements for accurate weather measurements [2].

Herein, we present a new polarimetric PAR calibration method that relies on holographic back-projection to derive electric-field magnitudes and phases radiated by each antenna element [17], [18]. Although this method has been previously considered for PAR calibration [19], it has not been evaluated for fully-digital polarimetric PAR with the goal of achieving accurate beam matching for meteorological observations. This is critical for recommending the adoption of polarimetric PAR technology for the future nationwide network of polarimetric radars in the U.S. Further, back-projection has not been used to calibrate accurately and simultaneously both, amplitudes and phases of each individual antenna element in a polarimetric array. This is mainly due to the difficulty in applying high precision coefficients using (analog) phase shifters and attenuators on non-fully digital arrays, and that fully digital PAR technology is only starting to become available. Lastly, we conduct an evaluation of the robustness of polarimetric back-projection calibration to excitation errors (amplitude and phase), and derive a new metric, the “Beam Mismatch Contamination” to quantify its effectiveness.

The analysis presented in this article uses holographic E-field back-projections to compensate excitations and produce symmetric, well-matched H/V far-field patterns that mitigate copolar beamsteering biases. One antenna panel of the S-band mobile polarimetric fully digital Horus radar system is used to evaluate the performance of the proposed calibration method in a near-field anechoic chamber [20]. Nevertheless, this method is not specific to the Horus radar and could be applied to other PARs, although we expect the performance to improve as the total number of digital channels increases. A companion article providing an in-depth technical description of the Horus system can be found in this journal [21]. Furthermore, an article evaluating the performance of the Horus antenna patterns on the copolar correlation coefficient ($\rho_{hv}$) is also in this special issue [22].

This article is organized as follows. Section II, introduces the fully digital Horus system for which the calibration method was developed. Section III, describes the near-field planar scanner that measures the Horus antenna, and the near-field to far-field transformation procedure. Section IV, introduces the back-projection method and provides results from actual Horus near-field measurements. Section V discusses the application of this method to improve PAR polarimetric calibration. A robustness evaluation using actual measurements with systematically simulated amplitude and phase excitation errors is conducted in Section VI. The conclusion of this work is provided in Section VII.

II. THE FULLY DIGITAL HORUS RADAR

The U.S. is safeguarded by a network of approximately 160 S-band, polarimetric weather radars, which are maintained and operated by the National Oceanic and Atmospheric Administration (NOAA). The WSR-88D stands for “Weather Surveillance Radar - 1988 Doppler” and will be reaching end of life by 2040. The WSR-88D is considered the “golden standard” in the meteorological community. Phased
array radars are being considered as a potential replacement technology for the WSR-88Ds, but the data quality and overall performance must meet or exceed that of the WSR-88D radars.

The most advanced architecture for a phased array radar is a fully digital design [23]. In such architectures, every element and polarization has its own transmitter and receiver and is usually quite flexible in terms of software reconfigurability. In collaboration with NOAA’s National Severe Storms Laboratory (NSSL), the Advanced Radar Research Center (ARRC) at the University of Oklahoma (OU) has recently completed the S-band mobile polarimetric fully digital “Horus” radar system shown in Fig. 1 [21], [24]. This radar is considered an engineering demonstrator with the goal of mitigating risks associated with fully digital phased array architectures and demonstrating advanced capabilities. Its size and operating frequency (see Table I) limit the beamwidth to $\sim 4^\circ$ (i.e., with taper), which is not adequate to resolve for most weather applications. However, its inherent scalable design allows the demonstration of overall functionality while considering plans for future full-scale systems.

The fundamental building block of Horus is a fully digital, dual-polarization array panel made up of an $8 \times 8$ mechanical and electrical subarray (see Fig. 2). The array frame for the panel provides mechanical support as well as a conduit for liquid cooling. The “OctoBlades,” eight used per panel, house all the electronics. An OctoBlade can be hot-swapped into a panel to provide all electrical connections, liquid cooling, and connection to the radiating elements via blind-mate connectors. The OctoBlades can easily be moved (e.g., Line Replaceable Unit (LRU)) to different positions in the array and are designed to automatically recognize their position, orientation, calibration weights, etc.

Each panel also contains a so-called “SuperBlade,” that supports the OctoBlades with DC power, local oscillator signal, and reference clock. Operating with waveforms in the 2.7–3.1 GHz band (switchable from dwell-to-dwell), the aperture-coupled, stacked-patch radiating elements provide high polarimetric isolation (greater than $-45$ dB cross-polarization suppression after calibration) [25]. Another important feature of fully digital arrays is the potential for mutual-coupling-based array calibration, which has been demonstrated by the ARRC team [26].

This paper focuses on the precise near-field calibration of the fully digital Horus panel. The calibration results shown next are from the single panel with fully populated electronics with 8 OctoBlades and a SuperBlade. Given the scalable design of Horus, these results represent the performance level expected with any larger-size Horus radar.

III. Near-Field Measurements

To enable testing of Horus system electronics, one panel of OctoBlades (128 total digital channels, 64 per-polarization) was connected to an $8 \times 8$ dual-polarization antenna panel. This panel was placed into a custom-built near-field chamber (Fig. 2) lined with RF absorber. Then, it was integrated with a coherent digital channel separate from the panel electronics. Transmit and receive mode near-field measurements are made
using the off-panel channel, which is connected to a standard gain S-band open-ended rectangular waveguide probe (OEWP) covered with a collar of RF absorber and attached to a two-axis positioner. The scanner assembly is comprised of two Velmex BiSlide assemblies driven by stepper motors and one Velmex VXM stepping motor controller for coordinating their movements, all mounted on a Newport “optical breadboard” base to achieve precise leveling. Although the OEWP is a single-polarization antenna, its polarization axis is precisely controlled, allowing repositioning to measure copolar patterns of either polarization, or both simultaneously (0°, 90°, and 45°). This near-field setup gives space for the panel to operate as a radar (albeit with a small aperture) within a pristine environment for both calibration and performance testing in either receive or transmit mode, and enables accurate antenna radiation pattern characterization for the H and V polarizations.

In this near-field setup, precise 3D alignment between the antenna aperture and the 2D scanning plane is achieved using laser alignment. A laser fastened to the OEWP matches the normal of the scanner plane and provides an alignment reference for the panel used both when centering the scanner on the antenna under test (AUT) and when correcting for any residual angle between the scanner plane and array face. To align the array face and the scanner plane, the array is first positioned at a fixed distance from the face of the OEWP and aligned with the scanner using the laser. Next, any residual angle between the scanner and array planes is corrected by adjusting four risers on the antenna platform until the surfaces are parallel to within a tolerance of ±0.1° (measured using a digital level sensor).

Finally, the precise distance from the face of the OEWP is measured using a Leico Disto X3 laser rangefinder (accurate to within ±1mm) for later use during back-projection.

Our near-field calibration uses a park-and-probe technique to measure amplitudes and phases at each digital channel (128 in total). Then, it generates and applies alignment weights. Lastly, it verifies the resulting alignment. A full set of transmit patterns (co- and cross-polar H and V patterns) requires four separate data collections, one for each combination of array polarization and OEWP orientation (0° or 90°). Because the OEWP is linearly polarized, it is impossible to separate the H- from the V transmit response if the Horus antenna transmits both polarizations simultaneously. Receive patterns can be obtained with only two sets of scanner measurements. The panel hardware can receive both polarizations simultaneously and independently process the data. Multiple beam angles can be collected simultaneously on receive.

A. Near-Field Samples and Far-Field Transformation

Near-field data was acquired for all 128 channels (i.e., 64 H- and 64 V-pol) setting the OEWP in transmit and the Horus 8 × 8 in receive mode. Figs. 3 and 4 show the measured co- and cross-polar near-field patterns for the H-polarization in the array; white squares indicate the antenna element positions.

A mathematical transformation and a correction for the effects of the measuring probe is used to determine the far-field radiation patterns of the antenna from the near-field measurements. Next we summarize the mathematical expressions from [27], needed to transform the near-field measurements into far-field patterns.

Near-field and far-field patterns are Fourier transform pairs [27]. First, assume the measured near-field samples are represented by,

\[
E_{xa}(x, y, z = 0) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_x(k_x, k_y) e^{-j(k_x x + k_y y)} dk_x dk_y,
\]

where \(E_{xa}(x, y, z = 0)\) is the measured electric near-field in the x direction (parallel to the ground) sampled in the xy plane parallel to the AUT at the location of the probe (z = 0), \(f_x(k_x, k_y)\) represents the plane wave spectrum of the field, and \(k_x\) and \(k_y\) are the spatial wavenumbers (see eqs. 17-13 a and b in [27]). Similarly, the y component of the near E-field is,

\[
E_{ya}(x, y, z = 0) = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_y(k_x, k_y) e^{-j(k_x x + k_y y)} dk_x dk_y.
\]

The x and y components of the plane wave spectrum, \(f_x(k_x, k_y)\) and \(f_y(k_x, k_y)\), are determined by Fourier
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Fig. 3. Copolar planar near-field measurements of the H polarization sampled at 3λ from the Horus antenna panel (top) E-field intensity, and (bottom) phase.
transforming the measured near-zone E-fields (1) and (2), [27]
\[
f_x(k_x, k_y) = \int_{-b/2}^{+b/2} \int_{-a/2}^{+a/2} E_{xa}(x', y', z' = 0) \ e^{jkx'x + k_y'y'} \ dx' \ dy',
\]
\[
f_y(k_x, k_y) = \int_{-b/2}^{+b/2} \int_{-a/2}^{+a/2} E_{ya}(x', y', z' = 0) \ e^{jkx'x + k_y'y'} \ dx' \ dy',
\]
where \(a\) and \(b\) are the width and height of the measurement plane.

The far-field patterns in the antenna-relative spherical coordinate system \(\theta, \phi\), can be expressed in terms of the plane wave spectrum of equation (3a) and (3b) as
\[
E_\phi(R, \theta, \phi) \simeq jke^{-jkr}/(2\pi R) (f_x \cos \phi + f_y \sin \phi),
\]
\[
E_\phi(R, \theta, \phi) \simeq jke^{-jkr}/(2\pi R) \cos \theta (-f_x \sin \phi + f_y \cos \phi),
\]
where \(R\) is the range where the far-field radiation pattern is estimated (i.e., \(R \gg 2D^2/\lambda\)) and \(k\) is the wave number \(2\pi/\lambda\). After discretizing the spatial dimensions, a finite-sampling version of this transformation can be applied directly to the near-field samples measured over a finite sampling grid (see [27]). It results in antenna far-field patterns that include effects of the measurement probe, which must be removed prior to calibration processing.

### B. Probe Correction

The far-field patterns acquired through a near-field measurement must be corrected to account for the interaction between the AUT and the measuring probe. This interaction especially affects the measurement of the cross-polarized radiation outside of the principal planes. Herein the compensated far-field patterns \(E_p\) and \(E_c\) are given by [28],
\[
E_p = \frac{E_{pp,2}E_{pu} - E_{cp,1}E_{cu}}{E_{pp,1}E_{pp,2} - E_{cp,1}E_{cp,2}},
\]
\[
E_c = \frac{-E_{cp,2}E_{pu} + E_{pp,1}E_{cu}}{E_{pp,1}E_{pp,2} - E_{cp,1}E_{cp,2}},
\]
where the subscripts “pp” and “cp” refer to the copolarized and cross-polarized responses of the probe, “pu” and “cu” to the uncompensated far-field radiation patterns of the AUT, and “1” and “2” to the alignment of the probe with respect to the measured fields. Notice that only one set of co- and cross-polarization patterns are required for the probes. This is because the 90° rotation between probe 1 and probe 2 imposes \(E_{pp,2} = E_{pp,1}(\phi + 90°)\). The probe electric fields were generated using the dimensions of the OEWP employed in the measurements. The electric fields come from the closed-form solutions (through spectral techniques) for a slot in an infinite ground [28], [29]. Considering that these are standard probes delivered with professional near-field scanning systems, which also use these ideal patterns for probe correction on conventional near-field measurements, we consider the ideal probe-correction methods assumption to be sufficient. Furthermore, these probes have a very wide beam compared to the array panel, therefore, corrections based on probe-pattern measurements would not have significant effects in the measured array patterns. Once these fields are acquired, the corresponding co- and cross-polarization components are estimated and introduced as corrections in (6) and (7).

Equations (1) through (5) are applied to the Horus vertical and horizontal near-field measurements, then (6) and (7) compensate for the measuring probe using the fields of the OEWP. That way the far-field radiation patterns of this \(8 \times 8\) array are obtained (i.e., one Horus panel). Cross-normalized far-field patterns of the H and V polarizations are presented in Fig. 5. In this case, the absolute gain of the copolar V pattern is 0.069 dB higher than the gain of the copolar H pattern.

A qualitative comparison of these patterns indicates excellent mainlobe alignment of the H and V patterns up to about -20 dB (i.e., \(-12.5° \leq \theta \leq 12.5°\)). The sidelobe structure for each polarization appears to be symmetric around the mainlobe for the horizontal and vertical cuts. A small difference (\(\leq 0.7\) dB) is between peak sidelobe levels in the H and V patterns. This may be caused by truncation effects or mutual coupling [30]. Similarly, in the diagonal plane cuts the H and V mainlobes are well matched (down to about -20 dB), but sidelobes are lower than those in the principal planes (as expected) due to the rectangular antenna geometry.
Back-Projection Method

The holographic back-projection allows the evaluation of electric radiated near-fields to determine their characteristics (i.e., magnitude and phase) as they propagate in space. This, however, approximately holds in the reactive near-field where evanescent modes cannot be reproduced due to their complete attenuation at the probe’s measuring distance. The method back projects the measured near-field patterns to the aperture surface of the array and then forms an estimate of the aperture excitation (magnitude and phase) distribution on the array plane [31]. The accuracy of the method is naturally limited by the finite resolution and truncation effects, the traditional implementation of this method has been applied to high directivity phased array antennas to investigate feeding network anomalies, sources of cross-polarization radiation, or detection of faulty elements. Nevertheless, [32] found that the error contributions from field truncation in the holographic back-projection method are minor compared to other listed sources of error. These encouraging results motivate investigating the effectiveness of this method for calibrating upcoming fully digital polarimetric arrays.

For the Horus radar, 16-bit precision digital-to-analog converters (DACs) are used before the antenna front-end in the fully digital implementation [21]. This enables precise control of element-level beamforming coefficients for calibrating the transmit/receive excitations. We use the expressions (1) through (5) to take the Horus near-field measurements back to the array plane which is at a negative range \( r \) from the measurement plane (i.e., the distance from the measuring probe to the antenna). Note that the probe position has to be estimated accurately in 3D space for the holographic back-projection method to work. Further, near-field sampling should be aligned with the center of each element in a uniform grid.

Back-projected E-field magnitudes and phases for the copolar V pattern are shown in Figs. 6 and 7. As in Figs. 3 and 4, element locations are delineated with white contour lines. A qualitative analysis of the top panel in Fig. 6 indicates that most of the energy from the measured fields is back-projected on top of the element locations in the array, with well defined power-level transitions (i.e., \( 0 \) dB to \( 20 \) dB) right along the edges of the panel. Apparent diffraction fields can be observed propagating outwards around the panel. These seem to be particularly stronger in the \( x \) direction, aligned with the wave polarization being measured (H). Similarly, back-projected phases shown in the bottom panel of Fig. 6 appear to be close to \( 0^\circ \) on the elements. Note that these are raw phase estimates, wrapping in the \( \pm 180^\circ \) interval. Cross-polar field back-projections in Fig. 7 show higher intensity values around the edges of the panel (especially in the corners), and a non-smooth phase field across the panel.

There are several advantages of this method compared to other approaches. First, near-field measurement systems can be used to collect multiple beams at different frequencies over the course of a single data scan. This significantly reduces measurement time when using continuous probe motion scans. Further, this calibration method uses the entire active aperture and captures mutual coupling, scattering and reflections from the array structure, and temperature effects that may go undetected using the previously discussed park & probe method. However, some limitations that must be deliberated fare as follows.

For the method to be effective, a) the antenna must be properly aligned so that the array aperture is parallel to the measurement scan plane prior to the calibration process and b) the measurement scan deviations from the plane should be lower than \( (1/100)\lambda \). [18]. An adequate size scan plane is required to capture significant E-field energy (\( >90\% \) [33]) and thus minimize truncation errors. This requires a scan plane larger than that used to measure initial alignment coefficients (i.e., obtained via park & probe). Errors induced in E-field holograms due to truncation were quantified by [34] to facilitate scanner design considerations for accurate measurements.

For this method to be effective, it is critical that the reference excitations remain stable while measuring all elements for a particular array operating mode and environment. This can be challenging for large arrays, or arrays without precise control of temperature gradients across the aperture. Lastly, due to
the non-linear nature of PAR amplifiers, deriving excitations corrections using back-projection may require an iterative process. Although feasible, this may be more time consuming. The number of iterations needed would depend on amplifier linearity and its operating point (i.e., near saturation).

We propose using back-projected fields (H and V) to perform polarimetric array calibration in an iterative excitation adjustment approach. That is, since the sampled near-fields capture most of the radiated energy, we argue that calibration based on back-projected fields can accurately compensate for element-level excitation differences in magnitude and phase. Initial results are presented next, along with a simulation-based robustness evaluation of the back-projection polarimetric calibration method.

V. POLARIMETRIC CALIBRATION

The holographic back-projections of near-field measurements at the H and V polarizations are used here to perform polarimetric array calibration with the goal of improving beam matching. To this end, the $x$ and $y$ components of back-projected fields estimated from the physical center of the antenna elements are extracted.

A. Broadside Beams

Copolar back-projected excitations for broadside beams are shown in Fig. 8. In the copolar H magnitude and phase fields, the standard deviations are 0.47 dB and 2.15° across all 64 elements. Similarly for the copolar V fields, the standard deviations are 0.53 dB and 2.33°. These variations are due to several practical effects, mainly controlled by amplifier stability in saturation, truncation, and field diffraction around the array.

Ideally, the magnitude and phase of fields radiated by each element should be 0 dB (normalized) and 0° for accurate broadside beam forming. To achieve this we use the back-projection excitation estimates. Thus we derive a set of magnitude and phase weights so that radiated electric fields are uniform, i.e., 0 dB magnitudes and 0° phases across the array. We apply these small calibration corrections to the fields on the antenna elements and project the corrected fields (including radiation outside of the panel) forward via the traditional near-field to far-field transformation (see Section III).

We use the difference in copolar H and V beam patterns as a quality metric to evaluate beam matching. Pattern differences measured after park & probe alignment only (from Fig. 5) are presented in the left panel of Fig. 9 where the dotted black line represents the $-3$ dB beamwidth of the H pattern. Because the design of the microstrip patch antennas is symmetric, one would expect the far-field beams at the H and V polarizations to be relatively well matched. However, due to the calibration and finite array effects, coupled with practical fabrication imperfections, there are differences in the copolar patterns.
These can introduce significant biases in the polarimetric variables, especially as the beam is steered off broadside. Application of the back-projection-based correction mitigates these issues. The resulting copolar H and V beam pattern differences, presented in the right panel of Fig. 9, illustrates the improvement and is discussed next.

A qualitative comparison of copolar pattern differences in the panels of Fig. 9 indicates that H and V beams are considerably better matched. That is, comparing the values inside the $-3$ dB beamwidths (dotted black lines), it can be seen that differences are close to 0 dB after the back-projection calibration. Nevertheless, some assumptions are made when emulating the back-projection calibration method here. First, it is likely that the response of the array electronics (specially amplifiers) will not be perfectly linear when applying the back-projection correction values at the element level. Achieving a high level of beam matching would likely entail an iterative back-projection calibration following a “hardware-in-the-loop” type approach. Second, the patterns derived here are based on applying back-projection corrections at the element level and re-projecting the fields forward, which omit diffraction changes. That is, the analysis presented here quantifies the performance of back-projection calibration using a hybrid measurement/simulation approach, whereby initial measurements are actual but those after applying the calibration are simulated. Considering that the back-projection correction values are small, we would expect relatively minor changes in diffraction fields when re-measuring patterns. These would also be accounted for in the iterative process discussed. Lastly, considering magnitude and phase noise in the array, it is likely that back-projection calibration would not result in numerically precise calibration but rather overall statistically accurate (assuming uncorrelated noise). Since the Horus array has 16-bit digital-to-analog converters, at the front end before the antenna, we expect noise levels to be small. Having these considerations in mind, we believe that the back-projection method could help achieve high-fidelity calibration of Horus.

We introduce the beam mismatch contamination (BMC) as a metric to quantify the performance of the back-projection calibration method. The BMC is defined as the integral of the absolute copolar pattern differences over the half-power beamwidth,

$$
BMC(\theta, \phi) = \int_{\theta \in \Theta_1} \int_{\phi \in \Phi_3} \left| \frac{F_{hh}^2}{F_{vv}^2} \right| \sin(\theta)d\theta d\phi,
$$

(8)

where $\Theta_1 = \{ \theta \in \mathbb{R} | F_{hh}^2(\theta, \phi) > 0.5 \}$, $\Phi_3 = \{ \phi \in \mathbb{R} | F_{hh}^2(\theta, \phi) > 0.5 \}$, and $F_{hh}$ and $F_{vv}$ are the copolar H and V magnitude patterns. Note that BMC evaluates differences over the region determined by the copolar H pattern half-power beamwidth (i.e., $\Theta_1$ and $\Phi_3$), therefore the area normalization factor cancels out as it is in both terms in the ratio $F_{hh}^2$ and $F_{vv}^2$. For the broadside beams, the BMC values before and after back-projection calibration are 0.13 dB and 0.04 dB. Next, we investigate the performance of the back-projection calibration as a function of electronic beamsteering.

B. Electronically Scanned Beams

It is known that co- and cross-polar antenna patterns of polarimetric PAR induce biases in the polarimetric variables,
Fig. 9. Difference in measured Horus H and V beam patterns (H - V in dB) for (left) park & probe calibration, (right) back-projection calibration. This metric quantifies how well the H and V beams are matched at broadside. Dotted black contours represent the $-3$ dB width of the copolar H pattern.

Fig. 10. Same plots as shown in Fig. 9 but for beams scanned to 42° in elevation. Which increase as the beam is steered away from the broadside. The Horus 8 × 8 array was configured to scan beams in elevation, from $-42^\circ$ to $42^\circ$ in steps of $6^\circ$. Near-field patterns were measured for every steering angle and processed using the back-projection calibration method. The resulting pattern differences for the beams scanned at $42^\circ$ elevation are shown in Fig. 10.

Considering the left panel in Fig. 10, it can be seen that, as expected, the element pattern roll-off factor is lower in V than in H along the elevation dimension. That is, as the beam is steered upwards in elevation, power from the vertical polarization beam is higher than the horizontal, hence the negative difference values. A qualitative comparison shows that copolar differences are much lower when using the back-projection calibration. In this case, element magnitudes in the vertical polarization are generally lowered by the back-projection calibration algorithm to equalize powers across the array and match the formed H and V beams. While this helps mitigate the scan loss incurred when steering the beam off broadside and improve polarimetric calibration, it results in a small gain loss. These gain losses vary as a function of steering angle as shown in Fig. 11. Nevertheless, this demonstrates that the back-projection algorithm can be used to approximately match off-broadside H/V beams. In this case, the BMC values before and after back-projection calibration are 0.34 dB and 0.05 dB.

The maximum BMCs obtained with the park & probe and back-projection calibration methods are 0.34 and 0.08 dB across all 15 scanned beams. These results seem very encouraging and indicate the potential of this method to achieve strict H/V beam matching performance needed for accurate weather observations. Nevertheless, it is important to evaluate the robustness of the back-projection method to excitation magnitude and phase errors.
VI. ROBUSTNESS ANALYSIS

Herein, we analyse the robustness of the polarimetric back-projection calibration as a function of excitation amplitude and phase errors. These errors are systematically simulated for each element and each polarization independently using zero-mean Gaussian distributions. For the magnitude, fluctuations with standard deviation (STD) from 0 to 1 dB in steps of 0.01 dB are added to the excitations after applying the initially derived back-projection calibration corrections from actual near-field measurements. A similar procedure is carried out for the phase errors, from 0° to 10° in steps of 0.1°.

The H/V beam matching of the resulting simulated far-field patterns is quantified using (8), and presented in Fig. 12. Results show that for relatively high errors in the amplitude and phase of excitations, the mean copolar pattern differences could be larger than 1 dB. This would certainly be unacceptable for quantitative precipitation estimation products derived from polarimetric radar measurements [35]. We expect this calibration method to be more effective with fully-digital arrays, given the high precision of front-end digital electronic components. For the Horus radar, the AD9371 digital receiver is rated to sample up to 125 MSPS, and produces baseband in-phase (I) and quadrature (Q) digital signals with 16-bit precision DACs in the front end, and can produce accurate excitations after applying the initially derived back-projection calibration corrections from actual near-field measurements discussed previously to estimate the standard deviation of amplitude and phase errors for the Horus panel and found them to be 0.221 dB and 1.954°. These promising results indicate that holographic back-projection calibration could be a viable option for achieving strict polarimetric calibration needs for meteorological observations.

VII. CONCLUSION

This article presents a new calibration method for the all-digital Horus polarimetric phased array radar. Horus is a polarimetric, S-band phased array radar developed at the ARRC with support from NOAA [21]. Its antenna aperture is composed of a 5 × 5 arrangement of panels (of which not all are active), each with 8 × 8 antenna elements. With 1024 active elements in total, this proof-of-concept all digital system will have a 3-dB beamwidth of ~4°. Although back-projection-based phase calibration has been considered before, it has not been used for fully-digital polarimetric radar calibration of excitation amplitudes and phases to improve H/V beam matching. In addition, this article evaluates the effectiveness of polarimetric back-projection calibration for broadside and electronically steered beams. A robustness analysis was conducted to evaluate the back-projection calibration as a function of random excitation errors, through a new quantitative metric (i.e., BMC).

The proposed back-projection calibration requires a planar near-field scanner with enough dynamic range to record a difference between the maximum and minimum signal...
larger than 40 dB, and with the capability to measure cross-
polarization fields. The measurements in the near-field are
projected back onto the array plane to get the electric-field
intensities and phases of each element. These are digitally
adjusted to eliminate variations across the aperture. Then the
fields are projected to the far-field to remove the effects from
the probe. The linear ratio of H and V (i.e., their difference
in dB) is used as a metric to evaluate copolar H/V beam
matching. As shown in Section V, this results in signifi-
cantly improved H/V beam matching. The beam mismatch
contamination metric is defined to quantify the matching of the
Horus panel copolar beam patterns at different electronically
scanned angles. For broadside, the BMC values before (i.e.,
park and probe) and after back-projection calibration measured
are 0.13 dB and 0.04 dB. The maximum BMCs obtained with
the park & probe and back-projection calibration methods are
0.34 and 0.08 dB across all scanned beams. These encouraging
results show the potential of this method to achieve strict
H/V beam matching performance needs for accurate weather
observations. There is, however, a small gain loss incurred and
it is approximately proportional to the array scan loss.

It is important to note the performance relies on linearity
of the amplifiers operating near saturation, array stability, and
the precision of the element-level excitations. Although the
back-projection calibration is only evaluated for a single panel,
we plan to test it with the full Horus array of 5 × 5 panels
in the near future. Because a larger aperture will result in a
narrower beamwidth, we argue that H/V beam mismatches are
mainly driven by the embedded element patterns and thus will
not change the BMC significantly.

The installation and testing of a sufficiently large near-field
scanner was recently completed in the ARRC facilities. Several
key properties of the scanner include: planarity of < 0.1 mm,
corrected planarity of < 0.05 mm RMS, and x-y resolution
< 0.0375 mm. Hence, this scanner will enable Horus’s key
performance parameters to be accurately measured, including:
full two-dimensional co- and crosspolar near-field patterns
from which gain, sidelobe levels, beam pointing accuracy,
beamwidth, crosspolar isolation, and null depths, can be
extracted. The scanning plane is 20 ft by 20 ft. The scanner
supports frequencies from the upper end of the L-band through
Ka-band, and it is currently the largest university-based near-
field scanner in the nation. Fig. 13 depicts a line drawing of
Horus within the new near-field scanner. Additional work is
underway to interface the scanner with the full Horus array and
ensure signal synchronization. Once the scanner is ready later
this year, we will implement the back-projection calibration
on the full array.

Potential advantages of this method include the possibility
to calibrate a polarimetric array without the need for an exter-
nal far-field probe, fast calibration over large bandwidths, and
higher accuracy in H/V beam matching. Polarimetric calibration
can be conducted measuring far-field patterns to digitally
compensate for mismatches and amplitude and phase imbal-
ances. However, deploying a far-field measurement probe and
getting uncontaminated samples in the presence of multi-path
and external interference can be challenging. Large band-
widths could be measured by sweeping a desired frequency
range while collecting near-field samples and independently
post-processing each frequency to produce back-projection
calibration lookup tables. Lastly, if most of the electric-
field energy is appropriately sampled in an uncontaminated
near-field environment, and the array is sufficiently stable, the
corrections derived could provide high levels of H/V beam
matching. This naturally improves measurements accuracy by
mitigating antenna-induced biases in meteorological estimates.
Although in this article we focus on the radar meteorol-
ogy application, we point out that back-projection calibration
would be equally beneficial to other PAR applications, includ-
ing those that only require single polarization measurements.
Back-projection calibration would be especially beneficial for
applications requiring high bandwidth signals, such as air
surveillance and defense.
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