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ABSTRACT: Observations of thermodynamic and kinematic parameters associated with derivatives of the thermody-
namics and wind fields, namely, advection, vorticity, divergence, and deformation, can be obtained by applying Green’s
theorem to a network of observing sites. The five nodes that comprise the Atmospheric Radiation Measurement (ARM)
Southern Great Plains (SGP) profiling network, spaced 50–80 km apart, are used to obtain measurements of these parame-
ters over a finite region. To demonstrate the applicability of this technique at this location, it is first applied to gridded
model output from the High-Resolution Rapid Refresh (HRRR) numerical weather prediction model, using profiles from
the locations of ARM network sites, so that values calculated from this method can be directly compared to finite differ-
ence calculations. Good agreement is found between both approaches as well as between the model and values calculated
from the observations. Uncertainties for the observations are obtained via a Monte Carlo process in which the profiles are
randomly perturbed in accordance with their known error characteristics. The existing size of the ARM network is well
suited to capturing these parameters, with strong correlations to model values and smaller uncertainties than a more closely
spaced network, yet it is small enough that it avoids the tendency for advection to go to zero over a large area.
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1. Introduction

The application of concepts from fluid mechanics and
dynamics has been an important part of the atmospheric sci-
ences for generations. It is well known that the atmosphere
behaves as a fluid, and so fundamental tools like the material
(or Lagrangian) derivative and the Laplacian operator have
found important roles to play in our conceptualization of the
atmosphere and its behavior across length and time scales.
Applying these tools to wind and scalar fields to produce
familiar concepts like vorticity, divergence, deformation, and
advection has enabled a greater understanding of the funda-
mentals of a wide panoply of atmospheric phenomena at the
most foundational level, from cyclones (e.g., Sutcliffe 1939) to
frontogenesis (e.g., Petterssen 1936) to severe convection
(e.g., Rotunno and Klemp 1985). Advection is of particular
interest, as it is an important part of closing the energy and
moisture budgets of a given environment (Santanello et al.
2009). Observations of the rate of change of scalar quantities
like temperature or water vapor include both the change
due to advection as well as the local change caused by land
surface–atmosphere interactions and other effects, and it can
be difficult to disentangle contributions of the latter without
knowledge of the former.

Direct observations of these field quantities can often be
challenging, however, which can limit their use by both opera-
tional forecasters and researchers. Quantifications of these

derived quantities are often accomplished using numerical
weather prediction (NWP) output. Since NWP analyses and
forecasts produce spatial fields that vary smoothly over a reg-
ular grid, it is not difficult to use finite differences or other
methods to calculate the gradients and higher-order deriva-
tives required to obtain the magnitudes of these parameters.
Of course, models have limited temporal resolution and do
not perfectly represent the atmosphere, which means that
real-world observations of these parameters can capture pro-
cesses and phenomena that models cannot. Unfortunately,
real-world observations are rarely distributed on a grid, and
thus, methods more sophisticated than finite differencing are
required to determine these derived quantities. While it may
be tempting to project the observations onto a Cartesian grid
to facilitate these calculations, it has been shown that doing so
introduces discontinuities that can force substantial errors
when calculating gradients (Spencer and Doswell 2001).

Instead, scientists have applied vector calculus methods to
perform these calculations. Green’s theorem, a method of
relating line integrals to spatial derivatives, has been shown
via simulated observations to be capable of producing accu-
rate calculations of wind field kinematics (Zamora et al. 1987;
Davies-Jones 1993) as well as advection (Michael 1994). Real-
world applications of this method include calculating vorticity
from Quick Scatterometer wind data (Bourassa and Ford
2010) and from dropsondes (Helms and Hart 2012, 2013;
Bony and Stevens 2019).

The application of these or functionally identical techniques
(such as the linear vector point function) for the calculation of
wind field kinematics has previously been demonstrated on
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the formerly operational NOAA Profiler Network, a system
of radar wind profilers that operated at 404 MHz and
deployed at approximately 30 sites in the central United
States prior to its decommissioning in the early 2000s. While
it was shown that this network could be used for vorticity,
divergence, and deformation (e.g., Zamora et al. 1987; Carlson
and Forbes 1989; Spencer et al. 1999), most of the sites had
no thermodynamic profiling capabilities, and thus, the ability to
continuously measure profiles of temperature or moisture advec-
tion remained underexplored.

In the present work, these prior approaches are applied to
the profiles of lower tropospheric temperature, water vapor,
and horizontal wind vectors that are observed nearly continu-
ously at the Southern Great Plains (SGP; Sisterson et al.
2016) site of the Atmospheric Radiation Measurement
(ARM) climate research facility so that temporally continu-
ous profiles of advection and other field quantities can be
observed. With Doppler lidar wind profilers and infrared ther-
modynamic profilers collocated at five separate sites, this net-
work is well suited toward monitoring the evolution of the
vertical state of advection and wind field kinematics of the
PBL in unprecedented detail. To assess the utility of a line-
integral-based approach at the SGP site, this paper first uses
model analysis data as a proxy for real-world conditions to
compare these calculations with more traditional methods
and then explores the impact that the number of instruments,
their locations, and their uncertainty can have on the results.
The approach is then expanded to include the real-world data
from the ARM SGP network, and the impact that the uncer-
tainties of those instruments have on the calculations is
quantified.

2. Methodology

This method of calculating the wind field properties draws
upon concepts from vector calculus, especially Green’s theo-
rem, which can be depicted as
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where P and Q are arbitrary smoothly varying variables lying
in a region bounded by the circuit C and having area A. By
approximating the line integral as a sum of finite line seg-
ments with mean values obtained using the endpoints of each
segment it is possible to restate this as
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where Dx and Dy are the zonal and meridional components of
the line segments comprising the edge of the region. Since
exact definitions of vorticity, divergence, and deformation can
all be obtained from the left-hand side of (2) when the proper
arrangement of 6u and 6y (the zonal and meridional compo-
nents of wind, respectively) is substituted for P or Q, meas-
ures of these quantities can be obtained from irregularly
spaced observations so long as a polygon with finite sides can

be drawn using the locations of the observations at its vertices
(thus requiring at least three noncollinear observation sites)
and the mean values along those sides can be determined
(Helms and Hart 2013). One merely needs to determine the
value of the parenthetical term for each side of the polygon,
sum over all sides of the polygon, and divide by its area.

A similar approach can be taken for advection of a scalar
quantity. It is well known that the observed change in a scalar
quantity at a fixed location is due to two causes: first, the
change in the quantity following the air parcel; and second,
the change due to advection of parcels with different values
from other locations to the current one. This is expressed in
the familiar expression for the material derivative
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where a is an arbitrary scalar and V is the horizontal velocity
vector. The 2V · =a term in (3) represents the advective por-
tion of the change, and through basic vector arithmetic can be
expanded to
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The parallels between the right-hand side of (4) and the
left-hand side of (2) are obvious, and so a Green’s theorem–

based approach can also be developed to calculate advection
from a network of observing sites (Michael 1994). Critically, it
was determined through testing that the mean scalar value of
the polygon vertices needed to be removed from each scalar
observation prior to calculating the advection in order to pro-
duce a properly scaled result. For example, an advective ten-
dency of 1.0 K h21 is identical to 1.08C h21. However, due to
the dependence of the calculation on the magnitude of the
scalar, calculations performed on observations in kelvin will
produce more extreme advection values than those per-
formed on the same observations after conversion to Celsius.
Subtracting out the mean value of the polygon vertices results
in equivalent values for both scales that also align with model
output. Table 1 summarizes the proper substitutions neces-
sary in (2) to produce desired spatially derived kinematic and
advective quantities.

3. Experiment domain and instrumentation

The Department of Energy’s ARM SGP site is one of the
most comprehensive atmospheric observatories in the world,
hosting continuous observations of atmospheric, cloud, aero-
sol, and radiative properties for over 25 years (Turner and
Ellingson 2016). The domain of the site extends beyond the
borders of the well-known central facility in north central
Oklahoma to include numerous observation sites throughout
northern Oklahoma and southern Kansas. Four extended
facilities (EFs) are a key part of this arrangement. Each of
these four EF sites is approximately 40–50 km from the cen-
tral facility and together they form a rough rectangle approxi-
mately 70 km in the east–west direction and 60 km in the
north–south direction with the central facility at its center
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(Fig. 1). Along with the central facility, these sites host
ground-based high-temporal-resolution thermodynamic and
kinematic profilers in support of large-eddy simulation (LES)
model initialization and evaluation, cloud and radiative pro-
cess studies, and other scientific purposes. The surface cover
throughout this domain is far from homogeneous. The north-
eastern section is characterized by deciduous forest, the
southeastern by pasture, and the remainder of the domain is
dominated by winter wheat, with peak greenness in midspring
(Blumberg et al. 2019).

All five nodes of this profiling network contain a Halo Pho-
tonics Streamline Doppler lidar (DLID; Pearson et al. 2009),
a 1.5-mm pulsed lidar from which profiles of the three-

dimensional wind vector can be obtained using the velocity–
azimuth display (VAD) technique. While the DLIDs have a
maximum unambiguous range of several kilometers, the lidars
require scatterers to return the signal to the instrument and
facilitate an observation. This practically limits the observa-
tions to roughly the lowest 1.5 km of the troposphere,
depending on the depth of the planetary boundary layer and
the number of scatterers present, and the height of the maxi-
mum extent of the profile can vary from one observation time
to the next. Four of the five sites also contain an Atmospheric
Emitted Radiance Interferometer (AERI; Knuteson et al.
2004a,b), a high-spectral-resolution (better than 1 cm21)
infrared radiometer that passively observes downwelling spec-
tra in the thermal infrared. The fifth site (E41; Fig. 1) was
instead until recently home to an Atmospheric Sounder
Spectrometer for Infrared Spectral Technology (ASSIST;
Rochette et al. 2009), an AERI-like instrument that produ-
ces similar high-spectral-resolution radiance observations.

Retrievals of the temperature and water vapor profiles
from the AERI and ASSIST were obtained from the Tropo-
spheric Remotely Observed Profiling via Optimal Estimation
retrieval (TROPoe; formerly known as AERIoe; Turner and
Löhnert 2014; Turner and Blumberg 2019) algorithm. TRO-
Poe uses the Line-by-Line Radiative Transfer Model
(LBLRTM) (Clough et al. 2005) as the forward model in a
Gauss–Newton optimal estimation scheme (Rodgers 2000).
The a priori for the retrieval was derived from a decade-long
dataset of radiosondes launched four times daily from the
SGP Central Facility; only sondes from the calendar month of
the retrieval as well as one calendar month before and after
are used when generating the a priori to insure its representa-
tiveness of the present environment. While TROPoe was
designed for use on AERI radiances, its open design and radi-
ative transfer model–agnostic architecture enable it to be
used for retrievals on a variety of different infrared and
microwave instruments, including ASSIST as was done in the

TABLE 1. Equations of approximations for spatially derived kinematic and advective quantities. Overbars represent the mean
values along a given segment of the polygon using the observed values at the end of that line segment (the vertices of the polygon).
The primes for the scalar quantities in the advection calculations represent the residual scalar values after the mean value at all
vertices has been removed. While the right-hand side of the advection equations includes a term that calculates the mean of the
residuals along one side, each side includes only two points. The residuals were calculated relative to three or more points, and so
this term typically does not resolve to zero. After Helms and Hart (2013).
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FIG. 1. Map of the ARM SGP domain, including the location of
the Central Facility (C1) and the four extended facilities (locations
starting with “E”), along with elevations (in m). The inset map
shows the location of the domain within the state of Oklahoma.
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present work. (Hereafter, when this paper refers to the AERI
profiles, that also includes the profiles retrieved with the
TROPoe algorithm from the ASSIST spectra.) The informa-
tion content present in the infrared spectrum decreases expo-
nentially with height, with effectively no additional
information added at heights more than 3 km above ground
level; this is well beyond the effective maximum range of the
DLID. Since clouds are optically thick at infrared wave-
lengths, no new information can come from within or above
the cloud and so TROPoe effectively only retrieves up to
cloud base when clouds are present. No retrievals are possible
during precipitating conditions due to the strong infrared
emittance of raindrops; at these times an automated hatch
covers the instrument foreoptics to protect them.

It is imperative for observations of the atmosphere to
include some measure of uncertainty. Since the advection
algorithm requires the use of two different types of instru-
ments (AERI and DLID) each with their own error
characteristics, a method of integrating these individual
uncertainties into a total instrument uncertainty for the
retrieved product needed to be developed. A TROPoe
retrieval includes a full posterior error covariance matrix,
which includes the contributions from both the uncertainty
in the radiance observations, the uncertainty in the a priori,
and the sensitivity of the forward model used in the
retrieval. Since thermodynamic retrievals are an ill-posed
problem, the solution state is an attempt to find the statisti-
cally most likely solution for a given spectral observation.
However, within the limits of the uncertainty of the
observed spectra, an infinite number of solutions are math-
ematically valid. The derived uncertainty can be used to
reconstruct additional valid profiles from the solution state
using the following equation (Rodgers 2000):

X̂ 5 S1=2Z 1 X, (5)

where X̂ is the perturbed profile, X is the retrieved profile, S is
the posterior covariance matrix, and Z is a vector of normally
distributed random numbers (one for each level of the profile)
drawn from a distribution with a mean of zero and a standard
deviation of 1. Through repeated Monte Carlo sampling, addi-
tional valid solutions can be generated with each solution
lying within the envelope of uncertainty and the vertical cor-
relations between the various levels remaining intact.

Since the wind observations lack posterior covariance
matrices, the approach for handing instrument uncertainty
was more straightforward. The DLID wind profiler data prod-
uct generated by the ARM program contains one-sigma
uncertainties for both wind speed and direction (Newsom
et al. 2017), and the uncertainties between two different levels
are assumed to be independent. The profiler observations of
speed and direction at each level were perturbed by a nor-
mally distributed random number with a mean of zero and a
standard deviation taken from the ARM product. While this
approach could result in unphysical values (i.e., perturbations
could create wind speeds less than zero or wind directions
greater than 3608), these anomalies naturally resolved them-
selves when the speed and direction were converted to wind

vector components u and y for implementation in the line-
integral calculations. In the present work, the final value for a
given parameter and the instrument uncertainty was found by
calculating that parameter for 200 separate realizations of per-
turbed thermodynamic and wind profiles, then taking the
mean and standard deviation of those values.

The AERI thermodynamic retrievals and the DLID wind
profiles have separate vertical and temporal spacing. AERI
profiles are retrieved on a vertical grid with spacing that
increases approximately exponentially with height, while the
DLID profiles are output on a vertical grid with approxi-
mately 26-m vertical spacing that begins 91 m above the sur-
face. After the data were perturbed as outlined above, they
were then interpolated onto a common grid to facilitate analy-
sis, with vertical spacing of 50 m and a temporal interval of
15 min. The elevation of the terrain in north-central Oklahoma
is not constant and so approximately 100 m of relief is found
between the lowest and highest observing facility (as seen in
the elevation map in Fig. 1); however, in practice this works
out to a slope less than 0.02%. The calculations were made
relative to the same heights above ground level at all sites.
Calculations are performed on a level-by-level basis, which
means that correlations between calculated quantities at adja-
cent levels are a natural consequence of the correlations
present in the input profile instead of an artifact of the calcu-
lation technique.

With the arrangement of one central site surrounded by
four extended facilities, there are multiple polygons that can
be drawn with a site at each vertex (Fig. 2). This includes a
quadrilateral with the four extended facilities at each vertex
(hereafter called “all”), four triangles with each vertex con-
sisting of an extended facility (called “ne,” “se,” “sw,” and
“nw”), and four triangles with one vertex at the central facility

FIG. 2. Schematic of the various polygons that can be defined by
the five observation site nodes that comprise the ARM SGP net-
work. The “all” polygon is a quadrilateral that is comprised of the
four extended facility observing sites. The four polygons named
after compass directions are triangles with an extended facility
site at each vertex. The four polygons named after relative direc-
tions are triangles with vertices at two extended facilities and one
vertex at the central facility.
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and two vertices at the extended facilities (called “up,” “left,”
“down,” and “right”). The triangles composed of extended
facility vertices are approximately half the size of the “all”
polygon, while the triangles that include the central facility as
a vertex are approximately one-quarter that size. If the value
for advection or other field quantities is constant across the
domain, then the sign and magnitude of the Green’s theo-
rem–based method for determining those values will be con-
sistent across the various polygons. In practice, variations will
be seen between the different polygons as each represents a
different region over which the target variables are being
assessed.

4. The meteorology of 8 August 2017

To evaluate the appropriateness and utility of the Green’s
theorem method to calculate these parameters, both model
and observational data over the course of a particular 24-h
period are examined. The target day, 8 August 2017, was cho-
sen because it took place during a large field campaign and
thus is of interest to a larger research community, but it was
also synoptically quiescent and therefore well suited for the
analysis of smaller-scale processes. The Land Atmosphere
Feedback Experiment (LAFE; Wulfmeyer et al. 2018) was a
field campaign during the month of August 2017 devoted to
investigating interactions between the atmosphere and the
surface, and the regular SGP observations were augmented
with additional passive and active remote sensing instrumen-
tation. Project goals included observing profiles of fluxes,
evaluating similarity relationships, and characterizing the
moisture budget within the experiment domain. Clearly,
achieving these objectives depends to some degree on quanti-
fying the advection: observations of changes in water vapor at
the SGP Central Facility are a function of local influences on
the water vapor content as well as changes due to advection.
By using the methods described here to calculate the magni-
tude of the observed change caused by advection, it is then
possible to determine the influence of the local environment
on the atmospheric state. This initial analysis is contempora-
neous with one of the LAFE intensive operation period
(IOP) days to support the analysis of data from this campaign
even though none of the additional instrumentation deployed
during LAFE was necessary for the results shown here; simi-
lar investigations using the routine ARM observations can
therefore be carried out as far back as spring 2016 when the
extended facility network was developed and Doppler lidars
and thermodynamic profilers were deployed at the various
facilities (Gustafson et al. 2020).

A broad anticyclone covered much of the central United
States (including the SGP domain) on this day so observed
changes in the atmospheric state were mostly locally driven.
Due to the position of the SGP site relative to the center of
the anticyclone located around southeastern Iowa to north-
eastern Illinois, surface and near-surface winds at the various
ARM observing sites were from the east and north as
opposed to more southerly or westerly as would be expected;
as a result, advective tendencies tended to be cool and dry
during the daytime hours rather than the warm and moist

advection one would anticipate. A cold front stretching from
central Texas east-northeast to Virginia slowly sagged to the
southeast on 8 August, eventually stalling out and becoming a
stationary front that roughly paralleled the coast of the Gulf
of Mexico a few hundred kilometers inland. While the front
was well separated from the SGP domain, it nevertheless had
a key impact on the conditions in the target area as it meant
that the warm, moist air that typically flowed northward from
the Gulf into Oklahoma remained well to the south during
this period allowing the northerly and easterly flow to domi-
nate. The lack of synoptic forcing coupled with a moist
boundary layer and little convective inhibition meant that
while there was little large-scale cloudiness driven by dynam-
ics, locally forced shallow cumulus formed throughout the
domain during daytime hours. As solar heating diminished in
the late afternoon, the cumulus field dissipated and the skies
were once again clear by sunset.

5. Algorithm evaluation

a. Results from 8 August 2017

Gridded model output can be used to help evaluate the effi-
cacy of the Green’s theorem–based approach as well as iden-
tify the impact of changing the size and location of
observation sites. Ultimately, quantities like advection and
vorticity are defined as combinations of linear derivatives of
smoothly varying functions. By applying finite differencing to
the fine-scale NWP analysis grids, approximations of the spa-
tial derivatives and gradients of the wind and thermodynamic
fields can be calculated and values for advection and other
quantities based on the original definitions of these terms can
be determined. Such an approach is not unique to this particu-
lar study; Bony and Stevens (2019) used model output to eval-
uate the role that the distribution of dropsondes has on the
magnitude and uncertainty of line-integral calculations of
divergence. The present study uses analysis output from ver-
sion 2 of the operational High-Resolution Rapid Refresh
(HRRR; Smith et al. 2008; Benjamin et al. 2016) model, which
was operational at the time. Finite differences are calculated
between the individual 3-km grid cells to arrive at the advec-
tion and wind field kinematic parameters for each individual
cell, then the value from all of the cells within each of the pre-
defined polygons are averaged together to determine a repre-
sentative value for that polygon. By applying the Green’s
theorem method to the same model grids (i.e., by extracting
model profiles of temperature, humidity, and wind at each
ARM site and calculating the target parameters on that subset
of collected profiles) a direct comparison of the efficacy of the
Green’s theorem method versus the finite difference defini-
tion can be made. Should there be substantial agreement
between the two methods, then it is possible to state that the
Green’s theorem method is a reasonable approximation for
the derivative-based definition and thus suitable for scientific
analysis.

Figure 3 illustrates the results of such an analysis for the
8 August 2017 case. Here, HRRR 0-h analyses are used to cal-
culate time–height cross sections of the derived quantities
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using two different methods. The left column uses the Green’s
theorem–based method described above. Profiles of tempera-
ture, mixing ratio, and winds are taken from the locations of
the four extended facilities, and the equations from Table 1
are used to calculate the desired parameters. The right col-
umn of Fig. 3 displays the mean results from finite differenc-
ing calculations of the desired parameters for each cell within
the “all” domain. Shearing and stretching deformation are
not presented here, but their performance is similar to the
other kinematic quantities. Clearly, there is strong qualitative
and quantitative agreement between the two methods with
every parameter agreeing well in both magnitude and sign;
for example, the mean absolute difference between the two
temperature advection plots is only 0.06 K h21. While there
are some subtle differences between the two methods, overall
confidence is high that the Green’s theorem method is a suit-
able tool for evaluating advection and other derived quanti-
ties with a network of vertically profiling observation sites.
Similarly, Bony and Stevens (2019) found good quantitative
agreement between Green’s theorem calculations of diver-
gence (and the associated vertical velocity) and the direct
model output.

Another method to assess the utility of the Green’s theo-
rem method is to evaluate the variability of the results as cal-
culated for the different polygons that can be made using
various combinations of the central and extended facilities.
Figure 4 shows the results for the Green’s theorem–based
moisture advection for each of the nine polygons outlined in
Fig. 2. Qualitatively, the nine polygons show good agreement
with each other, though it is clear that nonnegligible differ-
ences do exist between them. For example, while most of the
polygons illustrate moist air advection from 1200 to 1600
UTC between 0.5 and 1 km AGL, three of them (“nw,” “ne,”
and “up”) are actually exhibiting strong dry-air advection at
those times and heights. Each of those three polygons share
one leg in common (the E32 to E41 leg, as seen in Fig. 1, that
represents the northern border of the SGP domain) which
implies that the mean moisture and/or wind conditions along
that leg are well displaced from those along the other legs
within the domain. A more extreme example of variability
between domains is shown later (see Fig. 6), which illustrates
the time–height cross sections of temperature advection for
the same period depicted in Fig. 5. Here, it is clear that the
sign of the temperature advection for three polygons (“ne,”

FIG. 3. Time–height cross section for 8 Aug 2017 of various derived parameters as calculated from HRRR model
analyses of atmospheric conditions within the “all” polygon. (left) Results obtained by the Green’s theorem method of cal-
culating advection from the four individual observation sites and (right) the mean values of the same derived quantities as
calculated by finite differences for each model cell within the polygon. Times are in UTC; heights are in kmAGL.
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“right,” and “up”) is reversed compared to the other six poly-
gons. As seen before with the anomalous water vapor cross
sections, these outlying polygons have some commonality:
they all have a common point in E41. Similar behavior (not
shown) was also seen when comparing the finite differencing
results from these polygons to the others. While it is challeng-
ing to definitively state that a given calculation is truly repre-
sentative of a heterogeneous environment, it is true that
adjacent polygons are representing different locations and dif-
ferences between the calculated values from one polygon to
the next are due, in part, to physical changes in the environ-
ment and not just an artifact of how the polygons are defined.

To quantify that last point, the HRRR analyses can be used
to determine the impact of polygon definition on the calcu-
lated values. In this case, the locations of the observing sites
can be displaced via a Monte Carlo approach to see how
slightly modified polygon shapes can impact the calculated
values. The locations of each of the four observing sites in the

“all” polygon were displaced in both the x and y directions by
a random value chosen from a normal distribution with a
standard deviation of 10 km, which is approximately 20% of
the spacing between sites, to discern how the calculated
results would change if ARM had chosen slightly different
locations for its sites. A total of 10 000 trials were carried out
and the mean and standard deviation of the target quantities
were calculated at every time and height during the evalua-
tion period. The mean (not shown) corresponds nearly identi-
cally with the unperturbed plots displayed in the left column
of Fig. 3. The standard deviation can serve as a measure of
the variability of the measured parameter as the domain
changes, which in turn helps quantify the impact of site repre-
sentativeness. This is not a true uncertainty or error, since
even a perfect measurement will experience variability when
the measurement domain changes in a nonuniform field. Still,
it is instructive to assess how much the measured quantities
change with the changing domain, and the standard deviations

FIG. 4. Time–height cross section of water vapor advection (in g kg21 h21) calculated from the HRRR analyses using the Green’s theo-
rem method for 8 Aug 2017 over each of the nine different polygons defined in Fig. 2. Times are in UTC; heights are in km AGL. (top
left) “All” is equivalent to Fig. 3c.
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are shown in Fig. 6 for temperature advection (top panel) and
vorticity (bottom panel) provide one estimate of the sampling
error associated with the location of the vertices. For most
times and heights, these sampling errors amount to approxi-
mately a 20% envelope of variability around the mean value
for both the temperature advection (which includes both tem-
perature and wind information) and the vorticity (which only
relies on winds). However, there are instances in which these
sampling errors can increase to over 200% as the domain
expands to include nearby locations with substantially differ-
ent conditions, or to even larger percentages when the mean
value approaches zero and the resulting relative error
requires dividing by a near-zero number.

b. Multiday statistical analysis

While it is instructive to look at these single-day analyses to
gain an overview on the behavior of the Green’s theorem
method, additional insight into the implementation of this
method can be gained by evaluating statistical correlations

between the Green’s theorem and finite differencing methods
over a longer period of time. In this section, the HRRR
analysis dataset is expanded to include several adjacent days
(1–9 August 2017) to compare the two methods and provide
more insight into their relationship with one another. The
lowest 14 model levels (from the surface to approximately
3 km) from analyses generated every three hours were used
in this section. Only the 0000 UTC data from 5 August 2017
were available for this analysis, and significant storms during
the 0000 UTC run on 4 August 2017 caused significant cold
pooling and strong deviations between the two methods, so
those values were excluded so that more quiescent conditions
were present. This is not considered to be a significant limita-
tion as AERIs are unable to operate during precipitation any-
way, and therefore, these conditions are more representative
of real-world observations. As before, the Green’s theorem
method was applied to the HRRR data by extracting vertical
thermodynamic and kinematic profiles from the grid point
nearest to the vertices of the desired polygon, then compared

FIG. 5. As in Fig. 4, but for temperature (in K h21).
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to the mean values calculated from finite differencing
between all grid cells within that polygon.

When using the Green’s theorem method, it is assumed
that the meteorological conditions along the sides of the
polygon are linearly and monotonically varying such that
the mean values of the endpoints of a given side are

representative of the conditions along the side. Michael
(1994) notes that one way to ensure that this assumption is
valid is to increase the number of observation sites so that the
linear line-integral approximation applied here behaves more
like a true line integral. The HRRR output facilitates an anal-
ysis of the impact of additional observation sites. Here, a total
of 8, 16, and 32 sites are evaluated relative to the “all” poly-
gon with 4 sites by simply placing new observation points half-
way along each polygon side, then halfway between those
points, and halfway again. The calculations are then compared
to the finite differencing results. Since this process preserves
the location and shape of the polygon, the finite differencing
results are identical in each of these tests. Figure 7 is a scatter-
plot of temperature advection for the 4, 8, 16, and 32 point
calculations. It is clear that doubling the number of observa-
tion points to eight shows a slight improvement relative to the
original four points, but any additional increase in observation
density has little impact. This is consistent with the findings of
Michael (1994), which showed that this truncation error had
very little impact for polygons with five points or more,
though different from Bony and Stevens (2019), which found
that doubling or quadrupling the number of points continued
to decrease the uncertainty of their divergence calculations.
Figures 8 and 9 show similar plots for water vapor and vortic-
ity, respectively. As before, the additional benefit beyond the
first doubling of observation density is weak. A key takeaway

FIG. 6. Time–height cross sections of the domain-based uncer-
tainty in the calculated (top) temperature advection (in K h21) and
(bottom) vorticity (in s21).

FIG. 7. Scatterplot of the calculated temperature advection (in K h21) for the finite difference (x axis) and Green’s
theorem (y axis) methods for the multiple-day model dataset, evaluated over the SGP domain but with different
numbers of simulated observing points. The correlation coefficient is displayed in the lower-right corner of each
panel. The 1:1 line is also plotted.
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from this analysis is that even when the fewest number of
points are used, the correlation between the finite differencing
and Green’s theorem methods is strong and there appears to
be little influence by the alongside variability. The Green’s
theorem method also implicitly assumes that the air flowing
through the domain is unaffected by latent or sensible heat
fluxes to or from the surface as such exchanges could not be
accounted for by only evaluating conditions on the periphery
of the domain. However, the strong correlation between the
two methods of observing the target quantities, especially for
the 32-point case which has very little linear approximation
error, implies that the impact of these exchanges is small for
the cases evaluated here.

This dataset also provides the opportunity to evaluate the
impact of domain size on the relationship between the finite
differencing and Green’s theorem results. To evaluate this,
the locations of the four observation sites that comprise the
“all” polygon were displaced inward and outward in both lati-
tude and longitude in 0.18 increments from 20.28 to 2.08 away
from the original coordinates. This resulted in 23 domains
that ranged from approximately 0.1 times to over 50 times the
area of the original domain. Once again, the advection, vortic-
ity, and other parameters were calculated for each domain as
described above. To help facilitate understanding, a charac-
teristic domain length was calculated for each domain which
is simply the square root of the domain area, and Fig. 10 illus-
trates the correlation between the two methods as a function
of this domain length. The SGP network has a domain length

of approximately 70 km, which is depicted with a vertical
dashed line. After an initial ramp-up, all quantities tend to
have worse correlations with increasing area size, with several
quantities exhibiting rapid drop-offs at 120 km and beyond. In
fact, the existing spacing of the SGP network appears to be
well suited to making these kinds of measurements as the
correlations for that domain are among the highest for any
domain size.

The HRRR analyses can also be used to inform the degree
to which the domain size can impact the uncertainties of the
observation. Here, Monte Carlo sampling can assess the
impact of instrument uncertainty as a function of domain size.
Whereas the previous analysis investigated how slightly differ-
ent placing of the existing sites could impact the observed val-
ues, here the “all” polygon is expanded and contracted to
encompass a range of areas that encompasses over two orders
of magnitude. For small domains, uncertainties in the thermo-
dynamic or wind observations will have a more substantial
impact than they will for large domains. For example, a 0.5-K
error in temperature will cause a much greater impact when
the domain is small and the conditions at the polygon vertices
are similar than when the domain is large and the values at
the four corners differ significantly. To test this, the modeled
profiles are perturbed by random values with a mean of zero
and a standard deviation of 0.6 K, 0.5 g kg21, and 0.5 m s21

for the temperature, mixing ratio, and wind speed, respec-
tively, values that are typical for the observed uncertainty at
1 km AGL (Turner and Löhnert 2014). The advection was

FIG. 8. As in Fig. 7, but for moisture advection (in g kg21 h21).
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then calculated using the Green’s theorem method using
these perturbed values on domains that were adjusted in the
same manner as they were for Fig. 10 above. In addition, sam-
pling uncertainty is assessed by rotating each polygon around
the SGP central facility (C1 in Fig. 1) in increments of 158 and
finding the standard deviation of the mean advection values

for each orientation. A total of 50 trials were carried out at
four different model levels for each of 24 different orienta-
tions of 23 different polygons at 3-h intervals on the 14 lowest
levels of the model. Results showed that sampling uncertainty
was typically one order of magnitude less than the instrument
uncertainty regardless of domain size. The total (instrument
plus sampling) uncertainty is shown in Figs. 11 and 12 for tem-
perature and water vapor mixing ratio, respectively. Since the
height above ground for a given model level varies from one
point to the next, the height values given for each subpanel
are approximate heights evaluated at the grid point nearest to
the SGP central facility. It is readily apparent that the abso-
lute uncertainty decreases with increasing domain size, as
expected; Bony and Stevens (2019) found similar results when
calculating divergence uncertainty on different domain sizes.
Uncertainties are also generally larger during the nighttime
hours than during the day, due to faster winds at night and a
greater magnitude for the advection.

Since the absolute uncertainty decreases with increasing
domain size, the temptation may be to space observing sites
as far from each other as feasible to minimize the impact
of the instrument uncertainty on the calculated values. However,
the magnitude of the calculated parameters goes to zero as
the domain gets larger. As noted in Table 1, regardless of the
parameter being sought, all values are determined by first cal-
culating a sum then dividing by the area. Even though placing
observation sites far apart likely results in greater differences
in meteorological conditions between the sites (and thus,
small-scale variability between the sites would not be captured

FIG. 9. As in Fig. 7, but for vorticity (in s21).

FIG. 10. Correlation between the finite difference and Green’s
theorem calculations of advection, vorticity, and divergence, as a
function of domain length (in km, representing the square root of
the domain area) for the multiday model dataset. The dashed verti-
cal line at approximately 70 km represents the domain length of the
SGP network.
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in the advection calculation), the increase in area far surpasses
these differences and the magnitude of the advective or kine-
matic parameter goes to zero. The spacing of the SGP sites
(marked with the dashed black vertical line in Figs. 11 and 12)
is well suited for these calculations: the sites are far enough
apart that uncertainty is much less than it would be if the sites
were even a few kilometers closer together, but not so far
apart that the targeted observations are too close to zero to
be useful. This existing spatial scale matches well with cur-
rent-generation climate model resolution, meaning that these
calculations can be used to assist in evaluating similar parame-
ters in climate model output.

6. Observed results

Results from the AERI/DLID profiler network for the
“all” polygon are shown in Fig. 13 along with their associated
uncertainties due to instrument error. These values were cal-
culated by perturbing the temperature, moisture, and wind
input profiles as described in section 3, conducting 200 Monte
Carlo trials, and taking the mean of those trials to obtain the
desired quantity and the standard deviation to find its uncer-
tainty. The times, heights, and color bar ranges here are the
same as those in Fig. 3, so direct comparisons of the modeled
and observed values are possible. At this time of year, local
time is UTC 2 5 h, and sunset and sunrise for 8 August 2017

were at 0128 and 1142 UTC, respectively. Overall, there is
good qualitative agreement between the temperature advec-
tion observations and its modeled equivalent: for example,
the mostly warm air advection in the lowest kilometer of the
atmosphere that can be found before 1800 UTC switches sign
and becomes cold air advection in the late afternoon in both
the modeled and observed advection. The moisture advection
is somewhat more challenging to interpret: while both model
and observations indicate the PBL is drying due to negative
moisture advection throughout the observed period, the
observations tend toward more moist air advection during the
morning and early afternoon than is seen in the modeled val-
ues. The instrument uncertainties for both temperature and
water vapor advection are larger at night than they are during
the day, as was seen earlier in the synthetic study (Figs. 11
and 12). The wind-only parameters of vorticity and diver-
gence show better agreement between observations and the
model during the evening and overnight hours than the day-
time, which is to be expected when flows are more steady
state and fewer transient phenomena are occurring at time
scales that are too fine to be resolved by an hourly model.

The observations illustrate some of the relative advantages
and disadvantages of the two instruments used here, as well
as some of the structures and phenomena that are unable to
be captured by the model’s hourly output. The active observa-
tions of the DLID enable it to observe more structure in the

FIG. 11. Theoretical uncertainty in temperature advection (in K h21) as a function of domain length for four different
heights above ground level. Colors represent time of day (in UTC).
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vertical profiles than is possible with the retrieved thermody-
namic profiles from the passively observed AERI spectra.
Furthermore, more degrees of freedom of the signal (i.e.,
information content) are present in the TROPoe temperature
retrievals than in the water vapor retrievals. Therefore,
the water vapor shows more smearing in the vertical structure
than the temperature, while both have less structure than the
winds do. However, the AERI is able to produce vertically
continuous profiles throughout the depth of the lower tropo-
sphere while the DLID is limited to depths where sufficient
backscatter can be found; Fig. 14 shows that heights with
usable signal are both highly variable with time and can con-
tain vertical gaps. Since multiple DLIDs are required for a
calculation, the calculated results are limited to the heights
attained by the DLID with the worst performance at a given
time. Note that the active approach to remote sensing results
in a blind zone near the surface of approximately 100 m as the
instrument requires a finite time to transition from emitting to
receiving. Unlike the advection observations, the kinematic
observations have the greatest uncertainty during the daytime
hours. This is because boundary layer turbulence forced by
daytime heating increases the likelihood that the wind viola-
tes the assumption that horizontal flow through the conical
scan volume is constant at a given height (Newsom et al.
2017). Since vorticity and divergence are both comprised of
different combinations of linear differences of u and y winds,
the uncertainties of those two parameters are very similar,

though the uncertainty in the divergence is slightly larger than
the uncertainty in the vorticity.

Differences between the modeled and observed quantities
are not necessarily due to limitations of the instruments or the
observing method, as the model is not a perfect representa-
tion of the atmospheric state at a given place and time, espe-
cially at the scale of these observing systems. Rather, these
model–observation comparisons are presented here in order
to qualitatively illustrate how the same method can produce
similar results when applied to two different data sources.
While there are concerns about the structure and vertical
extent of the observations, they clearly have some advantages
over the model analysis, including finer vertical and temporal
sampling and a likely better representation of the actual state
of the PBL. Although work has been done to illustrate the
benefits of assimilating AERI observations into numerical
weather models (e.g., Lewis et al. 2020; Coniglio et al. 2019;
Hu et al. 2019; Degelia et al. 2020), there has been less of a
focus on evaluating model performance with these kinds of
observations and it is currently difficult to ascertain how
model error may be affecting these intercomparisons. A clear
example of structures resolved by the rapid sampling of the
observations can be seen in the afternoon hours of the diver-
gence cross section, where strong coherent divergence and
convergence structures alternate on roughly an hourly time
scale. Since this represents the mean divergence over an area
that is hundreds of square kilometers in size, these are not

FIG. 12. As in Fig. 13, but for water vapor mixing ratio (in g kg21 h21).
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plumes associated with individual convective clouds but
instead represent a phenomenon occurring on a larger scale.
Resolving and investigating phenomena like these are a major
reason why the network-based approach to calculating advec-
tion and kinematic parameters is useful for increasing our
understanding of atmospheric processes.

As was previously done with the model output, it is important
to assess how the choice of polygon impacts the parameters cal-
culated from observations. Figure 14 illustrates the temperature
advection from each of the nine polygons. There are two key
characteristics in this figure that are worth noting: first, since the
DLIDs have varying vertical extents at each location due to the
local presence of scatterers, the height of the observed products
varies among each of the polygons. Second, the reversal in sign
for three polygons that was evident in the model results (“ne,”
“up,” and “right” in Fig. 5) is also present here. This lends cre-
dence to the idea that such a phenomenon is a legitimate signal
rather than an artifact of how the data are being observed and
the target parameters are being calculated, although this is
somewhat tempered by deeper layers of positive advection in
the observations as compared to the model for those polygons.
Again, though, perfect correspondence between the observed
and modeled values is not anticipated.

7. Summary and conclusions

Kinematic wind parameters, temperature advection, and
moisture advection are fundamentally important characteris-
tics of the environment that have a profound impact on the
evolution of the atmospheric state on a wide spectrum of spa-
tial and temporal scales, but can be challenging to observe
directly from real-world observations that are not deployed
on a uniform grid. Techniques have been developed to use
the vector calculus–based Green’s theorem approach to
approximate the advection, vorticity, divergence, and defor-
mation over a finite domain directly from a network of obser-
vations. The present work applies such methods to the
continuous observations of temperature, moisture, and winds
from the ground-based profiling network at the ARM Southern
Great Plains site in Oklahoma.

A multistep approach was used to illustrate the effective-
ness of these methods beginning with a single day for analysis.
Hourly analyses from the operational HRRR model were
used to compare finite difference calculations (for which
advective and kinematic quantities can be calculated directly
from their original definitions) to the Green’s theorem
method. Strong qualitative agreement between the two meth-
ods was found so long as one assumes that the mean

FIG. 13. Time–height cross sections of DLID (and AERI, where appropriate) observations of advection, vorticity,
and divergence for the “all” polygon along with uncertainties of the same as derived from the uncertainty of the
observing instruments.
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advection through the evaluation polygon is the same as the
mean of the advection from each model grid cell within that
area. The variability in calculated quantities among different
polygons was demonstrated, and while it was found that mag-
nitudes and signs of the target parameters can vary from one
polygon to the next, both methods largely agreed for a partic-
ular polygon. Since the polygons encompass different areas
with different conditions along their edges, changes between
polygons are not necessarily a limitation of the observing
method, but instead one measure of the sampling error of the
method. The role of site selection and its impact on the calcu-
lated parameters was also explored through a Monte Carlo
simulation in which the locations of the observing sites were
randomly displaced. It was found that changing the locations
of the profiling nodes has an impact on the calculated values
that, while usually small, can occasionally rise to be greater
than the magnitude of the calculation itself, especially as the
calculation changes sign. Clearly, great care must be taken
during the deployment of an observing network to ensure

that the observation site is representative of the larger area if
accurate low-level advection and derived wind field observa-
tions are desired, as a nonrepresentative site can have a sub-
stantial impact on the accuracy of the calculations through the
introduction of specious values for the vertex observations.

Additional testing to determine how the number of sites
and the size of the domain can influence the observations and
their uncertainties was also undertaken. In this case, over a
week’s worth of analyses taken every 3 h from the HRRR
were used to create a dataset representative of a longer period
of time. As before, the gridded HRRR output was used to cal-
culate values using both the finite differencing and Green’s
theorem methods. For the SGP domain, both methods had
strong correlations for all targeted parameters regardless of
the number of observation points. The strongest correlations
were found for domains between 50 and 70 km on a side (a
distance that is representative of the SGP domain), and
decreased with increasing size. Uncertainties were at a maxi-
mum for the smallest domain evaluated, and were higher

FIG. 14. Time–height cross sections of AERI1DLID–observed temperature advection (in K h21) for each of the nine polygons created
from the nodes in the ARM SGP observing network.
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during the afternoon and at higher altitudes than for other
times and heights. Sampling errors were found to be approxi-
mately an order of magnitude smaller than the uncertainty in
the derived quantity caused by instrument uncertainty.

Following these synthetic tests, the Green’s theorem
method was applied to the real-world remotely sensed profiles
of temperature, mixing ratio, and winds available from the
ARM SGP observing network to create time–height cross sec-
tions of the advective and kinematic parameters. The observa-
tions qualitatively agreed with the model results illustrated
earlier, though kinematic quantities showed better agreement
during the nighttime hours than during the day. Instrument
uncertainties for the observations were also calculated using a
Monte Carlo approach, demonstrating that the uncertainties
are usually on the order of 10%–20% of the absolute magni-
tude of the parent quantity and are larger at night for the
thermodynamic quantities but larger during the day for the
kinematic ones.

Although a single day of observations is presented here as
a proof of concept, it is important to note that the ARM SGP
profiling network has been operating nearly continuously
since 2016 with only occasional downtimes for maintenance
and instrument replacement. Therefore, a large dataset exists
that can be used to calculate the advective and kinematic val-
ues over a long period of time. The SGP network is well
suited for making these calculations from observations, and
this work demonstrated this network is well sized for such a
purpose. For the cases investigated here, the correlation
between the Green’s theorem method and values calculated
from finite differencing is near its maximum when calculated
over a domain the same size as the extant network. Further-
more, the uncertainties are smaller than they are for larger
domains, yet the domain is not so large that the desired
parameters tend toward zero. While it may be that the ideal
domain size varies depending on synoptic flow and other con-
ditions, based on the results found here it is recommended
that future deployments of observing networks attempt to
place the sites approximately 60–70 km apart to maximize the
utility of these observations for advective and kinematic field
calculations.

One of the primary objectives of LAFE is to use observa-
tions to close the water vapor and temperature budgets over
the SGP site (Wulfmeyer et al. 2018), and the work presented
here can help quantify components of the budgets that have
historically been difficult to measure. With a multiyear dataset
available, the approach outlined here can be used to evaluate
seasonal tendencies in advection, the dependence of the mag-
nitude of the advection based upon wind speed and direction,
and an investigation on how the annual cycle of crop growth
and land cover changes can impact the moisture advection
through the SGP domain. Future work will also assess charac-
teristic changes in advection throughout the diurnal cycle.
The impacts of specific phenomena on the temperature and
moisture budgets over the region can also be addressed using
the procedures outlined here.

Finally, while this approach was demonstrated for ground-
based profiling systems, it need not be limited to just those
observations. As noted earlier, vorticity and divergence have

been calculated from dropsonde profiles. Furthermore, collo-
cated observations of thermodynamic values with atmo-
spheric motion vectors from satellites could be used to
produce similar values over a much larger array of polygons.
With future generations of satellites promising hyperspectral
profiling from geostationary orbit, it would be possible to gen-
erate near-continuous assessments of upper level divergence
and advection on a continental scale in near–real time.
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