
1.  Introduction
This paper describes an ongoing effort to model and forecast plasma density irregularities in the postsunset 
equatorial F-region ionosphere, the phenomenon responsible for ionogram spreading (“equatorial spread F” or 
ESF) and a wide range of related space-weather effects (see reviews by Ossakow  (1981), Woodman  (2009), 
Kelley et  al.  (2011), and Kil  (2015)). The irregularities are understood to be produced by interchange insta-
bilities drawing free energy from the steep bottomside plasma density gradient and the associated flow that 
form at sunset. The theory of ionospheric interchange instability is well explored and relatively straightforward, 
although complexity grows when the effects of ion inertia, neutral winds, shear flow, finite parallel conductivity, 
and electromagnetism are considered (e.g., Dao et al., 2013; Guzdar et al., 1983; Keskinen et al., 2003; Zalesak 
et al., 1982; Zargham and Seyler, 1989) Despite the simplicity of the underlying instability, a forecast method 
outperforming climatological forecasts has yet to be demonstrated.

For most of the last 50 years, methods for assessing the likelihood of instability have centered on evaluating 
the linear instability growth rate using the field-line integration formalism introduced by Haerendel (1973) and 
simplified by Sultan (1996). Haerendel introduced the method to test whether field-line integration could explain 
the then mysterious observation of irregularities in the topside (it could not). The method is now applied broadly 
to the problem of identifying favorable conditions for instability, as put to practice recently by Wu (2015), Ajith 
et al. (2016), Shinagawa et al. (2018), and Tang et al. (2020). While the method is expedient, and while it may 
give a qualitative indication of the likelihood of observing irregularities in some circumstances, it lacks rigorous 
mathematical and physical foundations, as described below. It's efficacy needs to be tested systematically in any 
case. A clue that the analysis is misleading is the fact that the e-folding time is seldom calculated to be less than 
1,000 s, and seldom for very long. Predicted growth rates are therefore too slow to account for the appearance of 
highly developed depletion plumes penetrating well into the topside within 90 min Of sunset, something that is 
often observed (Chapagain et al., 2009; Hysell & Burcham, 2002; Smith et al., 2016) (see also below).

A partial lists of problems with the aforementioned method include: (a) Recombination should not appear in the 
calculation (Huba et al., 1996). (b) The formula given by Sultan (1996) neglects significant spatial variations 
in the driving terms (vertical plasma drift, vertical neutral wind, and gravity) which need to be included in the 
integration kernels with appropriate weighting (Ge et  al., 2018; Hysell et  al., 2006). (c) Magnetic field lines 
are not equipotentials, and the flux-tube integration formalism neglects important parallel-to-B thermal effects 
which alter dynamics and stability (e.g., Drake and Huba, 1987). (d) The linear, local instability growth rate result 
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assumes plane-wave eigenfunctions which only apply when the coefficients in the state equations are constants, 
which they are not. More complicated eigenfunctions must be sought when determining the fastest-growing 
modes (e.g., Satyanarayana et al., 1984; Zargham and Seyler, 1987). (e) When shear flow is present, the eigen-
functions may be neither normal nor complete, and eigenfunction analysis can no longer be relied upon to predict 
the fastest growing irregularities in any case (Flaherty et al., 1999; Trefethen et al., 1993). (f). Nonlinear effects 
can influence irregularity development before and as plumes form (e.g., Hysell and Seyler,  1998; Keskinen 
et al., 2003; Zalesak et al., 1982).

Perhaps most importantly, the conventional Haerendel  (1973) formalism neglects the destabilizing effects of 
purely zonal neutral thermospheric winds that can excite obliquely propagating waves (with respect to the hori-
zontal) which can grow much more rapidly than the zonally propagative waves excited by the background zonal 
electric field, vertical winds, or gravity (Hysell et  al.,  2006; Hysell & Kudeki,  2004). These waves seem to 
be essential to account for the appearance of topside irregularities within 90  min of instability onset during 
quiet-time conditions.

The goal of the present effort is to model irregularity occurrence accurately on a day-to-day basis for one 2 hr 
after sunset. We assert that the gold standard for irregularity forecasting presently is direct numerical simulation 
of potentially unstable ionospheric regions incorporating the most important instability drivers and with accurate 
initial conditions. Our effort so far has involved initializing and driving a regional ionospheric irregularity model 
using incoherent scatter radar (ISR) measurements from the Jicamarca Radio Observatory supported by some 
tuned empirical and physics-based models (see Hysell et al. (2015) and references therein). Modeling is normally 
initialized around sunset and then evaluated approximately 2 hr later, the results compared with coherent scatter 
radar observations of the irregularities that actually occurred.

The aforementioned outcome is not a forecast, however, owing to the requirement of concurrent information 
about the forcing (background zonal electric field and neutral wind profiles mainly) throughout the simulation. In 
this paper, we modify the procedure, extracting the information needed to initialize and force the regional simu-
lation from a global atmospheric ionospheric model, Whole Atmosphere Model with Ionosphere, Plasmasphere, 
Electrodynamics (WAM-IPE). WAM-IPE is running operationally at the National Oceanic and Atmospheric 
Administration Space Weather Prediction Center (NOAA-SWPC) and used to forecast the background conditions 
that control the regional model.

Below, we describe an experimental campaign conducted at the Jicamarca Radio Observatory in September 2021, 
which provided data for our forecast analysis. After describing the regional irregularity model and WAM-IPE, 
we perform a series of tests designed to assess the combined model forecast strategy. Results from the tests are 
then summarized.

2.  Campaign Results
Experiments were performed at the Jicamarca Radio Observatory between 21 and 25 September 2021, a geomag-
netically quiet period. The experiments included ISR measurements of plasma number density, electron and ion 
temperature, zonal plasma drift, and vertical plasma drift profiles. Experiments also included observations of 
coherent scatter from 3 m plasma density irregularities including imaging measurements. The former provide 
information for initializing and forcing the regional irregularity model whereas the latter provide information 
for assessing the accuracy of the model results. Similar experimental campaigns combined with regional model 
assessments have been performed a number of times in recent years—see Hysell et al.  (2015) and references 
therein for details. The results presented here are typical of all the results accumulated and published to date.

Figure 1 shows incoherent scatter data from Jicamarca for the postsunset hours of 24 and 25 September 2021. 
The panels in the figure show information about electron number density, zonal plasma drift speed, and vertical 
plasma drift speed versus altitude and time. Note the presence in the data of a modest prereversal enhancement in 
the background vertical drifts and strong vertical shears in the zonal plasma drifts after sunset.

ISR data such as these are used both to initialize and drive the regional irregularity model described below. At 
the completion of model runs, the results can be compared with incoherent and coherent scatter radar data with 
respect to signatures of ionospheric irregularities. Note that no F-region plumes were observed on 24 and 25 
September 2021 although some narrow bottom-type scattering layers were present at about 250 km altitude. 
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Where irregularities are present, they interfere with the incoherent scatter technique, leaving blank patches in the 
various data fields represented here.

Model initialization will take place at 2300 UT. The electron density profile at 2300 UT is shown in Figure 1, 
second panel from the left, as a green curve. The corresponding profile in the irregularity model at initialization 
time over Jicamarca's location is shown as a blue curve. The model electron density specification at all locations 
is initialized using the SAMI2-PE model (SAMI2 is Another Model of the Ionosphere with Photoelectrons), 
where the equivalence of local time and longitude is assumed (see below). SAMI2-PE can be ‘tuned’ for optimal 
congruity with data through the adjustment of the F10.7 solar flux parameter and parameters controlling the 
time history of the background electric field. In this and every case during the campaign, no tuning was required 
for satisfactory model-data agreement at the time of initialization. Ion composition is initialized using the Inter-
national Reference Ionosphere model (IRI-2016). We could also use SAMI2-PE for the initial ion composition 
specification, but this approach is more flexible, allowing the exchange of SAMI2-PE with other tools that do not 
include composition (e.g., the Parametrized Ionospheric Model (PIM), ionosonde-derived profiles, etc.)

The winds to be applied throughout the model run are derived from the Horizontal Wind Model (HWM14—see 
below). The winds in the simulation are based on HWM14 but tuned to make the measured and modeled zonal 
plasma drifts consistent. Here, the zonal drift profile measured at 0000 UT is shown in the second panel to the 
right in green whereas the model drifts at that time are shown in blue. Tuning in this context generally means the 
application of a multiplicative constant. In this and every case during the campaign, no tuning was required for 
satisfactory model-data agreement.

Note that the galactic center, the main source of noise in the radar measurements, passed directly over the Jica-
marca radar during the experiments, significantly degrading the signal-to-noise ratio and the data quality between 
about 2200 and 0030 UT (1700–1930 LT). The effect is most evident in the zonal drift measurements which have 
the highest experimental uncertainties, being derived from the difference of line-of-sight drift measurements 
from two closely spaced near-vertical beams. The model winds and zonal plasma drifts were therefore assessed 
against the measurements an hour after model initialization in this case when uncertainties in the data were 
smaller.

The ISR campaign data do not indicate very significant differences in the initial conditions circa 2300 UT or 
the background thermospheric winds on different campaign nights, and so we focus on day-to-day variations 
in the background vertical drifts. Figure 2 shows the vertical drift data for the entire campaign. The behavior 
of the background vertical drifts and the prereversal enhancement in particular varied dramatically from night 
to night, as is typical even during quiet times (Fejer, 1997). The occurrence of F-region irregularities and radar 

Figure 1.  Example incoherent scatter radar data versus universal time and altitude for 24 and 25 September 2021. Note that UT = LT + 5 hr. From left to right, the 
panels depict electron density (a), electron density profiles at 2300 UT (1800 LT) (b), zonal plasma drifts (c), zonal plasma drift profiles at 0000 UT (1900 LT) (d), 
and vertical plasma drifts (e). Superimposed on the rightmost panel are height-averaged vertical drifts versus time plotted against the scale at the extreme right. Green 
curves represent observations whereas blue curves are model values (see text). No F-region plumes were observed during the times shown.
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plumes also varied drastically from night to night, as indicated indirectly in Figure 2 by blank patches where the 
incoherent scatter technique could not be applied. Backscatter plumes reached an altitude of 400 km by 0100 UT 
on 21 and 22 September, 600 km by 0100 UT on 22 and 23 September, and 600 km by 0030 UT on 23 and 24 

Figure 2.  Vertical plasma drift data from Jicamarca similar to the rightmost panel in Figure 1 except for all five campaign 
days. Height-averaged vertical plasma drifts are plotted against the scale on the right of each panel. Blank patches in the 
F-region in the data field are indicative of coherent scatter, irregularities, and equatorial spread F plumes.
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September when they exited the upper boundary of the plotted data set. Only bottom-type irregularities, which 
are nearly ubiquitous over Jicamarca, were present on 24 and 25 September 2021 and 25 and 26 September 2021.

While irregularity development appears to be correlated at least superficially with the intensity and duration of 
the prereversal enhancement, a quantitative association requires direct numerical simulation. Such simulations 
were undertaken as described below. The ultimate goal of this work is to be able to perform such simulations 
before the radar data are acquired.

3.  Model Descriptions
The regional ionospheric irregularity model used here was described in detail by Hysell et al. (2018). The model 
has two components. One component is a linear potential solver that solves the quasineutrality condition for the 
perturbed electrostatic potential in three dimensions. The solver considers Pedersen, Hall, and direct currents 
along with thermal currents associated with perpendicular, diamagnetic, and parallel diffusion and currents due 
to gravity. The solver uses a conjugate gradient method with ILU (incomplete lower upper) preconditioning and 
pivoting. Mixed (Robin) boundary conditions are used in each spatial dimension. The spatial resolution is of the 
order of a few km in each dimension.

The model is cast in magnetic dipole coordinates and considers NO +, O2 +, O +, and H + ions together with elec-
trons. The second component of the model is a finite-volume code which advances the ion species forward in 
time according to the equation of motion for ion dynamics which are solved explicitly. The model uses a flux 
assignment scheme based on the total variation diminishing (TVD) condition. It incorporates monotone upwind 
schemes for conservation laws (MUSCLs) with flux limiting and a second-order TVD scheme to minimize diffu-
sion and dispersion. Dimensional splitting is used to extend the technique to three dimensions. A second-order 
Runge Kutta scheme is used for time advance with a nominal step size of 7.5 s. For a detailed description of the 
methodology, see Trac and Pen (2003) and references therein.

A number of supporting empirical and physics-based models are normally incorporated into regional model runs. 
These include NRLMSIS 2.0 for neutral atmospheric parameter specification, IRI-2016 for initial ion compo-
sition, SAMI2-PE for initial background electron densities, and HWM14 for neutral winds (Bilitza et al., 2016; 
Drob et al., 2015; Emmert et al., 2021; Varney et al., 2012) (SAMI2-PE is a two-dimensional model which is run 
at a single longitude; to extrapolate the results to adjacent longitudes, the equivalence of local time and longitude 
is assumed.) In numerous previous experiments, it was found that SAMI2-PE and HWM14 can generally be tuned 
to produce good agreement with Jicamarca measurements on a day-to-day basis (see also Varney et al. (2013)). 
Tuning in the case of SAMI2-PE amounts to modifying the 10.7 cm solar flux parameter to optimize congruity 
with ISR-derived electron density profiles. In the case of HWM14, tuning means multiplicative scaling of the 
winds to optimize congruity with ISR-derived zonal plasma drift profiles. In addition, regional model runs are 
normally forced with background vertical plasma drift measured directly with incoherent scatter.

All instability models require variances or seed noise in the initial conditions which then either grow or do not 
grow depending on the availability of free energy and a growth mechanism. This is not normally considered 
physically significant as variance is present in all of nature. For the regional ionospheric model used here, the 
initial number density specification includes additive Gaussian white noise. We are agnostic about the source of 
the variance in nature, which could result from a number of processes, but note that no adjustment or ’tuning’ of 
the noise is required to achieve day-to-day agreement with radar observations.

WAM-IPE has been in operation at NOAA-SWPC since July 2021. The Whole Atmosphere Model is an exten-
sion of the National Weather Service (NWS) operational Global Forecast System (GFS) General Spectral Model 
(GSM) (e.g., Akmaev and Juang (2008)), which is used for the nation's global and regional weather forecasts. To 
create WAM, the weather model was extended from 64 to 150 layers, with the top altitude level raised from 62 
to about 600 km in the upper atmosphere. The current WAM configuration is based on an extension of the GFS 
spectral dynamical core into the mesosphere and thermosphere with the lower and upper atmosphere physics 
incorporated via the vertical column interface. Included processes are: radiative transfer, hydrological cycle, 
planetary boundary layer and surface exchange, orographic gravity waves, and vertical eddy mixing. The vertical 
extension of the model domain required additional physical processes, including UV and EUV radiative heat-
ing, infrared radiative cooling with the breakdown of local thermodynamic equilibrium, non-orographic gravity 
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waves, ion drag, Joule heating, and horizontal and vertical molecular dissipative processes. A Whole atmosphere 
Data Assimilation System (WDAS) that utilizes the 3-dimensional variational (3DVar) analysis system GSI (Grid 
point Statistical Interpolation) is INCORPORATED in WAM. The current resolution of WAM with the hydro-
static dynamical core runs at T62 spectral truncation, which is equivalent to a Gaussian grid spacing of ∼180 km 
and can resolve waves longer than about 500 km horizontal wavelengths with periods longer than about 15 min.

The IPE is a time-dependent, global, three-dimensional model of the ionosphere and plasmasphere. It provides 
plasma densities for nine ion species, thermal electron and ion temperatures, and both parallel and perpendicular 
velocities of the ionosphere and plasmasphere. A feature unique to the IPE model is the implementation of a 
more accurate representation of the Earth's magnetic field in conjunction with the well-tested Field Line Inter-
hemispheric Plasma (FLIP) model (e.g., Richards et al., 2010) for parallel plasma transport along field lines. The 
realistic representation (IGRF-based) of the Earth's magnetic field combined with a self-consistent photoelectron 
calculation enables more accurate studies of the longitudinal and UT dependencies and hemispheric asymmetries.

The interhemispheric field lines in IPE covers the globe, from the magnetic equator to the pole, allowing the 
seamless transport of plasma perpendicular to magnetic field lines. The electric fields calculated by the electro-
dynamic solver (Richmond, 1995) are fed back to the plasma transport algorithm within the model. The Weimer 
model (Weimer, 2005) driven by the solar wind parameters is set by default to follow the highly variable magneto-
spheric convection at high latitudes. The current longitudinal resolution of IPE is 4.5°. The latitudinal resolution 
is variable and optimized to resolve the dynamical equatorial ionization anomaly (EIA) feature with latitudinal 
resolution of 0.34° (37 km at the foot-point of the flux tubes) equatorward of ±30° magnetic latitude and ∼1.3° 
(∼143 km at foot-points) poleward of ±30 magnetic latitude. In total, there are 170 flux tubes at each longitude 
grid. The information exchange between WAM and IPE is carried out by remapping neutral atmospheric fields to 
IPE's magnetic grid at each coupling step. No ionosphere information is fed back to WAM currently.

The operational outputs including neutral parameters (winds, temperature, and compositions), plasma param-
eters (temperature, O+, H+, He+, N+, O2+, NO+, N2+ concentration), and ion drifts are used in this study. 
The model is driven by the observed solar flux F10.7 and solar wind parameters. The WDAS updated the lower 
atmosphere condition at 0 and 12 UT. While the output frequency is 3 min, the timestep for WAM and IPE are 
in 1 and 3 min, respectively.

4.  Model Evaluation
Figure 3 shows the results of the regional direct numerical simulation for the five campaign nights in question. 
The simulations were initialized and forced according to the prescriptions above. Because of the similarity in 
the incoherent scatter measurements, the five simulations were initialized identically and forced with the same 
neutral winds. Only the background electric field specification differed. This day-to-day uniformity is unusual but 
affords an opportunity for some rather unambiguous modeling comparisons (see below).

Overall, the simulations have been able to anticipate the occurrence, occurrence time, and altitudes of interchange 
instabilities throughout the five campaign nights accurately. Note that the simulation is started and stopped at a 
given UT; Local times mentioned throughout the figures and captions shown refer to the local time at Jicamarca's 
location. The depletion plumes shown here reached an altitude of 400 km by 0100 UT on 21 and 22 September, 
600 km by 0100 UT on 22 and 23 September, and 600 km by 0030 UT on 23 and 24 September. No depletion 
plumes formed on 24 and 25 September and 25 and 26 September, although weak irregularities formed at the 
base of the bottomside layer in both cases (so-called bottom-type layers). This behavior mimics closely the irreg-
ularities actually observed.

In the remainder of this paper, we will substitute various components of the regional model, incorporating param-
eters derived from WAM-IPE. We will do this progressively to assess the effects of replacing tuned and prescribed 
parameter with parameters that could actually be forecast. The results represent an important starting  point for 
formulating a workable forecast strategy.

4.1.  Background Parameters

The goal of this project is to eliminate the dependence of the regional irregularity simulation on empirical models 
and empirical data. The first step is to remove both NRLMSIS 2.0 and IRI-2016/SAMI2-PE and replace them 
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with WAM-IPE. WAM-IPE can supply a complete specification of the atmospheric composition and temperature 
throughout the simulations. It can also supply the initial conditions for the regional simulation with regard to 
plasma number density and composition.

Figure 4 shows the simulation outcomes for 21–25 September, 2021, from the regional irregularity simulation 
run under the conditions just described. These outcomes may be compared directly with those in Figure 3 to 
assess the effects on the forecast accuracy. Overall, the simulation outcomes remain qualitatively similar. The 
main difference is that the runs in Figure 4 exhibit a greater concentration of molecular ions in the bottomside 
than their counterparts in Figure 3. Close comparison also shows that the light-ion concentrations in Figure 4 in 
the topside are lower than in Figure 3. The depletion plumes in the 21 and 22 September run are arguably slightly 

Figure 3.  Regional simulations of the conditions over Jicamarca during the September campaign. Simulations were initialized at 2300 UT (1800 LT Jicamarca time) 
and concluded at the UT times shown. Cuts through the equatorial plane are shown versus altitude and east-west distance. The pixels represent both number density and 
composition according to the legend shown. Here, green, red, and blue hues represent atomic oxygen ions, molecular ions, and protons, respectively.
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less developed in Figure 3 then they are in Figure 3, although the difference is not very significant. Overall, the 
accuracy of the recoveries of the radar measurements are comparable.

The differences in the runs are mainly indicative of differences in ionospheric composition produced by 
IRI-2016/SAMI2-PE and WAM-IPE. These differences are highlighted in Figure 5 which shows number density 
profiles for the various ion constituents at 2300 UT on 22 and 23 September 2021 at Jicamarca's location. Note 
that IRI-2016 normally introduces artificial discontinuities at 350  km altitude. Above (below) this altitude, 
molecular ions (light ions) are set identically to zero. Here, the discontinuities are removed by extending molec-
ular and light-ion species through 350 km altitude with the assumption of a uniform scale height. The impact 
is not significant since the species involved are minor constituents in either case. We merely prefer not to have 
discontinuous inputs to the simulations.

Figure 4.  Same as Figure 3 only using background static atmospheric and ionospheric parameters from Whole Atmosphere Model with Ionosphere, Plasmasphere, 
Electrodynamics (see text).
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The atomic oxygen profiles from IRI-2016/SAMI2-PE and WAM-IPE are 
very similar except in the topside where IRI-2016/SAMI2-PE indicates a 
higher light-ion concentration—something that is consistent with observation 
(e.g., Derghazarian et al., 2021). The main difference between WAM-IPE and 
SAMI2-PE is that the latter indicates much more dense molecular ions in 
the bottomside and valley region. This leads to a much denser valley region 
overall, denser than is usually observed at Jicamarca at 1800 LT. The effect 
is to increase the conductive loading in the valley region somewhat which 
could cause modest decreases in the instability growth rate under some 
circumstances.

4.2.  Thermospheric Winds

More dramatic differences arise when, in addition to static parameters, 
dynamic parameters are exported from WAM-IPE to the regional irregularity 
model. Figure  6 shows the results of replacing the HWM14 winds in the 
irregularity simulations with WAM-IPE winds. While the simulation results 
are similar in four cases, in the case of Sep. 21/22, the effect of the WAM-IPE 
winds is to suppress instability, or nearly so. Understanding this outcome is 
critical.

Figure 7 compares the zonal neutral winds from HWM14 and WAM-IPE for 
21 and 22 September 2021, at various local times. Overall, the wind profiles 
have comparable shapes and magnitudes in the upper thermosphere. The 
curves nearly converge the end of the simulation run. The crucial difference 
is the phasing of the winds and the relatively late turning of the WAM-IPE 
zonal winds from westward to eastward near the start of the run. Robust east-

ward winds are required to drive the vertical currents in the F-region responsible for the rapid onset and growth 
of irregularities at the base of the bottomside (Hysell & Kudeki, 2004). These irregularities are the cause of 
so-called bottom-type layers and serve to precondition the ionosphere for conventional collisional interchange 
instability. In this case, robust eastward winds emerged in WAM-IPE in the F-region only shortly before the 
reversal of the background zonal electric field. There was therefore insufficient time for preconditioning and 
subsequent irregularity growth to take place. The postsunset reversal of the WAM-IPE zonal winds occurred 
earlier in the 22 and 23 September and 23 and 24 September runs, and so vigorous instability was reproduced.

It is noteworthy here that zonal winds do not appear in the Haerendel (1973) growth-rate formula which is there-
fore incapable of distinguishing between ESF and non-ESF conditions, as demonstrated by the preceding set of 
model runs. Specifying the thermospheric winds and modeling the associated dynamo fields, vertical currents, 
and precursor instabilities are essential components of ESF forecasting.

4.3.  Background Vertical Plasma Drifts

Finally, we consider the specification of the background zonal electric field in the postsunset ionosphere. Figure 8 
considers what happens when HWM14 winds are again incorporated in regional simulations but when the 
ISR-derived vertical plasma drifts are replaced with WAM-IPE prescriptions. In this case, congruity between 
the observed and simulated depletions is lost. The simulations in Figure 8 predict weak instability on 23 and 24 
September versus fairly robust instability on 25 and 26 September, the opposite of what was actually observed. 
None of the five simulations reproduced the behavior of the ionosphere qualitatively, an outcome apparently no 
better than chance.

More insight into the simulations is provided by Figure 9 which compares the measured (by Jicamarca) and 
predicted (by WAM-IPE) background vertical drifts for the campaign interval in question. The figure high-
lights the correspondence between the prereversal enhancement of the zonal electric field and the robustness of 
the irregularities and the depletions that follow. Large prereversal enhancements, delayed reversals, and small 
post-reversal downdrafts appear to be conducive to instability. Irregularity forecasts can be expected to be no 
better than vertical drifts forecasts, as Figure 8 demonstrates.

Figure 5.  Ionospheric composition profiles used for stability modeling. 
The cyan, blue, red, and green curves represent H +, O +, NO +, and 𝐴𝐴 O

+

2
 

concentrations, respectively. Solid and dashed lines represent Whole 
Atmosphere Model with Ionosphere, Plasmasphere, Electrodynamics and 
SAMI2-PE/IRI-2016, respectively.
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It is noteworthy that the vertical drifts measured on 21 and 24 September share similar time histories, at least 
through the first hour of the runs. As everything else about the model ionospheres was the same for the 2 days, 
linear growth rate calculations computed during the first hour of the runs would have produced similar results. 
The simulated outcomes were, in fact, strikingly different, as were the observed outcomes.

This highlights the importance of the timing of convective instability events which have three stages. In the 
first, rapidly growing irregularities driven by vertical currents precondition the bottomside, creating bottom-type 
layers. In the second, collisional interchange instability driven mainly by zonal electric fields deforms the entire 
bottomside incompressibly. Here, the intensity and duration of the prereversal enhancement are critical. In 
the  third, currents driven by gravity sustain the growth of depletions as they penetrate into the topside. Not just 
the size of the prereversal enhancement but also the timing, particularly with respect to the reversal of the winds 
and the progress of irregularities developing toward the topside, appears to be crucial to the outcome.

Figure 6.  Same as Figure 4 only also using winds from Whole Atmosphere Model with Ionosphere, Plasmasphere, Electrodynamics (see text).
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Figure 7.  Zonal wind profiles used for stability modeling at different universal times on 21 and 22 September 2021. Blue (red) profiles represent Whole Atmosphere 
Model with Ionosphere, Plasmasphere, Electrodynamics (HWM14).
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5.  Discussion and Conclusions
This paper reports on numerical simulations of convective instability in the equatorial ionosphere intended to 
reproduce observations of ionospheric irregularities during a September 2021 experiment campaign at Jicama-
rca. The timeframe of interest is the 1–2 hr period after sunset. The regional simulations were first initialized 
and forced on the basis of incoherent scatter state parameter measurements, and the simulation results were 
comparable to the irregularities that were actually observed in most important respects. The initial conditions, 
thermospheric wind forcing, and background electric field forcing were subsequently specified according to 
parameters extracted from WAM-IPE runs (While WAM-IPE runs can provide 2-day forecasts based on Kp fore-
casts, we did not attempt it in the current study.) The accuracy of the reproductions of the irregularities produced 
under these circumstances was significantly degraded, mainly due to disparities between measured and predicted 
background zonal electric fields and zonal thermospheric winds. While considerable progress has been made 

Figure 8.  Same as Figure 4 only also using background zonal electric fields from Whole Atmosphere Model with Ionosphere, Plasmasphere, Electrodynamics (see 
text).
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in understanding day-to-day ionospheric variability (see below), challenges clearly remain (Fang et al., 2018). 
Identifying the importance of overcoming these is the purpose of this paper.

WAM-IPE electrodynamics and phases of the zonal winds in the bottom side F-region are controlled by the 
filtering of the tides as they propagate from their sources in the lower atmosphere and stratosphere. The phases 
of tidal winds can be advanced or retarded by the direction of the background flow in the mesosphere and lower 
thermosphere. Data assimilation (DA) in WAM is currently only below 60 km altitude, which can constrain the 
dynamics in the source regions but the winds in the mesosphere and lower thermosphere are unconstrained. The 
results indicate the need to improve the WAM-IPE prediction of eastward electric fields and zonal winds. One 

Figure 9.  Vertical F-region plasma drifts used for stability modeling versus date and local time. Blue (red) curves represent 
Whole Atmosphere Model with Ionosphere, Plasmasphere, Electrodynamics (measured) drifts.
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possibility to improve the prediction is to extend the WAM DA to higher altitudes (100 km) to assist with the tidal 
wind filtering. Although direct wind observations are sparse, satellite temperature measurements are available 
that can be used to constrain the winds, assuming the gradient wind balance condition. Ideally, the assimilation 
cycle should also be reduced from 6 to ∼1 hr to follow the observed tidal wind variations through the day. Other 
possible ways to improve the model are to upgrade the unresolved gravity wave parameterization in the current 
version of the model. There are also plans to upgrade wam to the non-hydrostatic finite volume (FV3) dynamical 
core. The FV3 dynamical core is less diffusive than the current spectral version of wam, which together with 
increasing the model horizontal resolution, would enable a much richer wave spectrum to be supported.

The critical role of the prereversal enhancement of the zonal electric field on the behavior of ESF was recognized 
even before the underlying plasma instability was identified (Farley et al., 1970). The prereversal enhancement 
has been analyzed and interpreted theoretically by numerous investigators (Eccles, 1998; Eccles et  al., 2015; 
Farley et al., 1986; Haerendel & Eccles, 1992; Heelis, 2004; Heelis et al., 2012; Rishbeth, 1973). The feature 
arises from the spatial inhomogeneity of both the conductivity and the forcing in the vicinity of the evening termi-
nator in three dimensions and the requirements for incompressible plasma flow. The concept is straightforward, 
but the details have been shown to be sensitive to multiple factors. The quiet-time climatology of the prereversal 
enhancement is well characterized and clearly correlated with the likelihood of ESF (Chapagain et al., 2009; Fejer 
et al., 1979, 1999, 2008; Scherliess & Fejer, 1999; Stolle et al., 2008). Numerical simulations are increasingly 
able to reproduce both the typical morphology of the prereversal enhancement and, through data assimilation, 
its day-to-day behavior (Chen et al., 2017; Fesen et al., 2000; Richmond et al., 2015; Richmond & Fang, 2015). 
Progress has also been made in understanding enhancements in the vertical plasma drifts at the equator around 
midnight that influence postsunset ESF that have not been investigated here (Fang et al., 2016). We reiterate here 
that not only the strength but also the onset and duration of the prereversal enhancement must be captured for a 
model to be considered accurate.

Chen et al. (2017) highlight the necessity of strong thermospheric winds near the terminator for the generation of 
a robust prereversal enhancement. Richmond and Fang (2015) showed that the thermospheric winds at latitudes 
encompassing the EIA are mainly responsible for driving the prereversal enhancement and the evening vortex. 
Convection was also found to be regulated by the E region through ion drag associated with the Cowling current.

Additionally, thermospheric winds and the associated, imperfectly efficient F-region dynamo is responsible 
for driving vertical F-region currents in the vicinity of the terminator (Haerendel & Eccles, 1992; Haerendel 
et al., 1992). Vertical currents destabilize the ionosphere at the base of the F-region, giving rise to bottom-type 
irregularity layers (Woodman and La Hoz, 1976; Woodman, 2009). The fast-growing irregularities are concen-
trated at the top of the valley region or base of the bottomside, where they are confined, but serve to precondition 
the ionosphere for collisional interchange instability (Hysell et al., 2020; Hysell & Kudeki, 2004). Without them, 
it would not be possible for density depletions associated with ESF conditions to develop and penetrate to the 
topside within 90 min after sunset. Richmond et al. (2015) found that the time lag in the onset of eastward ther-
mospheric winds after sunset is reduced by ion drag and that the effect also contributes to vertical shear in the 
postsunset zonal winds. Surprisingly, however, westward convection in the postsunset bottomside was found to 
weaken rather than strengthen the prereversal enhancement, so the two important effects must be, in a compli-
cated way, competing.

That the zonal winds do not appear in the conventional linear growth rate expression often used as a forecast tool 
highlights the limitations of the tool. Accurate forecasts of ESF conditions will require, at a minimum, accurate 
forecasts of the zonal electric field behavior around sunset as well as the behavior of the zonal thermospheric 
winds. The crucial factor appears to be the timing of the reversal of the winds from westward to eastward relative 
to the onset time and duration of the prereversal enhancement and how they combine to produce the evening 
vortex. The shape of the local background plasma density profile in the valley region was not found to be espe-
cially important in the current study, although more investigation around this point is required.

Data Availability Statement
Data used for this publication are available through the Madrigal database (see http://www.openmadrigal.org/).
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