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Abstract The twentieth century climate simulations from the Coupled Model Intercomparison Project
Phase 3 (CMIP3) and Phase 5 (CMIP5) are compared to assess the models’ ability to capture observed
near-surface air temperature trends at global, continental, and regional scales. We computed trends by using
a nonparametric method and considering long-term persistence in the time series. The role of internal
variability is examined by using large ensemble climate simulations from the National Center for Atmospheric
Research model Community Earth System Model (CESM). We computed temperature trends for three
periods: (1) the twentieth century, (2) the second half of the twentieth century, and (3) the recent hiatus
period to contrast the roles of external forcing and internal variability at various spatial and temporal scales.
Both CMIP ensembles show statistically significant warming at global and continental scales during the
twentieth century. We found a small but statistically significant difference between CMIP3 (0.57 £0.07 °C/
century) and CMIP5 (0.47 +0.06 °C/century) twentieth century temperature trends, with the CMIP3 estimate
being closer to the observations. The spatial structure of long-term temperature trends, and top-of-the
atmosphere net radiation trends, suggests that differences in model parameterizations and feedback
processes that lead to a smaller net radiative forcing are likely contributing to the differences between CMIP3
and CMIP5. The estimate of internal variability based on the CESM large ensemble spans 24% of the
uncertainty in CMIP5 for the twentieth century temperature trends, and 76% for the recent hiatus period,
both at global scales, and 43% and almost 100% during the corresponding time periods at regional scales.

1. Introduction

The Coupled Model Intercomparison Project Phase 5 (CMIP5) provides an unprecedented set of data that can
be used to study climate variability and change [Taylor et al., 2012]. The Intergovernmental Panel on Climate
Change Fifth Assessment Report (IPCC AR5) was largely based on CMIP5 model results [Intergovernmental
Panel on Climate Change (IPCC), 2013]. The CMIP5 data set builds on the previous CMIP3 project on which
the IPCC AR4 is based [IPCC, 2007]. The CMIP5 models were generally run at higher spatial resolutions than
those in CMIP3 and incorporated improved or new representations of climate/earth system processes, e.g.,
interactive carbon cycle, aerosol processes, and land use change [Flato et al., 2013]. Studies have compared
the CMIP5 with CMIP3 focusing mostly on components over specific regions (e.g., Stroeve et al. [2012] for Artic
ice extent, Sheffield et al. [2013] for North America, and Sperber et al. [2013] for Asian monsoon). Furthermore,
there are reported mixed results suggesting no realized benefit [e.g., Knutti and Sadlacek, 2013] and wider
spread in CMIP5 temperature changes than CMIP3 [Jones et al., 2013]. Similarly, Knutson et al. [2013a] have
found a generally similar detectability of anthropogenic forcing on observed warming in both CMIP3 and
CMIP5 simulations.

While a number of these studies have focused on the consistency between CMIP3 and CMIP5 simulations, it is
also important to document differences between these two generation of climate models for the following
reasons: (1) to find specific differences because of improvements and/or additional model processes, e.g.,
aerosol processes and land use change and (2) to document changes across generations of climate models.
For example, Knutti et al. [2013] have found improvements in temperature and precipitation simulations in
CMIP5 models compared to CMIP3 and CMIP2 models and (3) to provide a guidance or benchmark for future
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improvements. For example, there is some evidence suggesting an overestimation of non-greenhouse gas
(GHG) anthropogenic forcing response in CMIP5 [Bindoff et al.,, 2013; Jones et al., 2013], but the response
has not been comprehensively analyzed.

Since the release of the IPCC AR4, several agencies involved in the management of natural resources, e.g., the
U.S. Geological Survey and the Bureau of Reclamation, have prepared climate change impact assessment and
adaptation plans by using CMIP3 data [e.g., Brekke et al., 2009; Hay et al., 2011; Sale et al., 2012]. The U.S. Global
Change Research Program produced its third National Climate Assessment based on CMIP3 data [Walsh et al.,
2014]. It is therefore useful to assess the differences between CMIP3 and CMIP5 so that the user community
can be better informed about the uncertainties and robustness in the two generations of climate simulations.

In CMIP simulations, the role of external forcing is mixed with parameterization uncertainties in the models
and the role of internal variability. Recently, available climate simulations from the Community Earth
System Model Large Ensemble (CESM-LE) developed at the National Center for Atmospheric Research pro-
vide an opportunity to investigate the role of internal variability [Kay et al., 2015]. Here we assess the role
of internal variability at various spatial and temporal scales ranging from global to local and century to dec-
adal time scales. This analysis is limited by the representation of internal variability in only one climate model.

The first objective of this study is to compare the twentieth century temperature trends derived from CMIP3,
CMIP5, and CESM-LE climate simulations and observations. Considering the observational uncertainties, we
use three observational data sets: the Hadley Center and Climate Research Unit analysis version 4
(HadCRUT4 [Morice et al, 2012]), the National Oceanic and Atmospheric Administration Merged Land-
Ocean Surface Temperature Analysis version 3.5.3 (NOAA-MLOST [Smith et al, 2008]), and the Goddard
Institute for Space Studies Surface Temperature Analysis (GISSTEMP [Hansen et al., 2010]; see section S1 in
the supporting information).

Over the last 15years (1999 to 2013) there has been a perceived slowdown in global warming rate, also
known as the “hiatus” period [Meehl et al., 2011]. While a number of studies have emphasized the role of inter-
nal variability, particularly the role of the central eastern Pacific and the transfer of heat to the deep ocean
layers [e.g., Meehl et al., 2011, 2014a, Kosaka and Xie, 2013; Trenberth and Fasullo, 2013], other studies have
also emphasized the role of external forcing [e.g., Fyfe et al., 2013; Schmidt et al., 2014] and data uncertainty
[Karl et al., 2015]. Karl et al. [2015] suggested that the observations do not support the notion of a global
warming hiatus. The second objective of this study is to contribute to the discussion on the role of internal
variability versus external forcing at various spatial and temporal scales. Studying the role of internal variabil-
ity is an active research area [e.g., Deser et al., 2012a; Swart et al., 2015; Dai et al., 2015], which is particularly
important for detection and attribution studies at regional scales [e.g., Wan et al., 2014; Kumar et al., 2015;
Najafi et al., 2015].

2, Data and Methodology

We analyzed 22 CMIP3 and 41 CMIP5 climate models including all available ensemble members from the
all-forcings, historical climate simulations. A total of 66 historical climate simulations from CMIP3 and 138
from CMIP5 were analyzed (Table S1 in the supporting information). We extended these simulations until
2013 by using climate projections from business-as-usual scenarios: Special Report on Emission Scenarios-
A1Bin CMIP3 and 8.5 W m ™2 Representative Concentration Pathway in CMIP5 (RCP8.5). Monthly outputs from
climate simulations include near-surface air temperature (tas), top of the atmosphere (TOA) incoming
shortwave radiation (rsdt), outgoing shortwave radiation (rsut), and outgoing longwave radiation (rlut).
Model outputs were regridded to a common resolution (2.5°x 2.5°) by using a method that preserves area
averages. We considered the 1901-1998 period as the twentieth century and 1950-1998 as the second half
of the twentieth century to ensure consistency between CMIP3 and CMIP5. The recent hiatus is analyzed for
1999 to 2013, which follows a strong El Nifio event during 1997/1998 (http://www.cpc.ncep.noaa.gov/pro-
ducts/analysis_monitoring/ensostuff/ensoyears.shtml), thereby providing a positive temperature anomaly
at the start of the trend period in the observation.

The role of internal variability is investigated by using CESM-LE climate simulations (30 members [Kay et al.,
2015]). Different realizations (ensemble members) of the same climate model under the same forcing were
produced by slightly perturbing the initial conditions. The CESM-LE historical climate simulations are
available for the period of 1920 to 2005 and extended to the future by using the RCP8.5 scenario.
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(a) The 20™ century temperature trends
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Figure 1. (a and b) The twentieth century temperature trends in CMIP3, CMIP5, and observations at global and continental
scales. In Figure 1a observed temperature trends are shown in black if they are statistically significant (P value < 0.05),
otherwise in gray. P values of trends significance are shown in Figure 1b, where the dashed line indicates the threshold
value for rejection of the null hypothesis of no trend. Note the reversed y axis in Figure 1b; i.e., for a value above the dashed
line, the null hypothesis is rejected at the 5% significance level.

We employed a nonparametric trend detection technique, which has the following advantages: no a priori
assumption of a linear trend, distribution free, robust against outliers, and higher power for nonnormally
distributed data [Onoz and Bayazit, 2003; Yue et al., 2002; Kumar et al., 2009, 2013a]. The magnitude of trends
is determined by using the Theil-Sen approach (TSA) [Sen, 1968; Thiel, 1950]. If X1, X5, ..., X, is an annual time
series (X;) of length n then the TSA slope is given by

B = median {Xj — X’] for all i <j. M

The statistical significance of trends at less than 5% level is determined by using the Mann-Kendall test
considering long-term persistence (LTP) in the time series as described in Kumar et al. [2009]. LTP represents
low-frequency climate variability (decadal to multidecadal), which is a major source of uncertainty in trend
analysis [Koutsoyiannis and Montanari, 2007; DelSole et al., 2011; Kumar et al., 2013b]. The presence of LTP
leads to underestimation of variance and thereby a false identification of statistically significant trends by
using traditional trend analysis method.
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(a) The temperature trends in the second half of 20" century
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Figure 2. (a and b) Temperature trends in the second half of the twentieth century. In Figure 2a observed temperature
trends are shown in black if they are statistically significant (P value < 0.05), otherwise in gray. P values of trends signifi-
cance are shown in Figure 2b, where the dashed line indicates the threshold value for rejection of the null hypothesis of no
trend. Note the reversed y axis in Figure 2b; i.e., for a value above the dashed line, the null hypothesis is rejected at the 5%
significance level.

The model data were masked for the availability of all three observational data sets: 8 months or more data in
a year and 90% or more data in the annual time series for the trend period. The global coverage of the obser-
vational record that meets the above criteria increases from 33% for the whole twentieth century, to 67% for
the second half, and to 75% for the recent hiatus period (Figures S1-S3 in the supporting information). We
did not change the number of grid points (spatial coverage) from one year to another; we only changed
the spatial coverage from one trend period to another. Twenty-two land regions were defined based on
Giorgi [2002] (Figure S4). We also define two oceanic regions, one in the North Atlantic and another in the
North Pacific (Figure S4). We apply the observational masking when model results are compared with
observations (e.g., Figures 1, 2, 3, 4, and 7); the observational masking is not applied for the remaining figures
(Figures 5, 6, 8, 9, and 10). We compute the statistical significance of trends by using global or regional
average annual temperature anomaly time series. Significance of local trends is discussed elsewhere
[Kumar et al., 2013al.
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(a) The temperature trends in recent hiatus (1999 to 2013)
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Figure 3. (a and b) Temperature trends in the recent hiatus period (1999 to 2013). In Figure 3a observed temperature
trends are shown in black if they are statistically significant (P value < 0.05), otherwise in gray. P values of trends signifi-
cance are shown in Figure 3b, where the dashed line indicates the threshold value for rejection of the null hypothesis of no
trend. Note the reversed y axis in Figure 3b; i.e,, for a value above the dashed line, the null hypothesis is rejected at the 5%
significance level.

To avoid biases due to having more ensemble members from one climate model than another, we used
a multimodel ensemble (MME) weighted average approach, thus ensuring a “one model one vote” policy
[Santer et al., 2007; Jones et al, 2013]. The trend estimate from each climate simulation was given a
weight (w):

wW=—) (2)

where M (=22 for CMIP3 and 41 for CMIP5) is the total number of climate models in a given CMIP simulation
and E,, is the total number of ensemble members for the given climate model. The statistical significance of
the weighted MME mean difference (referred to as the MME mean, hereafter) is determined by using a
Student’s t test (see section S2). We also compared only those climate models that have generational repre-
sentativeness in both CMIP3 and CMIP5 ensembles.
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(a) The 20™ century temperature trends
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Figure 4. (a and b) The twentieth century temperature trends at regional scales. In Figure 4a observed temperature trends
are shown in black if they are statistically significant (P value < 0.05), otherwise in gray. P values of trends significance are
shown in Figure 4b, where the dashed line indicates the threshold value for rejection of the null hypothesis of no trend.
Note the reversed y axis in Figure 4b i.e., for a value above the dashed line, the null hypothesis is rejected at the 5% sig-
nificance level.

3. Results

3.1. Trend Analysis at Global, Continental, and Regional Scales

Figure 1 shows the twentieth century temperature trends in CMIP3, CMIP5, and observations at global and
continental scales. The MME mean, median, interquartile ranges (25th to 75th percentiles), 95 percentile
ranges (2.5th to 97.5th percentiles), and minimum and maximum values are shown by using a box plot. All
three observations show statistically significant warming at global and continental scales except for North
America where two of three observations show statistically significant warming, highlighting importance
of the observational uncertainty. Both CMIP simulations generally capture the observed warming within their
interquartile ranges; however, the multimodel mean trends are smaller than observed trends at global scales
(Table 1), mostly contributed by the oceans (Figure 1a). The majority of climate simulations also show
statistically significant warming (P value < 0.05; Figure 1b) except for Europe.

Itis also evidentin Figure 1a that the CMIP5 temperature trends are smaller compared to CMIP3. The difference
between CMIP3 and CMIP5 twentieth century temperature trends are statistically significant (P value < 0.05)
for global, as well as for ocean only, land only, and 4 out of 6 continents. The CMIP5 median warming rate
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(a) The 20™ century Temperature Trend difference CMIP5-CMIP3 (°C/century)
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Figure 5. The twentieth century temperature trend mean difference between (a) CMIP5 and CMIP3 and (b) EOF analysis of temperature trend spread. Stippling in
Figure 5a shows statistically significant difference.

and its interquartile range are also lower than CMIP3 except for Asia, and Europe. The global mean warming
rates are 0.57 £0.07 and 0.47 £ 0.06 °C/century in CMIP3 and CMIP5, respectively; the error bars denote +2
standard error estimate of the mean. Note that the difference between the CMIP3 and CMIP5 ensembles is
almost one sixth to one fifth of the total simulated warming, and regionally, these differences are even larger
(~0.3 °C/century; shown later); hence, it warrants further investigation. The three observational estimates are
generally consistent with each other except for South America, which could be due to poor observational
coverage. Averaged across the three observational estimates, the global mean warming rate for the twenti-
eth century is 0.63 °C/century. Significant differences between the CMIP3 and CMIP5 temperature trends are
also found when using full global data without observational masking, as well as subsampling of CMIP3 and
CMIP5 climate models using available literature (Table 1).
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Figure 6. Scatterplot of trends in top of the atmosphere net radiation and global average temperature trends for the
twentieth century (1901 to 1998). Data represent the ensemble mean trend in CMIP3 and CMIP5 models and individual
member in CESM-LE. The best fit line across 40 CMIP5 models (solid blue line) and its 95% predication interval (blue dotted
line) are also shown.

Figure 2 shows temperature trends for the second half of the twentieth century. The warming has accelerated
in the second half of the century; the global mean temperature trends are 0.52 +0.06, 0.40 + 0.05, and 0.43 °C
per 50 year for CMIP3, CMIP5, and the observations, respectively. The HadCRUT4 global mean temperature
trend (0.36) is smaller than the other two observational estimates (0.46 for NOAA MLOST and 0.48 for
GISSTEMP), which is mainly due to a smaller temperature trend over the oceans in the former. The
HadCRUT4 global mean temperature trend is also not statistically significant. All three observations do not
show a statistically significant warming in Europe. A smaller temperature trend in CMIP5 than CMIP3 is also
found in the second half of the twentieth century (Figure 2a). These differences also exist without applying
observational masking to the CMIP data (Figure S5). While the majority of CMIP3 simulations show statistically
significant warming, which is consistent with observations, the majority of CMIP5 simulations does not show
significant warming (Figure 2b), highlighting the importance of the difference between CMIP3 and CMIP5.
Internal climate variability can also play an important role in addition to external forcing at multidecadal time
scales (shown later [also see DelSole et al., 2011]).

Table 1. The Sensitivity of the Twentieth Century Global Temperature Trend (°C/Century) to Observational Masking and Model Selection®

CMIP3 CMIP5 HadCRUT4  NOAA MLOST  GISSTEMP

This study with observational mask (22 CMIP3 and 41CMIP5) (33% global area): Note 1 0.57£0.07  0.47 £0.06
Without Observational Masking (100% global area)

This study global coverage: Note 1 (22 CMIP3 and 41CMIP5) 0.64+0.06 0.54+0.06

Volcanic CMIP3 model selection using Jones et al. and equivalent CMIP5 0.62+0.06 0.43+0.07
(12 CMIP3 and 14 CMIP5; Note 2)

Volcanic CMIP3 model selection by using Knutosn et al. and equivalent CMIP5 0.56+0.07 0.41+0.09

(7 CMIP3 and 10 CMIP5; Note 3)

0.60

0.66 0.64

Not applicable
Not applicable

Not applicable

3The error bars denote +2 times the standard error estimate of the mean. Note 1: Twenty-two CMIP3 models include bccr_bcm2_0, cccma_cgecm3_1_t63,
cnrm_cm3, csiro_mk3_0, csiro_mk3_5, gfdl_cm2_0, gfdl_cm2_1, giss_aom, giss_model_e_h, giss_model_e_r, iap_fgoals1_0_g, ingv_echam4, inmcm3_0,
ipsl_cm4, miroc3_2_hires, miroc3_2_medres, mpi_echam5, mri_cgcm2_3_2a, ncar_ccsm3_0, ncar_pcm1, ukmo_hadcm3, ukmo_hadgem1. Forty one CMIP5
models are: ACCESS1-0, bcc-csm1-1, CanESM2, CCSM4, CESM1-CAM5, CNRM-CM5, CSIRO-Mk3-6-0, GFDL-CM3, GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H, GISS-
E2-R, HadCM3, HadGEM2-CC, HadGEM2-ES, inmcm4, IPSL-CM5A-LR, IPSL-CM5A-MR, MIROC5, MIROC-ESM, MPI-ESM-LR, MRI-CGCM3, NorESM1-M, ACCESS1-3,
CESM1-BGC, CESM1-FASTCHEM, CESM1-WACCM, CMCC-CESM, CMCC-CM, CMCC-CMS, CNRM-CM5-2, FGOALS-s2, GFDL-CM2p1, GISS-E2-H-CC, GISS-E2-R-CC,

HadGEM2-AO, IPSL-CM5B-LR, MIROC-ESM-CHEM, MPI-ESM-P, MRI-ESM1, and NorESM1-ME. Models whose names are underlined were not included in the
recent hiatus analysis shown in Figure 4 because data were not available. Note 2: Twelve CMIP3 models include gfdl_cm2_0, gfdl_cm2_1, giss_model_e_h,
giss_model_e_r, inmcm3_0, miroc3_2_hires, miroc3_2_medres, mri_cgcm2_3_2a, ncar_ccsm3_0, ncar_pcm1, ukmo_hadcm3, and ukmo_hadgem1. Fourteen
CMIP5 models are: CCSM4, CESM1-CAM5, GFDL-CM3, GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H, GISS-E2-R, HadGEM2-CC, HadGEM2-ES, MIROC5, MIROC-ESM,
inmcm4, HadCM3, and MRI-CGCM3. Note 3: Seven CMIP3 models include gfdl_cm2_0, gfdl_cm2_1, giss_model_e_h, giss_model_e_r, miroc3_2_medres,
ncar_ccsm3_0, and ukmo_hadgem1. Ten CMIP5 models include CCSM4, GFDL-CM3, GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H, GISS-E2-R, HadGEM2-CC,

HadGEM2-ES, MIROC5, and MIROC-ESM.
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Figure 2 also shows temperature trends from the CESM-LE climate simulations for the second half of the twen-
tieth century (Figure 2). The CESM-LE mean trend is smaller than both the CMIP3 and CMIP5 ensemble mean
trends at global scale, and in four continents. A smaller trend in CESM-LE can be partially related to the aerosol
indirect effect that resulted in a reduction in twentieth century warming relative to an earlier version of the
same model (CCSM4) that did not include aerosol indirect effect [Hurrell et al., 2013]. The CESM-LE temperature
trend spread (standard deviation) is smaller by almost 60% at global scale and by 50% at continental scale com-
pared to the CMIP5 simulations; the CMIP5 trend spread is generally comparable to the CMIP3 trend spread.
The interquartile ranges of trends simulated by the CESM-LE generally do not capture the observed trend
except for Europe. In some cases, e.g., in Africa and Australasia, the observational estimates lie outside the
CESM-LE simulation range. Overall, the observations are better captured by the CMIP simulations compared
to the CESM-LE simulations; i.e., observations are within the interquartile range of the CMIP simulations. This
result emphasizes the importance of using a multimodel ensemble for studying long-term temperature trends.
Nevertheless, the CESM-LE provides valuable data to assess the role of internal variability.

Figure 3 shows temperature trends during the recent hiatus period at global and continental scales. Both the
CMIP3 and CMIP5 simulations have difficulty in capturing the recent observed hiatus, which lies at the lower
end of the CMIP simulations (Figure 3). The MME mean temperature trends are not significantly different
between the CMIP3 and CMIP5 simulations except for Australasia and between the CMIP5 and the CESM-
LE simulations except for North America. The temperature trend spread from the CMIP simulations is compar-
able to the trend spread from the CESM-LE simulations, indicating the potential role of internal variability dur-
ing the recent hiatus (shown later). This result supports the suitability of the CESM-LE simulations for studying
decadal climate variability. We also show the statistical significance of trends in Figure 3 for the sake of com-
pleteness, although 15 years is not long enough to have a robust estimate of trend. It is interesting to note
that all three observations as well as a majority of climate simulations do not show statistically significant
trends during this period; one exception is HadCRUT4 for Africa.

Figure 4 shows the twentieth century temperature trends at regional scales for North America and Europe
and surrounding oceanic regions. Out of eight regions, four regions do not have a statistically significant
warming in the observations or in several of the climate simulations; these regions are the North Atlantic,
central and eastern North America, and northern Europe. These regions are known to have considerable
influence of decadal to multidecadal climate variability [Kumar et al., 2013b; Meehl et al., 2015]. Overall,
Figure 4 suggests a greater role of internal variability at regional scale even for a century-scale temperature
trend. This issue is further discussed in section 3.3 by comparing temperature trend uncertainty in CMIP5
simulations with the CESM-LE simulations at various spatial and temporal scales.

3.2. Potential Sources of Difference in the Twentieth Century Temperature Trend Between CMIP3
and CMIP5

Figure 5a shows the spatial pattern of the difference between CMIP5 and CMIP3 mean temperature trends for
the twentieth century. For the CMIP5 simulations, the slower warming rates are spatially extensive covering
both continents and oceans, and particularly in tropical and subtropical regions. The difference in warming
rate is slightly greater over the continents than over the oceans (Figure 5a). There are localized areas where
the difference is notable, e.g., parts of the northern China desert regions, northern India, and southwestern
North America and parts of the western-central Australian deserts and eastern Africa. All these regions tend
to be dry areas, suggesting that dust aerosols may contribute to the reduced warming [Huang et al., 2014].
The spatial pattern of the slower warming rates in CMIP5 resembles the natural and anthropogenic aerosol
(or well-mixed greenhouse gas) response [Xie et al., 2013]. Cooling (or warming) responses are subdued in
the extratropical North Atlantic and the southern oceans due to heat transport by the deep ocean layers
and reorganization of ocean currents [Xie et al, 2013]. A notable exception of the slower rate is the
Eurasian part of the Arctic, which may be related to faster sea ice melting in CMIP5 as noted by Stroeve
et al. [2012].

Figure 5b shows the first two empirical orthogonal functions (EOFs) of the twentieth century temperature
trend uncertainty in CMIP3 (left column), CMIP5 (middle column), and CESM-LE simulations (right column).
EOFs were computed by using the correlation matrix for the twentieth century temperature trends in 66
CMIP3 ensemble members, and 138 CMIP5 ensemble members (both weighted using the square root of
weights in equation (2)), and for 1920 to 2004 temperature trends in 30 CESM-LE simulations. The first EOF
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Table 2. Global Average TOA Rn and Individual Component Trends From explains the majority of the var-
1901 0 1998 (Unit: W/m*/Century)’ iance in CMIP3 (57%) and CMIP5
CMIP3 (20 models) CMIP5 (40 models) (56%) and shows a spatially contig-
Rn 0.47 +£0.05 0.37 +£0.05 uous pattern with an enhanced
Downward shortwave 0.23+0.07 0.15+0.01 equatorial response. The spatial
Upward (reflected) shortwave 0.29+0.24 0.95+0.23 pattern of the temperature trend
Upward (outgoing) longwave -0.53+0.20 -1.20+£0.18 difference in Figure 5a resembles
*The error bars denote +2 times the standard error estimate of the the first EOF pattern, which repre-
mean.

sents the well-mixed greenhouse
gas or aerosol response [Liu et al.,
2005; Xie et al., 2013]. The spatial pattern of trend variability EOFs in CESM-LE simulations differs considerably
from the external forcing responses. The first EOF in the CESM-LE explains 14% of the variance and resembles
the El Nifio-Southern Oscillation/Pacific Decadal Oscillation pattern [Trenberth and Fasullo, 2013; Newman
et al,, 2016]. The second internal variability EOF that explains 12% of the variance resembles a La Nifa-like
negative phase of Interdecadal Pacific Oscillation [Meehl! et al., 2011].

To further ascertain the role of radiative forcing we analyzed trends in top-of-atmosphere net radiation
(abbreviated as TOA Rn hereafter). Changes in atmospheric composition due to greenhouse gas emissions
result in a net increase in absorbed radiation that warms the atmosphere. The twentieth century trends in
TOA Rn explain 67% of the variance (r=0.82) in global average temperature trends across the 40 CMIP5
climate models (Figure 6; data for GFDL-CM2p1 not available). The multimodel mean trend in TOA Rn is sig-
nificantly smaller in CMIP5 (0.37 +0.05 W m~2/century) than CMIP3 (0.47 +0.05 W m~2/century). An analysis
of the individual components of TOA Rn shows that the outgoing/reflected shortwave radiation contributes
most to the differences in TOA Rn trends (Table 2). An opposite sign of change in the outgoing longwave
radiation (a negative trend) compared to the reflected shortwave radiation (a positive trend) can be due to
reorganization of convective clouds as noted by other studies [e.g., Kato, 2009; Brown et al., 2014].

The TOA Rn trends from 20 CMIP3 models (data for csiro_mk3_0 and ingv_echam4 not available) and their
global temperature trends are aligned with the upper 2/third of the CMIP5 range (Figure 6). Twelve CMIP5
models that show smaller TOA net radiation trends than the CMIP3 minimum trends are CSIRO-Mk3-6-0,
HadGEM2-ES, ACCESS1-3, HadGEM2-CC, GFDL-CM3, MIROC5, ACCESS1-0, MRI-ESM1, HadGEM2-AO, IPSL-
CM5B-LR, MRI-CGCM3, and CMCC-CESM (highlighted in Figure 6). These 12 models are referred to as G12,
hereafter. These models also generally show a lower temperature trend with one notable exception of
IPSL-CM5B-LR, which lies outside the CMIP5 95% uncertainty range (Figure 6). The G12 models contribute
most to the differences between CMIP3 and CMIP5 twentieth century temperature trends. This difference is
not statistically significant after removing the G12 models from CMIP5 ensembles (not shown). We note that
the G12 includes climate models from all over the world as well as several major climate modeling centers;

hence, such a biased CMIP5 model

. A I IR AT T N selection may not be justified. Knutti
§ 0'9_: : gm:gz Hinus G12 _ :g‘ﬂ:‘kﬂég _ et al. [2013] found that some of the
Z 0.6 a12 —— GISSTEMP - G12 models, e.g., ACESS1-0, ACES.S1.—
€ 03] r 3, and HadGEM2-CC, may have simi-
P ] lar model physics. Nevertheless, we
R B ey v -~ =\ A i investigate the origin of this discre-
Z -0.3 r pancy between the G12 and other
8 06 —— o F climate models.

1900 1920 1940 ;ge;or 1980 2000 2020 Figures 7 and 8 show the global
average temperature and TOA Rn

Figure 7. Time series of global average annual temperature anomaly. Five- anomaly time series from various
year running mean is applied to smooth the data. Model data are masked groups of climate simulations. We

for long-term observation availability as described in text. Observations

represent average of three data HadCRUT4, NOAA-MLOST, and GISSTEMP. . .
The shaded regions represent the 95% confidence interval estimate of .to Fh'e 1961 'to 1990. cllma'tology n
mean. Observations are shown only up to 2013, whereas model outputs are individual climate simulations and
up to 2015. observations. There are several

computed anomalies with respect
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Figure 8. Global average top-of-the atmosphere (TOA) annual net radiation
anomaly. Five-year running mean is applied to smooth the data. The shaded
regions represent the 95% confidence interval estimate of mean. All major
volcanic eruptions are also shown.

(a) Trends from 1950 to 1998

0.18
® CMIP5 ° °

_ O CESM-LE
£t —Linear (CMIP5)
qﬁ; — -Linear (CESM-LE) - °®
=
3 0.14 ° o
bt
5
=
@
5 0.10
<
3
=3
g
=
= 0.06
=
Q

0.02

0.02 0.06 0.10 0.14 0.18
Trends in TOA Net Radiation (W/m?/decade)
(b) Trends from 1999 to 2013
0.50 ® CMIP5
° O CESM-LE
——Linear (CMIP5)
m] ° ~ -Linear (CESM-LE)
0.40 - °

0.30

0.20

0.10

Global Temperature Trend (°C/decade)

0.00
-0.40 0.00 0.40 0.80

Trends in TOA Net Radiation (W/m?/decade)

Figure 9. Relationship between top of the atmosphere net radiation and
global average temperature trends for the shorter periods in CMIP5 and
CESM-LE climate simulations.

notable features: (a) G12 models
have a warm bias compared to
the remaining CMIP5 models,
CMIP3, and observations in the
early half of the twentieth century
(Figure 7). (b) The warm bias in
the G12 climate models can be
traced to a net positive
(~02Wm™2) TOA Rn anomaly at
the start of the historical simula-
tions compared to the remaining
CMIP5 models (Figure 8), which
could be due to a different
background aerosol content. That
displacement is reduced to
0.1Wm~2 after the Santa Maria
volcanic eruption (1902) and
reduced to 0.0Wm™2 after the
Agung volcanic eruption (1963),
suggesting that the background
aerosol concentration difference
among the models is time-
dependent. (c) Another important
difference is that the CMIP5
models have significantly greater
reflectance leading to a greater
negative TOA Rn anomaly than
the CMIP3 models during all major
volcanic  activity  (Figure  8).
Significant differences between
the G12 temperature trends and
the remaining CMIP5 temperature
trends also exist at regional scales
(Figures S6-59).

Some of the G12 models have
generational representative in
the CMIP3, eg., csiro_mk3_5,
gfdl_cm2_1, ipsl_cm4,  miro-
c3_2_hires, mri_cgcm2_3_2a, and
ukmo_hadgem1. The twentieth
century temperature and TOA Rn
trends in the corresponding
subset of the G12 climate models
are 55+ 16% and 65 £ 19% smaller,
respectively, than their counterpart
in the CMIP3 (Table S4). This result
indicates substantial changes in
the G12 models from CMIP3 to
CMIP5 generations.

Time series derived from the CESM-
LE simulations are also shown in
Figures 7 and 8. The CESM-LE simu-
lations are closer to the G12 models
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Figure 10. Role of internal variability estimated using CESM-LE at various spatial and temporal scales. It shows the ratio of temperature trend spread (standard
deviation) from CESM-LE to CMIP5 simulations. Local trends are calculated for each 2.5° x 2.5° grid box over land only. The error bar denotes the 95% range from
global average, land only, and ocean only (at global scales), six continents, 22 regions, 2.5° x 2.5° grid boxes over land.

than the remaining CMIP5 and CMIP3 models during the first half of the twentieth century (Figures 7 and 8). A
warm temperature anomaly (~0.2 °C) in the observation, relative to the CMIP simulations, during the 1940's is
better captured in the CESM-LE data than in the remaining CMIP5 and CMIP3 simulations (Figure 7).

The TOA Rn analysis is also helpful in quantifying the role of external forcing on the global average tempera-
ture trends at multidecadal to decadal time scales. Trends in TOA Rn explain only 31% of the variance
(r=0.55) in the 49 year temperature trend (second half of twentieth century) and only 17% of the variance
(r=0.41) in the 15 year temperature trend (recent hiatus) in the CMIP5 models (Figure 9). The temperature
trend variability in CESM-LE does not have any correlations with TOA Rn trends for the second half of the
twentieth century and has a negative correlation (r=—0.58) during the recent hiatus period (Figure 9), indi-
cating that internal variability can affect the TOA radiative balance at decadal scales [e.g., Brown et al., 2014].
These results suggest an increasing role of internal variability in the coupled climate system at decadal time
scales compared to century time scales (Figures 6 and 9).

3.3. Role of Internal Variability at Various Spatial and Temporal Scales

Figure 10 shows the role of internal variability estimated using CESM-LE for the three temporal scales: the
twentieth century, second half of the twentieth century, and the recent hiatus period and at various spatial
scales: global, continental, regional, and local. We compared the temperature trend uncertainty in the
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CESM-LE with the trend uncertainty in the CMIP5 simulations. The uncertainty in the trends is measured as 1
standard deviation of trends in the respective simulations. This measure of uncertainty is the same as in pre-
vious studies, [e.g., Knutti et al.,, 2010; Kay et al.,, 2015]. Furthermore, the large sample sizes, e.g., n=30 for
CESM-LE and n=138 for CMIP5, justify the use of standard deviation as a measure of uncertainty [Knutti
et al.,, 2010]. For the long-term trend we used the 1920-2004 trend period and compared the CMIP5 trends
uncertainty in the corresponding period. Here our assumption is that the CMIP5 trend uncertainty is domi-
nated by the uncertainty due to model structure, parameterization differences, and feedback processes,
whereas the CESM-LE uncertainty is only due to internal variability. This assumption is supported by the
two analyses presented previously: (1) the EOF analysis in Figure 5b and (2) the TOA Rn analysis in Figure 6,
where we found that TOA Rn trends are not significantly correlated with temperature trends in the CESM-
LE simulations for 1920-2004 (squares in Figure 6) as opposed to CMIP5 where it is significantly correlated
(R*=0.67). We also found that the role of internal variability (intramodel) in the uncertainty of CMIP5 trends
is minor relative to the inter-model variability. We confirmed this by repeating the analysis presented in
Figure 10 by using only the first ensemble member from each CMIP5 model (total 41) and then comparing
the trend uncertainty with that of CESM-LE (Figure S10, described below).

The role of internal variability estimated using CESM-LE increases as the time scale decreases from century to
decadal (Figure 10). The ratio of the global average temperature trend spread of the CESM-LE to that of the
CMIP5 ensemble increases from 0.24 for the 85 year trend period (1920-2004), to 0.38 for the 49 year trend
period (1950-1998), and to 0.76 for the 15 year trend period (1999-2013). The role of internal variability also
increases from global to local scales; e.g., for the long-term trends (1920-2004), the ratio of trend spread of
the CESM-LE to the CMIP5 ensemble increases from 0.24 at global scale, to 0.36 at continental scale, to
0.42 at regional scale, and to 0.50 at local scale. There are regions with high internal variability, e.g., north-
central North America and southwestern Russia and adjoining regions (Figure 10a, right column). During
the recent hiatus, higher internal variability is also found in the central eastern Pacific, which has been asso-
ciated with the recent hiatus [Kosaka and Xie, 2013; Trenberth and Fasullo, 2013]. Figure S10 shows the same
result as in Figure 10 but using only the first ensemble member from each CMIP5 model (41 total) instead of
using all CMIP5 ensemble members (total 138). The latter combines the effects of internal variability (intramo-
del) and model structural/parameterizations differences (intermodel). The result in Figure S10 is very similar
to Figure 10; e.g., the ratio of the global average temperature trend spread of the CESM-LE to that of the
CMIP5 ensemble increases from 0.24 for the 85 year trend period (1920-2004), to 0.40 for the 49 year trend
period (1950-1998), and to 0.74 for the 15year trend period (1999-2013). This confirms that intermodel
variability is the major contributor to the uncertainty in CMIP temperature trends.

4, Discussion and Conclusions

A number of studies have investigated the twentieth century temperature trends in the CMIP3 and the CMIP5
ensembles for studying climate sensitivity, feedback parameter, attribution to anthropogenic influence [e.g.,
Forster et al., 2013; Knutson et al., 2013a], and the use of different trend calculation methodologies [e.g., Jones
et al.,, 2013]. The main contribution of this study lies in evaluating the twentieth century temperature trends in
a statistically rigorous way, e.g., considering long-term-persistence in trend significance calculation and
making inferences about the role of natural variability at various spatial and temporal scales. We further
examine the role of internal variability by analyzing the TOA Rn trends and the CESM-LE climate simulations.

We identified 12 CMIP5 models that fall outside the range of CMIP3 TOA Rn trends (lower side, G12). If these
12 models are excluded, then the difference between the twentieth century temperature trends in the CMIP3
and CMIP5 ensembles are not significant (not shown). Hence, we conclude that these G12 models contribu-
ted most to the differences between CMIP3 and CMIP5. We further traced these differences to a net positive
TOA Rn anomaly (~0.2 W m™2) in the G12 models compared to other models at the start of the historical runs,
which could be due to several reasons, e.g., due to internal climate variability [e.g., Brown et al., 2014], a trend
or drift in the preindustrial simulations [e.g.Knutson et al.,, 2013a], or time dependent background aerosol
forcing deference (Figure 8). It is also worth noting that Forster et al. [2013] found a higher nonGHG forcing
(almost two times) in a subset of the G12 models compared to the remaining CMIP5 models.

The role of internal variability is investigated by using the CESM-LE simulations at various spatial and
temporal scales. We found that at global scale, the contribution of internal variability to the uncertainty in
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temperature trends increases from 24% for the twentieth century to 76% for the recent hiatus period and at
regional scales from 43% to almost 100% during the corresponding time period. This analysis complements
the statistical analysis results presented in section 3.1. For example, using a statistical method (trend signifi-
cance), we found a greater role of internal variability at regional scale even for century time scales (Figure 4);
this is also supported by the CESM-LE analysis in Figure 10. Our results add to and refine the existing esti-
mates of the role of internal variability in decadal climate predications at global scales [e.g., Meehl et al.,
2014a, 2014b] and regional climate predications on even longer time scales [Hawkins and Sutton, 2009;
Deser et al., 2012a, 2012b]. For example, Hawkins and Sutton [2009] estimated the role of internal variability
at local/regional scales for century time scale at less than 10% (Figure 6 in the reference); whereas we found
this estimate to be 40 to 50% (Figure 10a). This result has implications for detection and attribution studies at
regional scales where the role of internal variability is less recognized [e.g., Najafi et al., 2015]. It is likely that
differences in methodology, e.g., Hawkins and Sutton [2009] estimated internal variability as a residual term of
a polynomial fit in the respective climate simulation versus the CESM-LE estimate of internal variability used
in the study, and climate projections versus historical climate simulations used here, may be contributing to
the revised estimate. We also show that during the recent hiatus period (1999 to 2013) all three observational
data sets and the majority of climate simulations do not show statistically significant trends (Figure 3). The
main advantage of the CESM-LE is that we can identify process-level details of the role of internal variability,
e.g., contribution from oceanic variability such as the Pacific Decadal Oscillation [Newman et al., 2016].

A number of studies have emphasized the role of internal variability for the recent hiatus [e.g., Meehl et al.,
2011, 2014a; Trenberth and Fasullo, 2013]. We presented additional evidence by comparing the spatial pat-
tern of radiative forcing response with the internal variability only response (Figure 5) and clarified the role
of external forcing versus internal variability. While internal variability plays a major role at decadal time
scales, e.g., the recent hiatus, the external forcing dominates longer time scale responses (cf. Figures 5 and
10). Further research is needed, for example, to understand the uncertainty in internal variability estimates
considering its importance at decadal and regional scales.
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