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Abstract A new high-resolution sea surface salinity (SSS) analysis has been produced using Aquarius sat-
ellite observations from September 2011 to June 2015. The motivation for the new product is twofold: to
produce Level-4 SSS analysis that is consistent with existing in situ observations such as from Argo profile
data, and to reduce the large-scale satellite biases that have existed in all versions of the standard Level-3
Aquarius products. The new product is a weekly SSS analysis on a nearly global 0.5° grid. The analysis
method is optimum interpolation (Ol) that takes into account analyzed errors of the observations, specific
to the Aquarius instrument. The method also includes a large-scale correction for satellite biases, filtering of
along-track SSS data prior to Ol, and the use of realistic correlation scales of SSS anomalies. All these fea-
tures of the analysis are shown to result in more accurate SSS maps. In particular, the method reduces the
effects of relative biases between the Aquarius beams and eliminates most of the large-scale, space-varying,
and time-varying satellite biases relative to in situ data, including spurious annual signals. Statistical compar-
ison between the weekly Ol SSS maps and concurrent buoy data demonstrates that the global root-mean-
square error of the analysis is smaller than 0.2 pss for nearly all weeks over the ~4 year period of compari-
son. The utility of the OI SSS analysis is also exemplified by the derived patterns of regional SSS variability.

1. Introduction

The primary objective of this paper is to describe a new high-resolution sea surface salinity (SSS) product
derived from satellite observations. The product is a weekly analysis on a near-global 0.5° grid for the period
from September 2011 to June 2015. The input data are the Level-2 (L2) swath SSS data provided by the
Aquarius/SAC-D satellite, a collaborative space mission between NASA and Argentina’s space agency. Dur-
ing its prime mission (25 August 2011 to 7 June 2015), the Aquarius/SAC-D satellite delivered unprece-
dented space-based observations of SSS with a complete global coverage every 7 days, a significant
advance in our ability to monitor SSS variability.

SSS is an important variable that reflects the intensity of the marine hydrological cycle [U.S. CLIVAR Office,
2007]. Therefore, knowledge of the spatial and temporal distribution of SSS is essential for understanding
the hydrological cycle and for climate monitoring and prediction. Knowledge of the distribution of SSS is
also important for better understanding of the ocean circulation and its role in climate [Schmitt, 2008; The
CLIVAR Salinity Working Group, 2008]. Aquarius satellite measurements are capable of achieving high spatial
and temporal resolution because of their characteristics, yet they are contaminated by significant instru-
ment noise and also contain large-scale satellite biases and spatially correlated errors [Lagerloef et al., 2015;
Melnichenko et al., 2014]. The biases, which are discussed in more detail in later sections, include differences
in ascending and descending swath data, interbeam differences, and time-varying biases at annual and
shorter time scales [Lagerloef et al., 2015]. In order to improve the utility of Aquarius SSS observations for
researchers and application users, the motivation for the new product is twofold: to produce SSS analysis
that is quantitatively consistent, at appropriate time and space scales, with existing in situ observations
such as those from Argo profile data, and to significantly reduce the large-scale biases that have existed in
all versions of the standard Aquarius products.

The possibility of correcting for various errors in Aquarius SSS data by incorporating available statistical
information about the signal and noise into the mapping procedure commonly known as optimal interpola-
tion (Ol) was tested in a recent study by Melnichenko et al. [2014]. The trial analysis in the North Atlantic
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demonstrated the utility of the Ol technique and the potential of Aquarius SSS products to document salin-
ity structure at fine spatial (~150 km) and temporal (1 week) resolution with an accuracy of 0.2 pss (salinity
is reported on the Practical Salinity Scale 1978 [UNESCO, 1985]) or better. The new near-global analysis
described in this paper is also based on Ol, yet with an additional step to correct the satellite SSS retrievals
for large-scale spatial biases using in situ data.

The rest of the paper is organized as follows. Section 2 provides an overview of the satellite SSS data and
describes quality control procedures applied to the data. Section 2 also describes the bias correction algo-
rithm. Section 3 briefly describes the interpolation method, focusing on important features of the Ol SSS
analysis. Section 4 presents examples of the global SSS distribution. Results of the formal validation of the
analysis with in situ data are included in section 5. Regional examples of weekly OI SSS fields are then pre-
sented in section 6 to illustrate the utility of the product. The paper concludes with a summary of the results
and a discussion of limitations and possible improvements of the analysis in section 7.

2, Satellite SSS Data, Data Quality Control, and Correction for
Satellite Biases

2.1. Satellite SSS Data

Aquarius/SAC-D is a satellite mission focused on measuring SSS from space. The satellite is positioned on a
polar sun-synchronous orbit crossing the equator at 6 P.M. (ascending) and 6 A.M. (descending) local time
with a repeat cycle of 1 week. The Aquarius instrument consists of three passive microwave radiometers
that “look” along three beams at different angles relative to the sea surface. The beams form three elliptical
footprints on the sea surface (76 X 94 km, 84 X 120 km, and 96 X 156 km) aligned across a ~390 km wide
swath. The emission from the sea surface, measured by the radiometers as an equivalent brightness tem-
perature, is converted to SSS, subject to corrections for various geophysical effects [Wentz et al., 2012]. A
detailed description of the Aquarius/SAC-D satellite mission and the Aquarius instrument can be found in
Le Vine et al. [2007] and Lagerloef et al. [2008].

The satellite observations of SSS used in this study are obtained from Level-2 (L2) version 4.0 Aquarius data
produced by the NASA Goddard Space Flight Center’s Aquarius Data Processing System (ADPS). The L2 data
files, distributed by the Physical Oceanography Distributed Active Archive Center (PO.DAAC) of the Jet Pro-
pulsion Laboratory (JPL), contain retrieved SSS, navigation data, ancillary fields, quality flags, and other
related information such as sea surface temperature (SST) and surface winds. The data are structured as a
sequence of files, each corresponding to one orbit of Aquarius. Each orbit is defined as starting when the
satellite passes the South Pole. Individual observations along each orbit consist of a sequence of data points
sampled at a 1.44 s (~10 km) interval. Each individual observation represents the average salinity in the
upper 1-2 cm layer and over a ~100 km footprint [Le Vine et al., 2007; Lagerloef et al., 2008].

In order to produce the gridded product, the L2 SSS data are first checked for quality. All observations are
discarded if they fail any of the following quality flags: 12 (nonnominal navigation), 13 (radiometer teleme-
try), 14 (roughness correction failure), 16 (pointing anomaly), 17 (brightness temperature consistency), 19
(radio-frequency interference (RFl)), and 21 (reflected radiation from Moon or Galaxy). In the case of flags 19
and 21, the data are excluded from the analysis if the conditions indicated by the flags are either moderate
or severe. For other flags, only severe conditions resulted in data rejection. Also excluded from the analysis
are data points that are contaminated by land (land fraction > 0.005) or sea ice (sea ice fraction > 0.005); or
sampled during high wind (wind speed > 15 m/s) or in cold water (SST < 5°C). A detailed description of the
Aquarius quality flags including recommended thresholds can be found in the Aquarius V4.0 Data User
Guide  (ftp://podaac-ftp.jpl.nasa.gov/allData/aquarius/docs/v4/AQ-010-UG-0008_AquariusUserGuide_Data
setV4.0.pdf).

2.2. Satellite Bias Correction

The next step in data processing consists of a large-scale adjustment of the satellite data relative to in situ
data. Analysis of long time series of Aquarius SSS data revealed that satellite retrievals contain large-scale
biases relative to in situ data. Their spatial distributions show clear zonality with large negative biases (up to
—0.2 pss) in the tropics and positive biases at high latitudes [Hacker et al., 2014; Lagerloef et al., 2015]. The
causes of the biases in Aquarius data are believed to be related to SST-dependent errors in the dielectric
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Figure 1. Mean spatial bias correction fields (pss) for Aquarius (left) ascending and (right) descending data; (top) beam 1, (middle) beam 2, and (bottom) beam 3.

constant and the model for atmospheric oxygen absorption, which are part of the retrieval algorithm
[Meissner et al., 2015].

In the Ol analysis, satellite biases are corrected relative to in situ salinity data collected by Argo floats. The
bias fields were constructed by differencing the 5 m Argo salinity and Aquarius-derived SSS fields. The latter
were derived using only ascending or only descending satellite observations and also separately for each of
the three Aquarius beams. For this purpose, because of the large-scale spatial structure of the bias fields
[Hacker et al., 2014], the large-scale SSS fields from Aquarius were constructed by bin averaging of raw
Aquarius observations within 6° X 6° spatial bins centered on a global grid with the grid spacing of 3° in
both longitude and latitude directions. The Argo-derived fields, which we regard as the “ground truth” at
large spatial scales, are monthly mean SSS fields obtained with variational interpolation of Argo buoy meas-
urements. (The gridded Argo product is produced by the Asia-Pacific Data Research Center (APDRC) of the
University of Hawaii; available at http://apdrc.soest.hawaii.edu/projects/argo/.) Only systematic, time-
averaged biases are taken into account. Thus, there are six bias fields, shown in Figure 1. In order to sup-
press the unwanted small-scale signals, arising primarily from irregular sampling, the bias fields were
smoothed with a two-dimensional running Hanning window of half-width of 8°, generally consistent with
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the smoothness properties of the Argo-derived salinity fields. Of note, only the first 3 years of Aquarius
observations from September 2011 to August 2014 were used to construct the bias fields (Figure 1).

The spatial variability in the bias fields is significant throughout the ocean (Figure 1). The largest positive
biases with magnitudes greater than 0.2 pss are observed in the subpolar North Pacific and in the Southern
Ocean. The largest negative biases are observed in the tropics, particularly in the Indian Ocean. Figure 1
also demonstrates that the satellite biases can be different for ascending and descending satellite passes.
For example, a large region in the North Atlantic next to Europe is biased low in the ascending satellite
data, which is consistent with the effect of RFl contamination from adjacent land areas [Lagerloef et al.,
2015]. Thus, correcting for the large-scale satellite biases separately for the ascending and descending satel-
lite passes may help reduce the effect of RFI contamination overlooked by the standard RFI detection algo-
rithm. Likewise, correcting for the large-scale satellite biases separately for each of the three Aquarius
beams may help reduce residual interbeam biases (this effect has been determined a posteriori), which per-
sist even after applying a multiyear average.

The bias-adjusted satellite observations S,q; are determined from the retrieved values Sqps as:

Sadjzsobs_AS7 (M

where the bias AS is determined by interpolating the bias fields, shown in Figure 1, into the locations of the
satellite measurements according to the corresponding Aquarius beam and ascending/descending mode.

The final step in data preparation consists of filtering the data along track to suppress high-frequency
instrument noise. The filter is a low-pass Hanning filter of half-width of ~60 km (6 times the along-track
sampling). The effect of filtering of the along-track SSS data is illustrated in Melnichenko et al. [2014]. From
the spectral analysis of along-track SSS data, it has been determined that the instrument noise is essentially
white in nature and can effectively be reduced by averaging over a sufficient number of observations. Han-
ning filter of 60 km half-width, which corresponds to averaging over 12 adjacent observations, has been
found to perform quite well to considerably reduce the instrument noise, yet preserve the ocean signal
from oversmoothing (see Melnichenko et al. [2014, Figure 4], for details). According to the degree of filtering,
the SSS data are then subsampled every third point along track.

3. OI SSS Analysis

As in Melnichenko et al. [2014], the analysis algorithm is optimal interpolation (Ol) applied to quality-
controlled and preprocessed Aquarius L2 data. The Ol analysis [Gandin, 1965; Bretherton et al., 1976] uses a
background or first guess field, relative to which the observation increments are computed. At each analysis
grid point, the analysis increment is estimated as a weighted sum of the observations that influence the
grid point, where the weights are optimized to minimize the estimation error variance. This also involves
defining error and signal covariances for the input data, which are assumed to have zero mean relative to a
given background field. The grid point analysis is completed by adding the analysis increment to the first
guess.

The interpolation expression for Ol can be written as [Bretherton et al.,, 1976; Le Traon et al., 1998]:
N N N
S=SpH> > ATG(S-S), (2)
=1 j=1

where S, is the interpolated value (or estimate) at the grid point x; SY is the forecast (or “first guess”) value
at the grid point x; S;’bs (i=1,...,N)is the measured value at the observation point /: S;’b5=5,+s,», where ¢ is
random measurement error; S9 is the forecast value at the observation point i; A is the NXN covariance
matrix of the data:

A= ((Si=S))(S=S))) + (aiey), <

and Cis the joint covariance of the data and the field to be estimated:
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Figure 2. Meridional (blue) and zonal (red) correlation scales applied in the OI SSS (8,—6,-) =5,-j0'3v otherwise,
analysis. The green curve shows the along-track correlation scales determined by where 5ij is the Kronecker delta func-

fitting the Gaussian model to the sample covariances estimated in 10° latitude

. 2 . .
bins from the Aquarius L2 data as described in Melnichenko et al. [2014]. tion, Oy 1S the variance of uncorrelated

errors, and af is the variance of along-
track correlated error.

Thus, the algorithm allows two types of errors to contribute to the elements of the error covariance matrix.
The first type is white noise (diagonal elements), representing uncorrelated errors. The second type is intro-
duced as a long-wavelength error (by analogy with altimeter applications [Le Traon et al., 1998]) and is justi-
fied in our analysis by the fact that the relative biases between the Aquarius beams correlate over long
distances along the satellite tracks [Melnichenko et al., 2014; Hacker et al., 2014]. Each Aquarius beam is mod-
eled as having independent error.

The Ol method requires knowledge of the first guess and statistical properties of the field to be analyzed.
These components are selected as follows.

1. First Guess. The first guess fields are derived from monthly mean SSS fields produced by the APDRC with
variational interpolation of Argo buoy measurements. The Argo-derived SSS fields are chosen because
they are independent from the analysis of the satellite data and provide unbiased large-scale estimates
of the first guess. An example and further discussion are presented in section 4.

2. Signal Statistics. The normalized spatial covariance of weekly SSS anomalies is described by the Gaussian
function:

Cre, ry)=exp (—rf/Rﬁ—rj/Rf,), (5)

where r, and r, are spatial lags in the zonal and meridional directions, respectively, and R, and R, are the
zonal and meridional correlation scales. This form of the correlation structure is chosen because the
resulting covariance matrixes are proven to be always positive definite [Weber and Talkner, 1993], which
is a strict requirement on the choice of a possible analytical form of the correlation function in the Ol
analysis [Gandin, 1965; Thiebaux and Pedder, 1987]. The choice may not be truly optimal in statistical
sense because the Gaussian function fails to accommodate all the details of the observed correlation
array, particularly negative (oscillatory) lobes. Yet it is suitable, since the correlation scales and the major
structure (prior to the first zero crossing) of observed SSS correlations in the Aquarius data are well repro-
duced by the Gaussian model [Melnichenko et al., 2014].

Both the zonal and meridional correlation scales in (5) are allowed to vary with latitude. The meridional
scales have been determined by fitting the Gaussian model to the sample correlations estimated in 10°
latitude bins from the Aquarius L2 data as described in Melnichenko et al. [2014]. Based on the observed
distribution of correlation scales, shown in Figure 2 (green curve), the latitudinal dependency of Ry is
approximated by the following functional form:

R, (y)=14exp (—(y—4)*/225))+92 km, ©)

where y is latitude in degrees. Thus, the meridional scales are somewhat larger in the tropics (106 km at
4°N) than at high latitudes (92 km).

The zonal correlation scales at middle and high latitudes are set to equal the meridional scales, while
in the tropics they are scaled to represent the zonal elongation of correlations as follows:
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Re(y)=R,(y)(0.5exp (—(y—4)%/56.25)+1). @)

Near the equator, the aspect ratio R,/R, equals 1.5 (R,= 160 km at 4°N) and gradually decreases
toward higher latitudes (Figure 2). Poleward of about 20° the correlation function (5) becomes iso-
tropic (Ry=R,=92km). We note, however, that our assumptions of the zonal correlation scales, includ-
ing the functional form (7), are somewhat arbitrary and based largely on previous observational
studies. In the North Atlantic, for example, Reverdin et al. [2007] found that in most regions outside of
the tropics the zonal and meridional scales are comparable, while near the equator the zonal scales
are ~1.5-2 times larger than the meridional scales. Likewise, Delcroix et al. [2005] reported on zonal
anisotropy in the characteristic scales for SSS in the tropical Pacific and Indian Oceans.

3. Error Statistics. The error covariance consists of two parts: the white noise and long-wavelength error.
Given prior filtering of Aquarius L2 SSS data, the variance of the white noise is assumed to be 10% of the
signal variance, independent of the geographical location. The long-wavelength error correlation is
approximated by the exponential function of the form:

C.(l)=exp (—=I/R.), (8)

where [ is the along-track separation distance and R, =500 km is the exponential decay scale. The esti-
mate of R, is obtained by fitting the curve (8) to the interbeam bias statistics evaluated by comparison of
the covariances of the interbeam differences for Aquarius and ancillary SSS data as described in Melni-
chenko et al. [2014].

The variance of the long-wavelength error varies with latitude from about 0.04 pss? in the tropics to 0.15
pss? at high latitudes [Hacker et al,, 2014]. Following the latitudinal changes in both the error and signal var-
iances (not shown), the ratio of the error variance to the signal variance, 1, is approximated as:

n=2"(1—exp (—y?/400))/1.43)+0.3. 9)

Thus, the relative variance of the long-wavelength error is set to vary from 30% in the equatorial region,
where the signal variance is large, to more than 150% at high latitudes, where the error variance is large.

The OI SSS analysis is performed on a 0.5° longitude X 0.5° latitude grid every week from September 2011
to June 2015. The weeks are defined to correspond to the standard Level-3 product produced by ADPS to
facilitate the comparison (section 5). The Ol SSS analysis is run in a local approximation; namely, only data
points in a smaller subdomain around the analysis grid point are used. The radius of the subdomain is
defined to be four times the space correlation scale, which allows for accommodating both the signal and
error correlations. The local approximation also helps to reduce the effect of spatial inhomogeneity in the
signal and error statistics [Weber and Talkner, 1993].

4. Global SSS Fields

As an example, Figure 3 presents the global SSS distribution in September 2011 derived from the Argo float
observations (Figure 3a) and Aquarius Ol SSS analysis (Figure 3b). For a fair comparison with the monthly
mean Argo field, the weekly Ol SSS maps were averaged over the 4 week period 3-30 September 2011. As
expected, both SSS fields exhibit the same large-scale patterns, such as higher salinity in the subtropics in
all oceans and lower salinity in the tropics and at high latitudes, particularly in the North Pacific. The largest
values of SSS are in the subtropical North Atlantic with a secondary maximum in the subtropical South
Atlantic.

There are notable differences between the maps as well. The Argo-derived SSS field is very smooth, which
is not surprising, given the sparse coverage of in situ measurements. In contrast, the Aquarius Ol SSS map
shows a very detailed structure. In particular, the North Pacific intertropical convergence zone (ITCZ)
appears as a relatively narrow band of low-salinity water extending all the way across the North Pacific. The
most notable feature in the North Atlantic is the plume of low-salinity water extending far offshore off the
northeastern coast of South America. The feature is associated with the Amazon River outflow and is pres-
ent seasonally during summer and fall [Lentz, 1995]. These important regional features are well resolved by
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Figure 3. (a) September 2011 mean SSS fields (pss) constructed from in situ Argo float data (first guess for the OI SSS analysis) and (b) OI SSS analysis averaged over the 4 week period
3-30 September 2011. The corresponding gradient fields (pss/100 km) are shown in Figures 3c and 3d.

Aquarius measurements and demonstrate the remarkable achievement of the Aquarius/SAC-D satellite mis-
sion [Lagerloef, 2012].

The resolution differences between the Argo and Aquarius maps are highlighted by the maps of the magni-
tude of the horizontal SSS gradient field, shown in Figures 3c and 3d. The SSS gradients are much sharper
in the Aquarius Ol SSS field compared with the Argo field. Also evident is the fine-scale structure of the
fronts revealed by the Aquarius data. For example, undulations of the SSS front are clearly visible along the
southern flank of the Amazon River plume in the North Atlantic. The low-salinity band in the tropical North
Pacific is flanked by an intense SSS front with local salinity gradients as large as 0.5 pss/100 km. Also, an
interesting feature in the eastern part of the subtropical North Pacific is that the broad high gradient region
centered at about 35°N, smooth in the Argo-derived map (Figure 3c), appears in the Aquarius Ol SSS gradi-
ent map (Figure 3d) as a complex system of zonally elongated fronts. This again emphasizes the resolution
capabilities of the Aquarius data and OI SSS analysis.

To quantify the magnitude and spatial distribution of SSS variability in the Ol SSS analysis, Figure 4a shows
the standard deviation of SSS computed from the time series of weekly Ol SSS maps over the period from
September 2011 to June 2015. Several regions stand out as having the largest SSS variability: the rainy belts
(low local salinity, Figure 3b) associated with the ITCZ in the North Pacific and North Atlantic (standard devi-
ations around 0.3-0.5 pss), the South Pacific convergence zone, the eastern equatorial Pacific, the tropical
Indian Ocean, the western boundary current regions of the Kuroshio and Gulfstream, the Southern Ocean,
as well as the areas near outflows of major rivers, such as the Amazon. Maximum values of the SSS standard
deviation, exceeding 1 pss, are observed in the far eastern equatorial Pacific, the Bay of Bengal and Arabian
Sea in the Indian Ocean, and the western part of the tropical North Atlantic. Apart from the regions of high
SSS variability, the standard deviation of SSS has typical values of around 0.1-0.2 pss.

The standard deviation in Figure 4a includes the large-scale signal and annual cycle. Some part of this variability
can be described by the Argo-derived fields, which are used as the first guess for the Ol SSS analysis. To quantify
the value added by Aquarius, Figure 4b shows the RMS differences (RMSD) between the weekly OI SSS analysis
and first guess fields. The largest RMSD, exceeding 0.2 pss, occur in the regions of strong SSS variability
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0.5 (Figure 4a), such as around the ITCZ.
I In some areas, such as the tropical
North Atlantic and eastern equato-
rial Pacific, the SSS RMS variability
added by Aquarius exceeds 0.5 pss.
These areas are also characterized
by strong SSS gradients (Figure 3d).
In the subtropical regions, where the
; SSS gradients are generally weak,
: : : : ; the RMS differences between the
0 60 120 180 240 300 0 60 Argo and Aquarius SSS analyses are
less than 0.15 pss.

0.4

0.3

5. Validation and
Intercomparison of SSS
Analyses

Following Melnichenko et al. [2014],
we use Argo buoy observations of
salinity in the near-surface layer to
estimate the error statistics for vari-

; : : 7 : | ous SSS analyses. The Argo buoy
0 60 120 180 240 300 0 60 network provides quasi-random

Figure 4. (a) The standard deviation of SSS (pss) computed from weekly time series of geographic distribution of about

OI SSS fields for the period from September 2011 to June 2015. The black box in Figure 1100 in situ salinity measurements

4aindi h f th ional | i i ion 6. (b) Th -
a indicates tl garea of the regional example described in s'ectlon 6. (b) The root for each week. OnIy measurements

mean-square differences between the weekly Ol SSS analysis and first guess fields

over the period from September 2011 to June 2015. shallower than 6 m depth and

flagged as good from each Argo
profile are used in this analysis. The error statistics for the SSS analyses are calculated by comparing buoy
measurements for a given week with SSS values at the same locations obtained by interpolating the corre-
sponding Aquarius SSS maps. Two analyses are compared. The first one is the Ol SSS analysis described in
this paper and the other is the standard Level-3 (L3) SSS product currently produced by ADPS. Of note, the
standard 7 day L3 product is constructed by bin averaging of Aquarius L2 SSS data within 1° longitude X 1°
latitude spatial bins centered on a regular 1° resolution grid. The bin-averaging procedure effectively elimi-
nates high-frequency (white) instrument noise, but fails to correct for correlated errors in Aquarius data and
somewhat limits the product resolution.

Figure 5 shows the bias and RMSD of the Ol SSS and the standard L3 product evaluated against concurrent
Argo buoy observations. Both products yield the time series of the global bias oscillating around zero
(Figure 5a). However, the standard deviation of the weekly biases is much larger for the standard Level-3
product (0.029 pss; blue curve) than for the OI SSS analysis (0.01 pss; red curve). The RMSD of the two analy-
ses differ substantially (Figure 5b). On average, the largest RMSD (0.29 pss) is observed for the standard
Level-3 product. The OI SSS analysis improves the RMSD by about 55% (0.18 pss). Also note that the RMSD
between the Ol SSS analysis and concurrent buoy data is smaller than 0.2 pss for nearly each week during
the 196 week period of comparison.

The impact of the bias correction can be seen in the zonally averaged differences between the weekly SSS
maps and the corresponding buoy data shown in Figure 6. The zonally averaged biases are calculated
weekly by averaging these statistics over 5° latitude bands. As might be anticipated from the results in Fig-
ure 1, significant biases still exist in the standard L3 product (Figure 6a). The latitude-time distribution shows
large negative biases in the tropical band and positive biases at midlatitude and high latitude. Remarkably,
large positive biases at high latitudes are observed throughout a year, including winter and early spring,
when the upper ocean layer is well homogenized. Therefore, these biases cannot be explained by possible
differences between salinity at 5 m depth, measured by a typical Argo buoy, and that at the sea surface,
sampled by Aquarius. Besides the residual static bias, there is a clear seasonal cycle in the bias distribution.
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Figure 5. (a) Weekly mean differences and (b) RMSD between Argo buoy observations and two Aquarius SSS analyses: Ol SSS (red) and
the standard Level-3 SSS product currently produced by the ADPS (blue). The error statistics were computed globally by comparing Argo
buoy observations for a given week with SSS values at the same locations obtained by interpolation of the corresponding SSS maps.

Note in particular the asymmetric distribution of the bias relative to the equator with larger negative biases
in late winter and early spring in each hemisphere. The causes of the spurious annual signals in Aquarius
data are not clear, but are most likely the manifestation of residual geophysical corrections to the measured
brightness temperature [Lagerloef et al., 2015].

The bias distribution for the OI SSS fields shows nearly zero bias throughout the 196 week period of com-
parison (Figure 6b). It is worth emphasizing that the original data for the Ol analysis have been corrected
for only static, time-averaged bias. Yet the seasonal cycle in the bias distribution has considerably been
reduced. This effect can be explained by the fact that various types of errors in Aquarius observations are
interrelated and, thus, dealing with one type of error (e.g., interbeam biases) inevitably affects other types
[Melnichenko et al., 2014]. Since the static bias has been removed from the data prior to the OI SSS analysis,
the remaining time-varying biases represent correlated errors in the observations with zero mean (as
required by the Ol analysis) and long spatial correlation scales. In this regard, the long-wavelength error,
introduced primarily to correct for relative biases between the Aquarius beams (section 3), also aids in the
reduction of the large-scale nonsystematic biases, including spurious annual signals.

Finally, the geographical distribution of the RMSD for the OI SSS analysis is shown in Figure 7. The RMSD
were computed in 8° spatial bins from the differences between the weekly SSS maps and collocated Argo
buoy observations. The bin size was selected to ensure an adequate number of collocations (>100) in each
bin. Figure 7 demonstrates that the largest RMSD, exceeding 0.2 pss, are found in the regions of strong vari-
ability in SSS (Figure 4a), such as along the North Pacific and North Atlantic ITCZ, the South Pacific conver-
gence zone, the North Pacific subpolar front, the Gulfstream, and near the outflows of major rivers, such as
the Amazon in the tropical North Atlantic. However, relatively large discrepancies between the gridded SSS
maps and in situ observations in these areas are not necessarily due to errors in Aquarius observations or
errors in the mapping procedure. Qualitatively, such a pattern of the mapping error should be expected. In
the presence of strong SSS gradients (e.g., Figure 3d), the difference between a point measurement by a
buoy and the area averaged SSS sampled by Aquarius can readily exceed 0.2 pss [Lagerloef et al., 2010;
Vinogradova and Ponte, 2013]. The same is true for unresolved temporal variability [Vinogradova and Ponte,
2012]. Another source of uncertainty can be related to strong vertical gradients of salinity. In such cases,
salinity at 5 m depth, sampled by a typical Argo buoy, may differ significantly from the surface salinity,
sampled by Aquarius. Such conditions are frequently observed in the tropics, particularly in the rainy belts
associated with the ITCZ [Schlussel et al., 1997; Henocq et al., 2010].

MELNICHENKO ET AL.

AQUARIUS OI SSS ANALYSIS 610

85U8017 SUOLUWOD BAIER.D) 3|ded ! jdde ay) Aq peusenob afe Sajo1e O ‘8sN Jo Sa|NJ oy Aeiq 1 8uljuO A8]I UO (SUOTIPUOI-pUe-SWLBW0Y" A3 | I Aleld| Ul |UO//:Sd1y) SUONIPUOD pue swie | 8y} &8s *[€20Z/70/8T] Uo AkiqiTauliuo A|IM ‘SrETTOOCSTOZ/200T OT/I0p/Wod A8 im ARe.qijpuljuo'sgndnBey/sdny wouy pepeojumod ‘T ‘9102 ‘16266912



@AGU Journal of Geophysical Research: Oceans

10.1002/2015JC011343

| 2015

2013
POZT—TEPZPNOZT-TEPZPNOZT-TEPZPUOZO=TEPZ

2014

2012

T ;
é (a) T (bt
-50-25 0 25 50 -50-25 0 25 50
Latitude Latitude
HE e HE e
-0.2 0 0.2 -0.2 0 0.2

Figure 6. Latitude-time distributions of the zonally averaged differences (pss) between the
weekly SSS maps and the corresponding Argo buoy data for two SSS analyses: (a) standard
Level-3 product; (b) Ol SSS analysis of this paper. The error statistics were computed by com-
paring Argo buoy observations for a given week with SSS values at the same locations
obtained by interpolation of the corresponding SSS maps. The zonally averaged biases were
computed by averaging these statistics over 5° latitude bands.

It is worth emphasizing that
the OI SSS analysis does not
blend in a direct way the sat-
ellite and in situ observations
such as Argo (see, eg. Xie
et al. [2014], for an in situ sat-
ellite blended analysis of
global SSS). However, the
large-scale SSS fields con-
structed from the Argo buoy
observations are used as the
first guess fields for the Ol
analysis of the satellite data.
Moreover, these fields are
used to construct the bias
fields (Figure 1), which, in
turn, are used to adjust the
satellite retrievals. Given this
information, one may con-
clude that the Argo buoy
observations, used for the
verification of the OI SSS anal-
ysis, are not completely inde-
pendent of the analysis and
may thus result in artificially
favorable comparisons be-
tween the satellite and in situ
salinity at buoy locations.

To demonstrate that this is
not the case, we compare
each of the two Aquarius SSS
products with completely
independent  thermosalino-
graph (TSG) salinity data col-

lected by research vessels and Volunteer Observing Ships (VOS). In this study, we use the delayed-mode
data provided by the French Sea Surface Salinity Observation Service (http://www.legos.obs-mip.fr/observa-
tions/sss/). The data have been subject to vigorous quality control procedures, which included adjustments

I0.5
0.4

0.3

0 60 120 180 240 300 0 60

Figure 7. Geographical distribution of the RMS differences (pss) between the weekly Ol
SSS analysis and in situ buoy data over the period from September 2011 to June 2015. The
error statistics are computed in 8° spatial bins by comparing Argo buoy measurements for
a given week with SSS values at the same locations obtained by interpolation of the corre-
sponding Ol SSS maps.

for any systematic biases in the
individual ship tracks (see Alory
et al. [2015] for a detailed
description of the data set).
From this data set, only the
highest quality SSS values are
used to validate the Aquarius
products. For consistency with
Argo  observations,  which
implicitly contain sampling error
due to unresolved temporal
and spatial scales, the TSG data
are kept at the 5 min (~2 km)
sampling intervals as collected
along the ship tracks. Similar to
the Argo buoy data, the error
statistics for the Aquarius SSS
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Figure 8. Distribution of VOS-TSG observations from ships for the period from September 2011 to April 2014.

analyses are computed by comparing individual TSG measurements for a given week with SSS values at the
same locations obtained by interpolating the corresponding SSS maps.

The distribution of VOS-TSG observations for the period from September 2011 to April 2014 is shown in
Figure 8. Unlike the Argo array, the TSG data are very inhomogeneous in both space and time and cover
mostly the North Atlantic and western tropical Pacific with just a few lines in the South Pacific and Indian
Ocean. As a result, the time series of the bias and RMSD of the two SSS analyses, shown in Figure 9, exhibit
significant scatter around the mean values and strongly depend on the weekly distribution of the TSG data.
However, the overall tendency for the Ol SSS analysis to produce smaller biases and RMSD is evident. On
average, the largest RMSD (0.31 pss) is observed for the standard Level-3 product without bias correction,
while the smallest RMSD (0.20 pss) is observed for the OI SSS product. These averaged estimates are remark-
ably consistent with those obtained from the Argo buoy data (Figure 5). A more detailed analysis (not
shown here) indicates that the largest differences between the SSS maps and TSG measurements, which
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Figure 9. (a) Weekly mean differences and (b) RMSD between VOS-TSG data and two Aquarius SSS analyses: Ol SSS (red), and the standard
Level-3 SSS product currently produced by the ADPS (blue). The error statistics were computed globally by comparing TSG observations
for a given week with SSS values at the same locations obtained by interpolation of the corresponding SSS maps. Each dot in the graph
corresponds to 1 week. Only weeks with the number of individual TSG observations greater than 1500 are shown.
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Figure 10. Aquarius Ol SSS (pss) in the eastern tropical Pacific for (a) 1-7 October 2011, (b) 10-16 December 2011, (c) 19-25 February 2012, (d) 22-28 April 2012, (e) 1-7 July 2012, and
(f-j) the corresponding gradient fields (pss/100 km). Contours are 34 pss (blue), 33 pss (cyan), and 32 pss (red) isohalines.

contribute to the spikes in the RMSD time series (Figure 9b), are observed for the ship tracks located in the
area of the Gulfstream extension, near the Amazon River outflow, and in the far eastern equatorial Pacific,
generally consistent with Figure 7.
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6. Regional Example

The utility of the Aquarius Ol SSS data set is further illustrated in this section from example maps of SSS in the
eastern tropical Pacific (Figure 10). This region is chosen to demonstrate the capability of the OI SSS product in
comparison to recently published analyses of Aquarius SSS [Yu, 2014; Kao and Lagerloef, 2015] and to generally
characterize the SSS variability in the region of the upcoming SPURS-2 field campaign [SPURS-2 Planning Group,
2015]. A sequence of weekly SSS maps, covering the period from October 2011 to July 2012, is presented in
Figure 10. The times for the plots are chosen somewhat arbitrarily to demonstrate some interesting features in
the SSS fields. However, because the large-scale variations in SSS in the region are dominated by the seasonal
cycle [Delcroix et al., 2005; Bingham et al., 2010], the maps also represent typical conditions during a year.

Figure 10a shows the SSS field for the first week in October 2011, a time of year when the ITCZ is at its north-
ernmost annual position [Xie and Arkin, 1997; Yu, 2015]. A narrow band of low SSS (SSS < 34 pss) is evident
along approximately 10°N and is a signature of the zonal band of heavy precipitation in the ITCZ [Yu, 2014;
Tchilibou et al., 2015]. In December 2011 (Figure 10b), the zonal band of low SSS appears to have shifted
northward by a few degrees of latitude, apparently due to advection by ocean currents [Yu, 2015], but can be
a result of a more complicated balance between all the terms in the salinity budget equation, including verti-
cal processes at the base of the mixed layer [Hasson et al.,, 2013]. In this respect, the seasonal migration of the
low SSS band in winter is very different from that of the ITCZ rain band (not shown). While the low SSS band
progresses further northward and erodes over time, the ITCZ migrates back toward the equator [Yu, 2014]. In
February 2012 (Figure 10c), substantial new freshening is evident in the zonal band between the equator and
5°N, concomitant with the southernmost annual position of the ITCZ [Xie and Arkin, 1997; Yu, 2014].

Large seasonal variations in SSS can also be seen along the coast of Central America. This includes the far
Eastern Pacific Fresh Pool (EPFP) with SSS lower than 32 pss. The pool is confined to the Gulf of Panama in
summer and fall (Figure 10a) and extends far offshore in winter (Figure 10c) in response to regional air-sea-
land interactions [Alory et al.,, 2012]. The Aquarius maps also reveal some important smaller-scale features,
such as a local SSS maximum around 90°W, 10°N (Figure 10a) associated with the Costa Rica thermocline
dome [Xie et al., 2005; Alory et al., 2012].

The resolution capabilities of the Ol SSS maps are best seen from the maps of the SSS gradient field in the
right panels in Figure 10, which reveal the fine-scale structure of SSS fronts in the region. The frontal pat-
terns vary over time, generally following the seasonal cycle in SSS [Kao and Lagerloef, 2015]. The low SSS
belt along 10°N in October 2011 (Figure 10a) is flanked from the south by a sharp SSS front with SSS gra-
dients as large as 0.5 pss/100 km (Figure 10f). The front is present seasonally during summer and fall, when
the ITCZ is at its northernmost position, and weakens or disappears in other months [Kao and Lagerloef,
2015]. The core of the fresh pool in the far eastern equatorial Pacific (Figure 10c) is flanked by a well-
marked SSS front around the 32 pss isohaline (Figure 10h), generally consistent with the analysis of high-
resolution TSG data reported by Alory et al. [2012]. A quasi-permanent front along the equator, which origi-
nates from the coast of South America and extends westward to about 120°W, clearly delineates the bound-
ary between the fresh pool (SSS < 34 pss) to the north and saltier water (SSS > 34 pss) to the south. The
location of the front apparently moves only about 3° latitude annually and is well defined by the 34 pss iso-
haline. Such details of the SSS structure and variability are not available from conventional in situ measure-
ments, thus emphasizing the value added by Aquarius.

7. Summary and Conclusions

The OI SSS analysis of Aquarius L2 (swath) data is produced on a uniform 0.5° longitude/latitude grid at a tempo-
ral resolution of 1 week. The analysis method is optimum interpolation that takes into account error information
specific to the Aquarius instrument. This includes statistical information on the so-called long-wavelength error
that accounts for relative biases between the Aquarius beams, which, if not accounted for, result in artificial
north-south striped patterns in mapped SSS fields [Melnichenko et al., 2014]. Systematic biases, still present in
the Aquarius L2 data, have been considerably reduced in the Ol SSS analysis. This is achieved by implementing
a new bias correction algorithm that adjusts the SSS retrievals for large-scale systematic (time-averaged) biases.
The adjustment is done separately for ascending and descending satellite passes as well as for each of the three
Aquarius beams. Such a distinction between the ascending and descending passes helps reduce the effects of
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low-level RFI contamination. Further, the use of information on along-track correlated errors contributes to the
reduction of nonsystematic biases, including spurious annual signals.

Statistical comparison of the OI SSS analysis with respect to the Argo buoy data showed that the absolute value
of the bias, averaged over the global ocean, was smaller than 0.03 pss, while the RMSD was smaller than 0.2 pss
for nearly all weeks over the ~4 year period of comparison. The results also show that improvements in the Ol
SSS analysis are significant relative to the standard L3 product currently produced by ADPS. In particular, the esti-
mated global error of the Ol SSS analysis is about 50% smaller than that of the standard L3 product. These esti-
mates are confirmed by further comparisons with completely independent high-resolution TSG data.

Perhaps the most significant result from our analyses is the demonstration that the Aquarius SSS data have
provided substantial improvement in our ability to observe nearly globally the small-scale spatial structure
(scales < ~1000 km) and its temporal variability (scales > weekly) compared to existing in situ data prod-
ucts. This result will enable the detailed study of small-scale SSS features and their space/time evolution
associated with the large-scale variability and processes.

The Aquarius OI SSS analysis is an effort to obtain the best SSS fields from Aquarius observations. A number
of improvements are planned in the near future. One of the aspects that need to be addressed is lack of
coverage in the coastal regions and semienclosed seas. Data gaps along the coast in the OI SSS analysis are
mostly due to exclusion of Aquarius observations that are contaminated by land with the land fraction
greater than 0.005. This threshold can probably be relaxed; yet, a thorough study is needed to assess the
impact of land on the SSS retrievals and refine algorithms for possible corrections. Another issue in coastal
zones and semienclosed seas (i.e., Gulf of Mexico and continental shelf regions), which are lacking Argo
observations, is to identify appropriate SSS fields based on in situ data, which can be used as the first guess
fields for the OI SSS analysis and/or potential product evaluation. Some other aspects of the Ol SSS analysis
will also be investigated to improve the quality of the product, including improved estimates of the error
and signal covariances. In particular, seasonal and geographical variations in the error and signal statistics
are likely worth considering and will be the next step in the analysis.

Digital data of the Aquarius Ol SSS analysis are available from the APDRC web page at http://apdrc.soest.
hawaii.edu/datadoc/oisss.php (weekly SSS from September 2011 to June 2015).
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