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S1. Instrumentation and theoretic sensitivity calculation 
The PTR-ToF-MS instrument excludes most alkanes and some alkenes in its measurements due to their low proton affinity comparing to that of water, and our analysis additionally excludes species with high uncertainties due to humidity dependence (e.g. formaldehyde and methanol), and species with known strong interference from fragmentation of larger VOC species at their corresponding m/z. Certain exceptions are made, e.g., in the case of m/z 81 (C6H8)H+. m/z 81 is a known fragment peak of monoterpenes under stronger electric fields (e.g., E/N = 120 Td). We specifically include this and several other similar fragment peaks in our NNMF to evaluate the source apportionment of monoterpenes. 
For species without a calibration standard, we estimate their PTR-ToF-MS instrument sensitivities using a theoretical method outlined in in Sekimoto et al. (2017) that is based on the reactivity of species in the instrument. This method uses a linear regression method of corrected sensitivity vs. kinetic reaction rate constants. To estimate the slope of this regression, we convert measured sensitivity of species we have (Isoprene, toluene, benzene, α-pinene, acetone, acetonitrile, and methyl acetate) using Eqn. S1.1 adapted from Equation 6 in Sekimoto et al. (2017):
	      			[S1.1]
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Description automatically generated]for example, for isoprene:Figure S1 – sensitivity correlation between corrected sensitivity vs. kinetic reaction rate constants. Slope of regression line is 17.92 for our study.

					[S1.2]
The transmission value is interpolated from the transmission curve (determined by acetone, isoprene, toluene, and α-pinene), based on m/z. Using these values, we plot a sensitivity vs.  in Fig. S1 and obtain a slope of 17.92. Here, we included pentene from the second tank to evaluate the calculated sensitivity correlation.
Once we have the slope, we then calculate a corrected sensitivity of other compounds, by multiplying the slope with , as shown in the following equation:
				[S1.3]
Where the theoretical sensitivity () is the product of the transmission efficiency of the VOC species ( ), fraction of ion at measured m/z ( ), correlation slope () and kinetic reaction rate constant (). From there, we convert our instrument data in ncps to ppbv for each individual species, then from ppbv to ppbC based on the number of C atoms each species has. This value is our best estimate of how sensitive the PTR is to each species, taking into account fraction of parent ion at this mass (i.e., fragmentation) and transmission of the instrument under these specific settings. Calculated sensitivities that are used to derive concentration data are listed in Table S2.
We also correct for baseline shifts in our data. For species in the calibration standards, the y-intercept on the ncps-ppbv regression from the calibration is used for this baseline correction. For other species calculated using the theoretical method, we use instrument readings at the corresponding m/z peak during our “zero” points in calibration, averaged to generate baseline values for each species. The baseline correction values are subtracted from signals for the entire dataset.    
In addition, certain species are known to deviate from the calculated slope by a large margin using this method. In particular, ethanol is expected to have a much lower actual sensitivity than its calculated theoretical values. We attempt to correct for this known overestimation of ethanol sensitivity by applying an arbitrary scaling factor of 0.33 to the calculated theoretical sensitivity. However, such factor is a conservative estimate, and may not be sufficient to correct for this overestimation of sensitivity, especially when considering the specific conditions of our dataset (e.g., temperature and humidity, instrument setups). As a result, we expect the concentration of ethanol to be underestimated in our actual dataset and its uncertainty would be larger than most other species. This would affect the fraction of ethanol in each factor, but its fingerprint and temporal patterns are unaffected. Therefore, we still find that our NNMF is representative of the source estimates of ethanol and other species.


S2. Supplemental information on NNMF analysis
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Description automatically generated with low confidence] S2.1 NNMF results with all speciesFigure S2.1 – Full NNMF factor speciation results, including all 58 species used in the factorization analysis. Figure 2 is an abbreviated version of this factor speciation with major contributing species in each factor shown.



 (
Figure S2.2 – 
Time series of VOCs measured by the PTR-ToF-MS in each NNMF factor over the entire 7
-
month span. Figure 4 shows the same time series zoomed into the summer (Jul-Aug) and winter (Nov-Dec) months.
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Table S1. NNMF Factor Identification
	Factor
	Source sector
	Contributing species
	References

	1
	Biogenic – isoprene
	Isoprene (m/z 69 C5H8·H+)
MVK/MACR (m/z 71 C4H6O·H+)
Monoterpenes (m/z 137 C10H16·H+)
	(Seinfeld and Pandis, 2016)
(Guenther et al., 2012)

	2
	Biogenic – 
other terpenes
	Monoterpenes (m/z 137 C10H16·H+)
Sesquiterpenes (m/z 205 C15H24·H+)
	(Guenther et al., 2012)

	3
	Traffic - fresh
	Toluene (m/z 93 C7H8·H+)
Xylene (m/z 107 C8H10·H+)
Ethanol (m/z 47 C2H6O·H+)
C3-benzene (m/z 121 C9H12·H+)
	(Seinfeld and Pandis, 2016)
(Miller et al., 2011)
(Ilgen et al., 2001)

	4
	Traffic - aged
	Benzene (m/z 79 C6H6·H+)
Pentene (m/z 71 C5H10·H+)
	(Miller et al., 2011)
(Gelencsér et al., 1997)

	5
	Cooking / Biomass Burning
	Furan (m/z 69 C4H4O·H+)
Furfural (m/z 97 C5H4O2·H+)
Butanal (m/z 73 C4H8O·H+)
Hexanal (m/z 101 C6H12O·H+)
Acetonitrile (m/z 42 C2H3N·H+)
	(Müller et al., 2016)
(Simoneit, 2002)
(Klein et al., 2016)
(Abdullahi et al., 2013)

	6
	VCPs-
dominated
	Ethanol (m/z 47 C2H6O·H+)
Monoterpenes (m/z 137 C10H16·H+)
D5-siloxane (m/z 371 C10H30O5Si5·H+)
Toluene (m/z 93 C7H8·H+)
	(Gkatzelis et al., 2021)
(Coggon et al., 2018)
(Coggon et al., 2021)
(Yuan et al., 2010)
(De Gouw et al., 2012)

	7
	Acetone-dominated
	Acetone (m/z 59 C3H6O·H+)
MBO (m/z 87 C5H10O·H+)
	(Brewer et al., 2017)
(Jacob et al., 2002)
(Steiner et al., 2007)

	8
	Secondary
	MVK/MACR (m/z 71 C4H6O·H+)
Methyl acetate (m/z 75 C3H6O2·H+)
Acetic acid (m/z 61 C2H4O2·H+)
Glycolic acid (m/z 77 C2H4O3·H+)
	(Guenther et al., 2012)
(Paulot et al., 2011)
(Fu et al., 2008)
(Link et al., 2021)




Table S2. List of m/z peaks used in NNMF, ion composition, likely corresponding species, and sensitivity; bold species are calibrated using a standard, the rest with method outlined in Sect. S1.
	m/z
	Ion composition
	Likely species
	Sensitivity [ncps/ppb]

	42
	(C2H3N)H+
	Acetonitrile
	218.6

	45
	(C2H4O)H+
	Acetaldehyde
	88.2

	47
	(C2H6O)H+
	Ethanol
	17.0✝

	57
	(C3H4O)H+
	Acrolein
	52.8

	57
	(C4H8)H+
	Butene; Alkane, alkene, and aromatic fragments
	59.8

	59
	(C3H6O)H+
	Acetone; Propanal
	205.2

	60
	(C2H5NO)H+
	Acetamide
	129.0

	61
	(C2H4O2)H+
	Acetic acid
	77.7

	69
	(C4H4O)H+
	Furan
	65.7

	69
	(C5H8)H+
	Isoprene
	108.1

	71
	(C4H6O)H+
	MVK/MACR
	126.5

	71
	(C5H10)H+
	Pentene; Fragments
	75.5

	73
	(C4H8O)H+
	Butanal; Butanone (MEK); Tetrahydrofuran
	127.9

	73
	(C3H4O2)H+
	Acrylic acid; Methyl glyoxal
	100.9

	75
	(C3H6O2)H+
	Methyl acetate; Propionic acid 
	138.5

	76
	(C2H5NO2)H+
	Nitroethane; Ethyl nitrite
	151.1

	77*
	(C2H4O3)H+/
(C3H8O2)H+
	Glycolic acid; Peracetic acid;
Propanediol/propylene glycol
	126.1

	79
	(C6H6)H+
	Benzene
	100.8

	81
	(C6H8)H+
	Cyclohexadiene; Monoterpenes fragment
	88.1

	83
	(C5H6O)H+
	Methyl furan
	85.9

	83
	(C6H10)H+
	Cyclohexene
	88.6

	85
	(C4H4O2)H+
	Furanone
	92.7

	85
	(C5H8O)H+
	Pentenal; Methyl butenal; Methyl butenone 
	139.1

	85
	(C6H12)H+
	Cyclohexane
	95.0

	87
	(C5H10O)H+
	Pentanal; Pentanone; MBO; Methyl butanone
	152.0

	88*
	(C4H9NO)H+/
(C5H13N)H+
	Butyramide; 
Pentylamine
	101.0

	89
	(C4H8O2)H+
	Butyric acid; Methyl propanoate
	114.8

	91
	(C3H6O3)H+
	Lactic acid
	119.6

	93
	(C7H8)H+
	Toluene
	79.8

	95
	(C6H6O)H+
	Phenol
	111.6

	95
	(C7H10)H+
	Monoterpenes fragment; Large HC fragments
	103.4

	m/z
	Ion composition
	Likely species
	Sensitivity [ncps/ppb]

	97
	(C7H12)H+
	Cycloheptene; HC fragments
	110.0

	97
	(C5H4O2)H+
	Furfural
	131.0

	99
	(C6H10O)H+
	Hexenal; Cyclohexanone
	175.3

	99
	(C5H6O2)H+
	Ethyl propiolate; Furfuryl alcohol
	100.9

	101
	(C5H8O2)H+
	Pentanedial; Methyl methacrylate
	113.1

	101
	(C6H12O)H+
	Hexanal; Hexanone; Hexenol 
	150.7

	105
	(C8H8)H+
	Styrene
	123.8

	107
	(C8H10)H+
	Xylene; Ethyl benzene
	128.8

	109
	(C8H12)H+
	Cyclooctadiene; Cyclooctyne; HC fragments
	113.4

	109
	(C7H8O)H+
	Methylphenol
	132.7

	111
	(C8H14)H+
	Cyclooctenes; Octynes; Fragments 
	114.9

	111
	(C6H6O2)H+
	Methyl furfural; Benzenediol; Hydroxyphenol
	120.6

	113
	(C7H12O)H+
	Heptenal; Cycloheptanone
	203.5

	121
	(C9H12)H+
	C3-benzenes
	139.3

	125
	(C9H16)H+
	Cyclononene; Nonyne; Trimethylcyclohexene
	142.1

	129
	(C10H8)H+
	Naphthalene; Fragments
	138.6

	135
	(C10H14)H+
	C4-benzenes
	149.1

	137
	(C10H16)H+
	Monoterpenes (α-pinene)
	34.1

	143
	(C9H18O)H+
	Nonanal; Trimethylhexanal; Nonanones
	235.5

	149
	(C11H16)H+
	C5-benzenes
	150.5

	153
	(C10H16O)H+
	Camphor; Fenchone
	268.2

	155
	(C12H10)H+
	Biphenyl; Heptalene; Acenaphthene
	172.1

	155
	(C10H18O)H+
	Linalool; Menthone; Monoterpenenoids
	176.6

	163*
	(C12H18)H+/
(C10H14N2)H+
	C6-benzenes;
Nicotine
	150.5

	205
	(C15H24)H+
	Sesquiterpenes
	163.6

	297
	(C8H24O4Si4)H+
	D4-siloxane
	196.3

	371
	(C10H30O5Si5)H+
	D5-siloxane
	222.4



✝Sensitivity of ethanol adjusted by a factor of 0.33.
*m/z 77, m/z 88, and m/z 163 peaks are not entirely resolved at all times; although total signals are consistently above the limit of detection to be considered in the NNMF


S2.2: Bayesian information criterion (BIC) analysis results
The Bayesian information criterion defined by Stoica and Selen (2004) and adapted by Karl et al. (2018) takes on the following form:
 					[S2.1]
Minimizing the BIC value would give a NNMF matrix that’s representative of the original dataset while separating source factors in an efficient way. We performed NNMF analysis for number of factors k between 3 and 25, then calculate the BIC value using the above equation.  
[image: ]Based on the results, the optimal number of factors are likely 7 or 8 (where BIC is the lowest). We select the number of factors to be 8 in our final analysis with the additional information provided in species fingerprint (Sect. S2.1) and NNMF residual values (SI Sect. S2.3).
Figure S2.2 – Results of BIC analysis showing minimum values at 7 or 8 factors.

S2.3: NNMF bias – residual matrix
Biases of the NNMF method in each species make up the residual matrix  in Eqn. 1. The bias for each species  at time step  can be evaluated using the following equation:
 				[S2.2]
  We then calculate bias for all species to obtain absolute bias time series (Fig. S2.3a), and divide that by original mixing ratios to get relative bias (Fig. S2.3b). Figure S2.3c shows the scatter plot of PTR-ToF-MS measured total mixing ratio vs. NNMF calculated ratio. The slope (1.014 > 1) and intercept (3.884 > 0) of the regression suggest a slight overestimation of VOCs in the NNMF analysis, especially at lower total concentrations. The overall correlation is high with an R value of 0.987, indicating that the NNMF represents our dataset well. The larger relative biases in the winter months are due to the lower total VOCs on average, and possibly also the higher variation as observed in winter (Figs. 3, 4). Bias does not follow any diurnal trends.
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Description automatically generated]Speciated NNMF vs. original mixing ratios also correlate well for most species; for example, isoprene has an R value of 0.992, monoterpenes 0.992, benzene 0.917, and toluene 0.954.

Figure S2.3 – Absolute and relative total NNMF bias for all species, and scatter plots of measured and NNMF speciated total VOC. 

S2.4: NNMF variability and uncertainty analysis
We evaluate the variability and reproducibility of our NNMF analysis through an iterative application of the algorithm in MATLAB. For each variability test run, we use the species fingerprint  and time series  matrices as initial values ( and ) of the algorithm, and perform the factorization analysis under identical settings (i.e., 8 factors, 50 maximum iterations per run, multiplicative algorithm), with the exception of a single replicate for each run to allow the fully-resolved matrices to be saved each time (rather than the algorithm choosing the smallest RMSE and saving that run only). We perform a total of 10 variability test runs, and compare the species and time matrices of each run with the original results. 
We found that all 10 variability runs agree excellently with the original results. Figure S2.4 show the daily average concentration of VOCs in each factor, separated by season. The bar graphs represent our original NNMF result. Each of the x’s represent concentration in that factor from one variability run, in the same order from left to right, i.e., the left-most x’s for each factor are from the same run. Error bars represent ranges of these x’s. We see that for most factors, each variability run agrees with the original factorization within ±10%, with a couple of exceptions that reach ±12%. The average standard deviation of the variability of all factors is ~6%. In addition, these 10 runs show slight differences in species fingerprints that also vary within ±10% on average, although in very rare cases, the differences in individual species to each factor can reach 30% for a single data point. This is most-likely due to the inability of the algorithm to fully account for every species and/or data point at all times, and that the bias in the original NNMF can reach >30% for single points as well (Fig. S2.3). 
 (
Figure S2.4 – Variability and reproducibility test results. Bar graphs represent daily average concentrations of VOCs in each factor in the original NNMF results, in summer (top) and winter (bottom).  Each x represents summed VOCs in that factor from one variability run, error bars show range of these values.
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Description automatically generated]Considering the large dataset, we are still able to consistently recreate the same factorization with this method, and we conclude that an estimated uncertainty of 10% is adequate for our NNMF analysis.

S3. Meteorological and traffic data
 (
Figure S3.1 – Seasonal comparison of a) temperature and b) traffic data in 2020. Traffic data show comparison of local (green) and highway (blue) stations between 2 seasons. 
)[image: Chart
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Description automatically generated]We compare supporting meteorological and traffic data in 2020 in this following section. Figure S3.1 compares temperature and traffic volume between the two seasons. Traffic data includes the highway station (Fig. 1, blue square) and another site next to a local road with less traffic, ~1km NW of the measurement site (not pictured). Traffic trends show minimum variation between the seasons, suggesting minimum impact of the COVID-19 pandemic on anthropogenic activities by July 2020.
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Description automatically generated with low confidence]Figure S3.2 compares the relative difference in November, calculated using median values of the entire month at each given hour of day, for traffic count (emission trends), the “traffic – fresh” factor in NNMF results (VOC measurements), and wind speed (met./transport effects). We use the hour of day diurnal averages to minimize the effects of photochemistry on our data, as nighttime and mid-day median values can vary greatly based on the species and chemistry. This plot shows that change in VOC measurements attributed to the traffic – fresh factor is largely driven by wind speed, i.e., vertical mixing and transport effects, at our site, although there are some correlations between measured VOC in this factor and emission trends.
References:Figure S3.2 – Relative difference in November compared against median hourly values of the entire month of November at the same time of day, showing NNMF fresh traffic factor (red), traffic volume on the highways (blue), and wind speed (green).
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