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Introduction 
The supporting information includes discussion of the radiative component in GFDL’s ESM2M BGC model run, methodological uncertainties, the pCO2 decomposition approach, and details about the calculation of hypothetical seasonal cycle amplitudes of pCO2 T and pCO2 BP examined in Section 3 of the manuscript. The file also contains one table and eleven figures presenting data from the select time-series sites, SOCAT-v4 climatologies, BGC configuration of GFDL’s ESM2M model, and European Centre for Medium-Range Weather Forecasts.
Text S1
The ESM2M BGC model run was conducted for purposes outside the scope of this analysis and thus referenced, as usual, to the preindustrial period. As a result, the model run excludes warming that occurred between the preindustrial period and 2010, which is the year our carbon climatologies are referenced to.  By excluding warming during this period, the model ocean likely absorbs more carbon than what occurred in the real world. This is because warming reduces the solubility of CO2 and thus increases ocean pCO2 levels, resulting in less CO2 uptake from the atmosphere. However, since we normalize model DIC increases to the year 2010 (Figure S5), this effect should not significantly influence our results or interpretation. 
Text S2
A key rational for applying the 2010-SOCAT climatology in this analysis stems from the well documented poor fidelity of many CMIP5 models in their pCO2 seasonal cycle phasing and magnitude when compared with observations (Anav et al., 2013). We thus worked to improve the robustness of our study by using observational data to more tightly constrain the mechanisms driving pCO2 seasonal cycles and by limiting our interpretation of results to regions in which four months of the observational climatology are resolved. While this approach limits the extent of our analysis (e.g., most of the Southern Ocean is excluded), it may be more conservative than analogous studies that rely entirely on model or interpolated/extrapolated data. Still, there are a number of uncertainties associated with the observational data and TA-algorithm application that should be considered. To quantify these uncertainties, we performed the following analysis: 
1) We used the time-series site (BATS, KEO, Irminger, DP S) climatologies for pCO2 and TA to calculate DIC while propagating the SOCAT ±5 µatm pCO2 and LIAR ±8 µmol kg-1 TA uncertainties through the CO2SYS calculations.
a. We determined the difference in calculated DIC values when the errors were applied in tandem (i.e., +8 µmol kg-1 with +5 µatm and -8 µmol kg-1 with -5 µatm) to get an estimate of uncertainty.
b. We determined the difference in calculated DIC values when the errors were applied in opposition (i.e., +8 µmol kg-1 with -5 µatm and -8 µmol kg-1 with +5 µatm) to get an estimate of uncertainty.
c. We then used the average of the two DIC uncertainty values assuming a random distribution of the possible errors rather than persistently additive or cancelling errors. 
2) We then used the time-series site DIC and TA values to calculate pCO2 and pH while applying the newly determined error for DIC with the LIAR ±8 µmol kg-1 TA uncertainty. 
3) We determined the error in calculated pCO2 and pH applying the same method described above to account for additive and cancelling error possibilities. 
4) With the resulting uncertainties (unique to each month at each site, but ~20 µatm pCO2 and ~0.02 pH units across sites), we then calculate the pCO2 and pH seasonal cycle amplitudes (amp = max – min) and the associated errors using general propagation of error, where:
erroramp = [errormax2 + errormin2]0.5
5) The results for BATS, KEO, and Irminger yield a ~30% uncertainty in the pCO2 and pH seasonal cycle amplitudes (Figure S3). For the Southern Ocean site, the uncertainty is greater than 100% for pCO2 and pH, which is due to the very small amplitude seasonal cycle in this region (~11 µatm for pCO2; 0.0163 for pH). The other three sites have a seasonal cycle amplitude of ~85 µatm and ~0.09, respectively. This suggests that there may be larger uncertainties in seasonal cycle amplitude calculations at sites with smaller amplitude pCO2 and pH seasonal cycles, which intuitively makes sense.  
We then considered how this uncertainty may change under increasing DIC conditions. The error associated with the model DIC values is zero since it is a simulation.  Following propagation of errors, adding the model DIC trajectory (error = 0) to the time series site DIC seasonal cycle (error = same as for 2010) results in no change to the DIC error magnitude (total error = same as for 2010). Propagating this error through the subsequent pCO2 and pH calculations does however result in enhanced uncertainty due to the larger impact of DIC on pCO2 and pH at higher Revelle factors. By 2100, the resulting uncertainty is ~70 µatm and ~0.03 for pCO2 and pH, respectively (Figure S3). The associated uncertainties in the seasonal cycle amplitudes for and pCO2 and pH are ~50% for BATS, KEO, and Irminger, and over 100% for the Drake Passage, Southern Ocean site. 
The uncertainty analysis was conducted with silicate and phosphate concentrations set to zero. To assess how this might influence the results, we repeated the uncertainty analysis using replete nutrient concentrations where silicate and phosphate were set to 89 µmol kg-1 and 2.8 µmol kg-1, respectively. The resulting uncertainty in pCO2 seasonal cycle amplitude is ~1% larger at BATS, KEO, and Irminger and 9% larger at DP S when replete nutrient conditions are included in the CO2SYS calculations (relative to no nutrients) under modern carbon conditions. The impact on pH seasonal cycle amplitude is ≤1.5% across sites. Our results suggest a greater sensitivity to nutrient omission in regions with naturally elevated nutrient content, such as the high-latitude Southern Ocean and the subpolar North Pacific, though the nutrient concentrations tested represent unrealistic conditions for much of the globe. 
In the case of pCO2 and pH values, rather than seasonal cycle amplitudes, replete nutrient conditions increase pCO2 by <3% (~10 µatm) and pH by <1% (~0.01) relative to zero nutrients under modern carbon conditions. pCO2 values computed using replete and zero nutrient conditions diverge by ~30 µatm (still <3%) after the addition of 200 µmol kg-1 DIC, which may bias our year 2100 flux calculations in regions with naturally elevated nutrient content where the computed pCO2 values may be underestimated.


Text S3
This text explains how the hypothetical pCO2 T and pCO2 BP seasonal cycle amplitudes were computed for each grid in the 2010 SOCAT-v4 climatology by imposing seasonal cycles of ±2.5 °C and ±20 µmol kg-1 about the annual mean SST and DIC values, respectively. The text and analysis correspond to Figure 2 in the manuscript.
pCO2 T at ±2.5 °C: 
To calculate the hypothetical pCO2 T, the observed temperature range simply needs to span ±2.5 °C. For each grid, Tam remains the annual mean SST and Tmm is now defined as [Tam-2.5 Tam+2.5]. Equation S1 is then used to calculate pCO2 T.
pCO2 T = (pCO2)am × exp[0.0423(Tmm – Tam)]			(S1) 
pCO2 BP at ±20 µmol kg-1: 
To calculate the hypothetical pCO2 BP under the imposed DIC conditions, we first characterize the monthly DIC anomalies relative to the annual mean DIC value in the 2010 SOCAT-v4 climatology for each grid, then divide by the DIC seasonal cycle amplitude (A-DIC). 
DICseas = (DICmm – DICam) × A-DIC-1				(S2) 
DICseas thus represents the relative deviation from the annual mean DIC on a monthly time scale. We then multiply DICseas by the imposed seasonal cycle range of 40 µmol kg-1 (±20 µmol kg-1) and add the result to DICam to create the hypothetical seasonal DIC cycle. 
				DIC±20 = (DICseas × 40) + DICam					(S3) 
This maintains the timing and relative magnitude of seasonal DIC changes about the annual mean. DIC±20 is used with the monthly TA, SSS, SST values in each climatology grid to calculate the associated pCO2 seasonal cycle using CO2SYS. The resulting pCO2 and climatological SST values are then applied to Equation S4: 
pCO2 BP = pCO2 × exp[0.0423(Tam – Tmm)]				(S4)
Text S4
Manuscript Equations 2 and 3 together do not perfectly reproduce the observed pCO2 seasonal cycle, and one could instead subtract pCO2 T from the total pCO2 to force congruency, as is done in Sarmiento & Gruber (2006; Chapter 8, page 335) for amplitude. However, pCO2 T is derived by imposing the pCO2 temperature dependency onto the annual mean pCO2 value, while pCO2 BP is derived by removing the pCO2 temperature dependency from the observed pCO2. In fact, the latter probably makes more sense to use in the approach of forced congruency since the mean pCO2 is rarely realized. Regardless, by applying the same pCO2 temperature sensitivity in Equations 2 and 3, rather than differencing one driver from the total pCO2 variations, any errors in the temperature decomposition are incorporated into each computation. 

Perhaps most important, the goal of using these equations is to quantify the amplitude of thermal versus biophysical control on pCO2. If we compare the biophysical amplitude when derived from Equation 3 versus pCO2 – pCO2 T we get the results shown in Figure S1. The difference between methods is larger at higher amplitudes but appears to be distributed evenly about the 1:1 line. Thus, we have elected to apply the traditional approach after Takahashi and colleagues (Takahashi et al., 1993).

The applied Takahashi et al. (1993) temperature decomposition is technically valid from salinity 34 to 36 and temperature 2 to 28 °C. It was amended slightly by Takahashi et al. (2009) for lower temperature waters, but results from the two decomposition equations were found to be indistinguishable at these lower temperatures. 





















Table S1
Annual mean values and seasonal cycle amplitudes (A) for the total, biophysical, and thermal components of pCO2, [H+], and pH at the BATS and Irminger time-series sites. The slope (m), intercept (b), and b m-1 ratio from the linear pCO2-[H+] relationship at each model year is also given. Values are provided for the years 1900, 1950, 2000, 2050, and 2100 as well as the total change (Total Δ) from 1900 to 2100. 

	Year →
	1900
	1950
	2000
	2050
	2100
	Total Δ

	BATS Example

	pCO2 am (µatm)
	277
	296
	349
	526
	989
	712

	A-pCO2 (µatm)
	66
	71
	82
	118
	201
	135

	A-pCO2 BP (µatm)
	38
	42
	51
	85
	200
	161

	A-pCO2 T (µatm)
	97
	104
	123
	185
	348
	251

	[H+]am (nmol kg-1)
	6.59
	6.95
	7.91
	11.08
	19.13
	12.54

	A-[H+] (nmol kg-1)
	1.41
	1.48
	1.66
	2.19
	3.37
	1.96

	A-[H+]BP (nmol kg-1)
	0.83
	0.88
	1.03
	1.59
	3.31
	2.49

	A-[H+]T (nmol kg-1)
	2.10
	2.21
	2.50
	3.45
	5.78
	3.67

	pHam
	8.182
	8.159
	8.103
	7.957
	7.719
	-0.463

	A-pH
	0.092
	0.091
	0.090
	0.085
	0.076
	-0.016

	A-pHBP
	0.055
	0.055
	0.057
	0.063
	0.075
	0.021

	A-pHT
	0.136
	0.135
	0.135
	0.132
	0.129
	-0.007

	m (nmol kg-1 µatm-1)
	0.0216
	0.0212
	0.0204
	0.0186
	0.0166
	-0.0050

	b (nmol kg-1)
	0.62
	0.67
	0.80
	1.28
	2.73
	2.11

	b m-1 (µatm)
	28.7
	31.5
	39.4
	69.1
	164.3
	135.6

	Irminger Sea Example

	pCO2 am (µatm)
	293
	306
	348
	532
	918
	625

	A-pCO2 (µatm)
	66
	70
	84
	150
	310
	244

	A-pCO2 BP (µatm)
	105
	111
	133
	235
	473
	368

	A-pCO2 T (µatm)
	62
	65
	73
	112
	194
	132

	[H+]am (nmol kg-1)
	6.86
	7.13
	7.96
	11.60
	19.16
	12.30

	A-[H+] (nmol kg-1)
	1.33
	1.41
	1.68
	2.97
	6.29
	4.96

	A-[H+]BP (nmol kg-1)
	2.11
	2.24
	2.67
	4.75
	9.55
	7.44

	A-[H+]T (nmol kg-1)
	1.24
	1.30
	1.48
	2.27
	3.92
	2.67

	pHam
	8.164
	8.148
	8.100
	7.937
	7.721
	-0.444

	A-pH
	0.086
	0.088
	0.093
	0.114
	0.147
	0.061

	A-pHBP
	0.138
	0.141
	0.150
	0.185
	0.228
	0.090

	A-pHT
	0.077
	0.077
	0.079
	0.083
	0.087
	0.010

	m (nmol kg-1 µatm-1)
	0.0201
	0.0201
	0.0201
	0.0202
	0.0202
	0.0001

	b (nmol kg-1)
	0.99
	0.98
	0.97
	0.87
	0.63
	-0.36

	b m-1 (µatm)
	49.1
	48.8
	48.0
	43.3
	31.1
	-17.9
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Figure S1. Amplitude (A) of the biophysical pCO2 component (A-pCO2 BP) derived from the Takahashi et al. (1993) approach employed in the manuscript versus the congruency approach where the thermal pCO2 component is subtracted from observed pCO2 (i.e., pCO2 – pCO2 T). This figure was made using the 2010-normalized SOCAT-v4 SST and pCO2 climatologies described in the manuscript for grids with greater than 4 months of the climatology resolved.
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Figure S2. BGC model trajectories for (a) DIC, (b) TA, (c) SST, and (d) SSS from 1861 to 2100 under the RCP8.5 concentration pathway at the BATS, KEO, Irminger Sea, and DP S time-series sites. The figure displays small transient trends in TA, SST, and SSS that must be incorporated into the pCO2 flux assessment in order to accurately use the model disequilibrium information in Section 5 of the manuscript.
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Figure S3. Estimated seasonal cycle (a) amplitudes (A) and (b) uncertainties (errorbars) for pCO2 and pH at the BATS, KEO, Irminger Sea, and DP S time-series sites for 2010 (circles) and 2100 (squares). These estimates are based on the uncertainty analysis described in Text S2.

[image: ]
Figure S4. Increase in annual mean sea surface DIC from the year 1861 to the year (a) 2010 and (b) 2100 from the 3°×3° gridded output of the ESM2M model BGC run under the RCP8.5 concentration pathway. Circles show select time-series sites for reference but are not colored independently of the maps.

[image: ]
Figure S5. ESM2M model BGC run trajectories for (a) atmospheric pCO2 and (b) DIC from 1861 to 2100 under the RCP8.5 concentration pathway at the BATS, KEO, Irminger Sea, and DP S time-series sites. DIC values are plotted relative to the 2010 DIC and are smoothed to reduce interannual variability by applying a 4-pass sliding average filter with a 10-year window.
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Figure S6. Seasonal cycles of (a) SST, (b) SSS, (c) pCO2, (d) pH, (e) Revelle factor (RF), and (f) DIC and (g) TA normalized to salinity 35 (nDIC and nTA, respectively) at the BATS, KEO, Irminger Sea, and DP S time-series sites. Seasonal cycles for each parameter are plotted relative to the annual mean value at each location.


[image: ]
Figure S7: Seasonal cycle amplitudes (A) of (a) pHT, (b) pHBP, (c) pH, (d) [H+]T, (e) [H+]BP, and (f) [H+] from 1861 to 2100 at the BATS, KEO, Irminger Sea, KEO, and DP S time-series sites. Seasonal cycle amplitudes are plotted relative to (Δ) the 2010 values to more easily compare results across time-series sites. Vertical dashed line = 2010.

[bookmark: _GoBack][image: ]
Figure S8. Ratio of seasonal cycle amplitudes (A) for pCO2 T and pCO2 BP (i.e., RT BP-1 values) in the years (a) 1861, (b) 2010, and (c) 2100. RT BP-1 > 1 indicates that temperature dominates the pCO2 seasonal cycle while RT BP-1 < 1 indicates that biophysical processes dominate. 2010-normalized SOCAT-v4 grids with at least four months of the climatology represented are shown. Circles show select time-series sites and are colored independently of the maps.

[image: ]
Figure S9. Amplitude of Revelle factor (RF) seasonal cycle in 2010-normalized SOCAT-v4 grids with at least four months of the climatology represented. Circles show select time-series sites and are colored independently of the maps.

[image: ]
Figure S10. (a) Revelle factor from 1861 to 2100 and (b) the change in pCO2 per unit change in DIC (∂pCO2 ∂DIC-1) versus Revelle factor at the BATS, KEO, Irminger Sea, and DP S time-series sites. Black lines in (b) show annual mean values.
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Figure S11. Climatological average (a) winter and (b) summer 10 m wind speed based European Centre for Medium-Range Weather Forecasts (ECMWF) monthly averaged global wind speed data from 1979 to 2015. Winter (summer) is defined as January through March in the northern (southern) hemisphere and July through September in the southern (northern) hemisphere.
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