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SUMMARY

Previous plankton models for the Great Lakes have con-
sidered the interactions among dissolved nutrients,
chlorophyll a, and total zooplankton. These models have
been developed primarily for the purpose of predicting the
gross effects of nutrient input control and urban growth on
the phytoplankton standing crop. However, more complex
ecological problems, such as the effect of eutrophication on
the forage fish and. the effect of foreign marine fish species
on the plankton composition, require complex food web models.
The purpose of this report is to justify, develop, and verify
a preliminary lower food web model for Lake Michigan.

Being two-layered and having no horizontal definition,
the model has a simple representaiton of the spatial dis-
tribution of species. However, it has a complex representation
of the food web interactions and consists of 12 nutrient
equations, 4 phytoplankton equations, and 9 zooplankton
equations. The nutrients considered in the model are nitrogen,
phosphorus, and silicon. Nitrogen and phosphorus can appear
in detrital, dissolved organic, or dissolved inorganic form,
whereas silicon can be detrital or dissolved. Diatom, green,
and blue-green components of the algal community are con-
sidered. Furthermore, the diatom population is divided on
the basis of size to accommodate feeding preferences of the
zooplankton. The zooplankton in the model are divided on
the basis of size, feeding mechanism, and taxonomic grouping.
A crude representation of age structure within the zooplankton
community is included by placing the nauplii in a separate
compartment. Alewife predation upon the zooplankton is
included through use of time variable forcing functions which
represent the feeding rate of the adult and juvenile fish.

The model calculations have been compared with field data
from Grand. Traverse Bay with encouraging results. The
calibrated model has been used to make some preliminary
estimates of the effects of eutrophication and higher forage
fish levels on the plankton and nutrient distributions in
the lake. Simulations have been made where the initial
phosphorus levels were increased to the level currently found
in Lake Erie. Another set of simulations examines the effect
of forage fish levels at high values which approximate the
large alewife population explosion that occurred in Lake
Nichigan in 1966. The results and implications of these simu-
lations are discussed in detail.

It is expected that the model will provide quidance on
the requirements of additional scientific research on food



web transfer mechanisms and on the require~nts of a com-
prehensive field monitoring program. Several specific
recommendations axe made in different parts of this report,
Ultimately the model may be useful to decision makers con-
cerned with the control of eutrophication and the manage-
ment of the Lake Michigan fishery.



PERSPECTIVE

Part 2 in this series of reports on Lake Michigan food-
web modeling will detail the underlying hypotheses, math-
ematical formulation, and preliminary verification of a
lower trophic-level model. Part l of the series  Vogel and
Canale, 1974! should be consulted for justification of this
effort and for a qualitative overview of the biology which
the model is to eventually depict.

To summarize Part l, a taxon-specific food web model of
the lower trophic levels of Lake Michigan is required because
eutrophication favors the development of certain taxa of
algae such as the blue-greens over other types. This in turn
reduces the amount of food available for the zooplankton,
reducing forage fish food. The blue-greens may sink, die,
and decompose, reducing dissolved oxygen in the hypolimnion.
This creates an unfavorable environment for fish. A second
major reason for requiring this type of model is that. the
invasion of the Great Lakes by marine species has upset the
original food web by the selective removal of certain types
of zooplankton and fish which has caused a reduction in the
total biomass of fish. Models which fail to include these
interactions may result in inaccurate estimates of phyto-
plankton and fish standing stocks .

Part, l described alternate spatial and temporal scales
which might be considered in a Lake Michigan food web model.
The present model and a proposed physical segmentation is
described in detail. The taxa used in the present. model
are defined and justified in Part l.

The literature abounds in examples where systems-analysis
techniques have been applied to ecosystems. Relatively few
applications, however, involve as complicated predator-prey
interactions as will be detailed in this report. The scope
of the work may draw criticism from biologists and math-
ematicians alike. Anyone who has undertaken the task of
modeling an ecosystem has tried to balance reality and
tractability: some will argue that this effort strives
too much for reality; others will argue that it is too
simple. The model described in this report has been
developed for the specific purpose of evaluating the com-
bined effects of eutrophication and foreign-species invasion
into the Lake Michigan ecosystem. To an extent, the model
is a framework about which new experimental investigations
can be planned. It is an incentive to accelerate data
collection, so that model verification can keep pace with
model development.



Part l expresses the need for a complex taxon-specific
model. This research has shown that development of a large-
scale model is feasible, and that sound biological and math-
ematical reasoning can produce models which agree well with
field observations. Zt is felt that this research provides
part of the ground work needed to develop a water quality
management tool for Lake Nichigan.



MODEL PHILOSOPHY

A Mechanistic Model

The approach adopted by the University of Michigan Sea
Grant Program, as exemplified by the Grand Traverse Bay
biological production model  Canale et al., 1974!, has been
to construct detailed mechanistic models . Such a scheme
employs available biological, chemical, and physical theory
to describe the interaction of lake variables in a consistent
manner. The mass-balance technique has been chosen over
bioenergetics techniques primarily because most. pioneering
research in aquatic modeling has been in this direction
 DiToro et al., 197l! . Development of mechanistic formulations
is essential in ecological modeling because the ecosystem
researcher aims not just to construct a predictive device
for resource management, but, just as importantly, to obtain
additional insight into the response of the system to
pertubations ~ Many questions have been raised during con-
struction of this lower trophic-level model, questions that
would not have surfaced during construction of a qompletely
empirical, "bXackbox" type model.

The Conce t of State

Throughout the report, the collection of lake variables
of interest will be referred. to as the "state" of the system.
Part 1 of this report defines and justifies the zooplankton
and phytoplankton groupings of Table 1. Selection of nitrogen,
phosphorus, and silicon as essential nutrient variables is
discussed by Canale et al.  l974! in the Grand Traverse Bay
report. Units have been selected to facilitate development
of the equations. The concept of "state" is an important
one in systems mathematics. If the state of this sytem,
the 25 variables of Table 1, is known at a particular time
and if forcing functions of the model are known over an
interval of time [t ,t~], then the state is determinable
over [to,tf]. The Poliowing set of ordinary differential
equations governs changes of state over fto,tf]:

c2> t! = f2> cl t!,...,c>5 t!,t!

where the dependence of the dynamics upon the forcing functions
is indicated by the appearance of time explicitly in the fi
functions. The functions fi portray the mechanisms of mass
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interaction and will be expounded. upon later. It should be
mentioned, for completeness, that some biological phenomena
cannot be modeled by such equations. When the reproduction
cycle of animals is modeled in detail, there may be a need
for delay terms in @he equations to handle carrying time,
hatching time, etc. Equations o f the form, c t! =f  c  t!,
c   t-tq!, t!, may be necessary to adequately describe the
dyn~cs of the state, where tD is a delay time. In this
case, knowledge of an initial state c t ! is insufficient
for integration of the equation over [to,tf].

S atial H potheses

The above equations describe the behavior of the states
in a single, completely mixed body of water. Although the
ultimate objective of this research is to describe both
temporal and spatial variation of the states in Lake Michigan,
three factors restrict immediate attention to only temporal
variations. �! Until a large-scale sampling program can
be instituted for Lake Michigan proper, models will be
verified with Grand Traverse Bay data. Since the open waters
of the Bay are predominantly forced by the lake, the data
being considered are a reasonable indicator of overall lake
temporal variations . These data, however, cannot begin to
describe spatial variation within the lake. �! When spatial
detail is added, it may be accomplished using the technique
of spatial compartments. This technique assumes that the
lake comprises a finite number of completely mixed segments
and that the advective-dispersive transfer between segments
is linear. The approach avoids partial differential equations,
and has been employed by other modelers of aquatic systems
because of its simplicity. Temporal variation in state, on
the other hand, is described by complex nonlinear mechanisms
that require experimental verification. Since the temporal
model is the basic block that will describe variation within
any given segment of a multi-segment model, it is appropriate
to confirm this model first in a single segment. �! Since
every segment of the lake will involve all 25 biological and
chemical equations of the model, it is, at present,
computationally infeasible to attempt much analysis on a
multi-segment model. Without analysis, the value of the
construction process is nil.

The lower trophic level model will be verified against
the average of data from four stations in the west arm of
Grand Traverse Bay. These stations are shown in Figure l.
Zooplankton samples were taken by vertical hauls from the
bottom. Phytoplankton was sampled discretely at. 2 meters
and 20 meters, and average concentrations in the 20 meter
column were calculated. Nutrients were sampled discretely
at a number of depths between the surface and the bottom.



Figure I. Location of Grand Traverse Bay
Sampling Stations



Average>for the epilimnion and the hypolimnion were calculated.
Additional details regarding sample collection, handling,
storage and analysis are discussed by T.M. Kelly and J.J. Sygo. 1

Tem ral H otheses

The choice of an appropriate time scale for the model
deserves considerable attention. Extensive data on the state
of the system are available only for the years 1971, 1972,
and 1973. With only three years of data, it is difficult to
model more than seasonal variations in the state. The interval
of interest, then, is a calender year. No particular year
is implied; the objective is to reproduce typical present-
day seasonal dynamics assuming the initial state is known.
The ultimate objective to this research, as pointed out. in
Part 1 of this series, is to study long term trends in the
lake fish and plankton populations . Extension of this model,
and a combined upper and lower trophic level model, to long
time intervals will probably involve more than simply inte
grating the present model beyond 360 days. Just as the present
time scale cannot simulate hourly dynamics, it is expected
that it cannot simulate year-to-year dynamics. A significant
research effort may be required in the future in order to
develop a model of long term variation. That task may be
simplified by the insights derived during the present study .

Although the time scale chosen cannot be used to predict
the fate of animal populations that reproduce once a year,
it can be used to predict phytoplankton dynamics. The
important distinction is that fish and zooplankton populations
observed in one year are dependent on their populations the
preceding year, whereas the phytoplankton population, which
propagates continuously, is nearly independent of the
population the preceding year. The peaks in the phytoplankton
concentrations are governed primarily by light and temperature
conditions and nutrient availability, and only secondarily by
initial conditions and animal grazing. So, application of
models to eutrophication studies, as Canale et al. �974!
have done with the Grand Traverse Bay model, is appropriate.

In the Grand Traverse Bay model, the effect of various
phosphorus removal programs upon the phytoplankton level
of the bay was studied. The annual time-scale model can be
applied in this case because the upper food chain, which is
supported by the phytoplankton, will adjust its composition
to conform to different food levels, but will have little
feedback effect on the phytoplankton. Zooplankton and fish
populations may take years to reach equilibrium after a

1
Sea Grant report in preparation.
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phosphorus removal program has lowered phosphorus levels;
however the phytoplankton may adjust rapidly, acquiring a
seasonal pattern that would persist if climatic conditions
and nutrient loadings did not stray far from normal yearly
cycles. Although the lower food web model, with its annual
time scale, will have limited long term predictive value,
it will help researchers study the interaction of the lower
Links of the food chain. The time scale chosen is compatible
with experimental studies designed to verify the mechanisms
of these intex'actions.

Statistical Framework

Attention is seldom given to the statistical framework
within which aquatic models are constructed. Temperature,
light intensity, light extinction, and other forcing
functions needed to integrate the equations for the state
must be based. on past observation. These functions follow,
within some tolerance, average annual cycles. Of course,
the degree to which the average cycle depicts a particular
yearly cycle depends upon the idiosyncracies of the weather
that year. Just as the weather pattern is rather unpredict-
able, the tolerance associated with model predictions may be
rather large. The model should be considered as a simulator
of a most-likely state trajectory, that trajectory expected
to result if forcing functions were to follow their average
cycles. The model should be tested by applying forcing
functions constructed from daily monitoxing. However the
task of moaitoring is very complicated, if not infeasible,
for such spatially erratic functions as sinking rate and
light extinction. Statistical analyses of problems associated
with choosing forcing functions, and even with collecting
data on the state of the system, are lacking for lake models.
The most reasonable test. of a model, with the weak statistical
framework now available, is to compare its trajectory, using
average forcing cycles, with an average trajectory constructed
from as many years of data as available.

Stochastic methods have been applied with some success
to solve problems that involve uncertainty. Practical tech-
niques have been developed only for linear models so that
probes in this direction would first require linearization
of the nonlinear model about the "most likely" trajectory.
Although there may someday be a place for such techniques
in analyzing large-scale lake systems, it appears that at
present there is none. The obstacle preventing application
of these elegant techniques is the lack of information on
the statistics of the uncertainties.



MODEL MECHANISMS

General

The mechanisms that are thought to contribute to pre-
dominant changes in the state of the system have been in-
corporated into the model. Some of the mechanisms consider-
ed are given much coverage in the literature and have been
formulated mathematically by other researchers. However,
because the model is taxon-specific, some of the mechanisms
have not been studied in detail in the literature, and
previous mathematical descriptions may not be available.
Future experimentation will hopefully focus on these latter
mechanisms, filling obvious gaps. It is probable that some
of the mechanisms included in the model may have negligible
effect and may eventually be eliminated from consideration.
However, it is difficult to pinpoint these superfluous areas
of the model without further research.

Where a mechanism is known to be important, and where
previous research has contributed a sound structural form-
ulation for the mechanism, the difficulty of estimating
coefficients for the formulation still persists. The
heterogeneity of the biological states makes coefficient
estimation a serious problem. Age and. size distribution,
as well as the spatial distribution. of a species in the lake,
often suggests a broad range of scientifically acceptable
coefficient values. The inherent problem here, of course,
is a problem often confronted in population modeling. Nodel
mechanisms must portray the population, not the individual.
The following sections will discuss each mechanism in turn,
focusing on:  l! the mechanism from a biological viewpoint;
�! the assumptions made in formulating the mechanism math-

ematically; �! the formulation; �! the definitions of
coefficients involved in the formualtion; and �! the
justification of coefficient values chosen.

Zooplankton

Katin Rate. The growth o f a zooplankton state, z, is
determj.ne y its present abundance, its rate of grazing,
and the efficiency with which it converts food carbon into
zooplankton carbon. These factors are assumed to operate
independently of one another, in that the positive term
determining growth of the population is:

Tassimilationl ~ I eatingl
growth I 1 ~ I l ~ c

L e f ficiency j z* I rate J z z
mg z c
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In the model, population production is limited only by
abundance of food, not, by problems associated. with over-
crowding. This is reasonable for all but extreme eutrophic
situations where high concentrations of population wastes
may limit growth.

As explained by Vogel and Canale �974! in Part 1 of this
report, the eating mechanism differs greatly enough among
species to warrant modeling three types of eating behavior:
raptorial, selective filtering, and nonselective filtering.
Table 1 lists the feeding category for each zooplankton state.
The eating rate attainable by a particular zooplankton state,
regardless of classification, is temperature dependent. The
temperature dependence is denoted as Cz T! for state z. This
function is normalized to a value of unity at 20'C. The
maximum snatching rate for raptors, the maximum filtering
rate for selective filterers, and simply the filtering rate
for nonselective filterers, all at, 20 C,are defined as A7z.

Raptorial species obtain their food by selecting, snatch-
ing, and devouring. This operation is time consuming, and
even when food is abundant, the raptor is limited by the rate
at which he can consume food. Furthermore, as his food supply
dwindles, the rate at. which the raptor can find palatable
food decreases. Since the eating rate of a raptor increases
with food concentration, but reaches a saturation level, a
Michaelis-Menton type expression has been utilized in the
mathematical formulation of the mechanism. For a raptorial
state z, then:

t�A 7 * g  T! *
rate gz z z

where Z c = sum of concentrations of all states that can
prey i serve as food for raptor state z.

KFOOD = half-saturation food level for state z.
z

Two important assumptions have been made in the above forxax-
lation and will be made for filter-feeding species also.
�! There is no lower food threshold below which raptors
cannot find their prey. That is, the model does not account
for refuge sites which may be available to the prey to pro-
tect it from the predator. Gause �934! has discussed the
importance of refuge sites in predator-prey systems. �!
Although preferences must play a role in determining the
allocation of the eating rate toward each prey species, they
do not affect the rate of intake of food carbon. The animal



is assumed to have a. basic food requirement that must be
satisfied regardless of the species present. As long as those
species are preyed upon by the zooplankton in question, they
will be utilized to meet the basic food requirement.

The literature has been consulted for estimates of the
temperature multiplier Cz T! and the coefficient A7z for
the two raptorial states of the model. Cummins et al. �969!
have carried out extensive studies on the ecology of Leptodora
kindtii in a Pennsylvania reservoir. An analysis of these

Similar data for Pol hemus does not appear to be available.
*Q

Lake, British Columbia. An estimate of A7 = l.2 m food c
m

has been made from his work, but detailed temperature-dependence
data are not. available. The curve for C clops in Figure 2 has
been used pending additional experimenta wor . Little seems
to be known about eating rates for C clops, especially during
the cold months. The half-saturation ood levels, KFOODz,
have not been researched by others and can only be speculated
upon at present. Summaries of model coefficients and equations
appear in Tables 2 and 3.

Selective filterers obtain food by grazing, but have
developed an ability to vary their filtering rate. As the
concentration of food decreases, a maximum filtering rate is
approached, a rate fixed by the physical characteristics of
the species' In an environment where food. concentration is
high, the selective filterer responds by adjusting its
particle-size selectivity, and lowering its filtering rate.
In this way, the animal is able to make more efficient use
of food and its own energy. A proposed formulation of this
mechanism becomes:

t A7 * @  T! 4
rate i z z'z

e

*

prey
i

where A9 = minimum filtering rate multiplier

A10 = food level where multiplier is 1/2 �+A9!

It has been assumed that, even at high food concentrations,
the organism will be filtering at some minimum level. Thus,
no provision has been made for extreme eutrophic situations
where food concentrations may be so high that the ability
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of the organism to filter is hampered. The assumption that
the eating rate is determined by the total concentration of
edible food in the filtered water may require refinement.
The selective filter feeder adjusts its eating rate to supply
the minimum edible food required for maintenance. Therefore,
it is aware of what it eats, not of the amount of food in
the surrounding water. The distinction is important when
one considers that, given equal concentrations, some prey
species are more likely than others to pass through the
filtering parts of the organisms. Instead of basing the
above function on I. ci, it may be necessary to base it on ap~rey"
weighted sum of prey. The natural preference of the filter
feeder for some species over others is not neglected in the
model since this principle is utilized in allocation of the
eating rate to the various edible species.

Filtering rate studies for selective filterers have con-
centrated on Me marine zooplankton genus Calanus. Mullin
�963! has shown that as the concentration occood increases,
Calanus increases its intake steadily until a concentration
of s 56 mg food c/4 is reached. Then the intake declines.
The maximum filtering rate for Calanus occurred between 0
and . 2 mg food c/6. Conover �9966 9 and Mullin �963!
suggest that .2 mg food c/4 is the incipient saturating food
concentration beyond which the selective filterer begins
slowing down its eating rate. Therefore a value of Al0 of
.2 mg food c/4 seems to be compatible with their research.
A9 has been chosen as .l rather arbitrarily so that at
food concentrations much higher than .2 mg food c/L., the
filtering rate will be l0% of the maximum achievable rate
at a fixed temperature. Temperature dependence for all
filter feeding states has been taken from Burns and Rigler
 l967! and appears in Figure 2. Kibby  l97i! suggests that
this function may be valid only for rapid temperature
variation and that it does not include acclimation of the
zooplankter to new temperature ranges' Further research
is needed to differentiate between these opposing effects.
The maximum filtering rates for the five selective filter
feeding states have not been investigated thoroughly in the
literature. However, using as a. guide the maximum filter-
ing rate of 8.34 4/mg z c day reported by Frost  l972! for
Calanus  at 12'C!, these five coefficients can be adjusted
to yreld the amplitude differences observed in the Lake
Michigan data.

Nonselective filterers, unlike selective filterers,
filter at a uniform rate, and thus operate below maximum
efficiency. A formulation of their eating mechanism is:



[ g] = a7 * e  T! * g yi
z

mg food c
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As noted earlier, the dependence on total food concentration
may have to be replaced by dependence on a weighted sum of
prey concentrations. The literature has been consulted to
estimate the filtering rate of Daphnia. The data are summarized
in Table 4. Burns �969! provided a Formula for converting
Da hnia length into weight. Thus it was possible to convert

e literature values into the standard units of the model.
Since filtering rate appears to be highly correlated with
daphnid length, linear regression was used to determine the
filtering rate at 20'C as a function of length: A7D

Daph.
1.69 - 1.25 L-2.16!, where L is the animal length in mm.
Since I ake Michigan daphnids average 1.05 mm, they can be
expected to filter at 3.09 f/mg z c.day. Bosmina, which has
not been studied extensively in the literature, zs expected
to filter more rapidly than D~a hnia because it averages only
.5 mm in length.

Assimilation efficienc . The three classes of zoo-
plankton distznguxshe ove convert food carbon into zoo-
plankton carbon at efficiencies primarily determined by their
eating behavior. The raptor and selective filterer both have
control over the amount of food they ingest, so they may be
assumed to operate at some equilibrium efficiency. Data
provided by Cummins et al. �969! suggests an assimilation
efficiency of about .40 for the raptor Le todora. Waterman
�960! reports an apparent assimilation e xczency of about
80% for selective filterers. Conover �966a! has measured
an assimilation efficiency of about .72 for Calanus h bo
The values stated above have been used as a range zn
reasonable efficiencies for the selective filterers see Table
2! .

Nonselective filterers cannot lower their filtering rate
when the plankton content of filtered water increases.
There fore they operate below maximum possible e f f iciency.
A simple but unconfirmed formulation is:

t assimilationg A11N* / A24
efficiency J *   Z c. + A24/

3.
prey

�!

mg z c

mg food c

where AllIf= maximum efficiency possible
A24 = half-max. efficiency food level
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A formulation similar to this seems justifiable, since non-
selective filterers such as Daphnia and Bosmina require more
euthrophic waters to flourish than do selective fi lterers
such as Dia tomus and Limnocalanus. The maximum efficiency

very close to 100% since it is defined at near-zero food
concentrations. It is expected that this efficiency is at
least as great as the constant ef ficiency of selective
filterers. Crowley �973! determined a .52 mg food c/L
saturation level for the assimilation efficiency of Da hnia

ulex; however, he obtained this value by desiccating xs
fx ter samples for 18 hours before weighing, If it is assumed
that the samples had not yet half dried, a saturation level
of .2 mg food c/l. is estimated. If Crowley's saturation
level is interpreted as the food. level at which efficiency
is half of maximum, A24 may be estimated to be .2 mg food c/l.
This .2 mg food c/4 level seems to be a critical level to
the filterers in that selectives have cut their filtering
rate approximately in half and the nonselective are
assimilating at half maximum efficiency when food levels
reach this concentration.

Before considering other mechanisms, it is worthwhile to
compare the dependence of growth rate. on food concentration
for the three classes of zooplankton. In Figure 3, plots of
the eating rate and assimilation rate for the three groups
are presented  assimilation rate = eating rate*assimilation
efficiency! as functions of food concentration. The curves
have been normalized such that the eating rate is unity at
.20 mg food c/Z. The region between the curves indicates the rate of
egestion and rejection of unassimilated matter.

Preferred diet. The mathematical formulations of eating

available. The assumption was made that food intake is con-
trolled by the amount of edible food in the environment, not
by the relative abundance of the various species eaten.
However, given that a population has a certain food intake
rate � determined by the characteristics of the population,
the amount of food present, and the temperature - it will
prefer certain species over others. The rate at which state
z consumes prey state k is in general given by:

reference ospecies z for * L g * cI eating

species k
L rate z

z

redation o
species k by

pecies z

m k c

day

�!

mg food c mg z c
mg z c ~ day

The mathematical formulation of the preference factor
involves a simple assumption: the preference of species z
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for food species k is proportional to the product of the
electivity of species z for species k, and the concentration

of species k. The electivity, uk, is defined as the fraction
of the species z diet that would be composed of food species
k if all food species were present in equal concentrations.
This leads to the formulation:

preference o
species z for
species k K  m. " c.!

j

 8!

When all food concentrations are equal, the above expression

reduces to ak, since Ka. = 1 by definition. The above formz z

1

di f fers somewhat from food preference models proposed by
Kitchell et al. �973! but uses the approach of O' Neill �969!

Hutchinson �967, p. 627! states: "Though the group
 Cyclopoida! has been familiar to the amateur naturalist no
less than to the professional biologist for more than two
centuries, information regarding their [sic' food has been
extremely inadequate until recently". A survey of recent
literature on the Cyclopoids has revealed the following
studies: Anderson �970a, b!; Confer �971!, Fryer �957a, b!,

Given equal concentrations of prey species, the raptorial
zooplankton prefers larger organisms to smaller ones because
they provide more food carbon for about, the same energy
expenditure; similarly, there is a natural preference for
slow moving organisms over rapidly moving ones. No studies
have been done to establish directly the electivities of
the zooplankton states in Lake Michigan. However, Cummins et al.
 l969! have indirectly investigated the eating habits of

Leptodora kindtii by observing the seasonal variation of it
and rts prey rn a Pennsylvania reservoir. The data indicate
a preference for cladocerans over copepods. Although
additional direct studies must be done, preliminary estimates
of electivities are presented on the food web in Figure 4 .
Cummins et al. �969I suggest that the nauplii of C~clo s and
D' to contribute to the diet of Le todora. However, these

re probably negligible and ave een omitted from
the present model. A more significant link between rotifers
and Le todora may be important in Lake Michigan, but is not
inclu e xn t is rotifer-free model. Hall �964! and Wright
�965! have suggested that Da hnia is controlled, in mid-
summer largely by Leptodora xn Base Line Lake, Michigan and Canyon
Ferry Reservoir, Montana, respectively!; this link will be
scrutinized as additional experimental data become available.
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Johnson �972!, Lane and McNaught �970!, McQueen �969!,
Porter �973! . The following summarizes the views presented
in these papers.

Except for Anderson �970a, b!, the evidence indicates

groups. Anderson on@ ts cyclopoid nauplii and copepodites from
the C clo s diet. The small size of C clops seems to restrict
its iet greatly. For example, small adu t Diaptomus may be

and Lane and McNaught �970! suggest that C clo s prey upon

similar species, but this view is disputed by Confer �971! .
McQueen �969!, Fryer �957a, b!, Lane and McNaught �970!,
McComish  personal communication!,and Johnson �972! feel that
a rotifer link may also exist. Large diatoms are suggested
as part of the C clo s diet by Fryer �957a, b!, Porter �973!,
and Hutchinson 1967 . Extensive laboratory studies must be
initiated to resolve the nebulous state of knowledge concerning
the electivities of Cyclo s. At present, the diet of Cyclo s
is split among the three nauplii states and large diatoms as
depicted in Figure 4 above.

The electivities of the filter-feeding species are
determined by food size, shape, and palatability. The nauplii,
averaging under .5 mm in length, are herbivorous. The diatom
groupings have been chosen so that the nauplii are restricted
to eating only the small form. Green algae serve as another
food source for the nauplii. Equal filterability and equal
palatabili:tyhave been assumed for diatoms and greens . Some
blue-greens possess a mucilage coating or have large filaments
that make both filtering and digesting of them difficult for

greens but, being four to five times the length of a nauplius,
is also able to filter some large diatoms.

e"*"""
their filtering parts so that larger organisms are ingested
when available. Smaller organisms are only taken when larger
forms are scarce. Main �962! has conducted a thorough study
of the life history of Epischura. This work suggests that

zatoms. These results have been employed for the zooplankton
state "Limnocalanus and Epischura".

The nonselective cladocerans, Da hnia, Bosmina, and
Bolo edium, graze upon small diatoms an gre~en a gae. Arnold

7 contends that Daphnia can filter and digest blue-green
algae, but that survival of such D~a hnia is very low.

The web of electivities  Figure 4! incorporated into the



lower food web model is subject to modification as researchers
collect data, and complete experiments on predator-prey relations.
With the preference mechanisms formulated as above, the negative
predation terms appearing in the zooplankton state equations
become obvious.

Predation b other zooplankters and alewives. All the
zoopla ton states ut Le todora and Pol phemus" and
"Z.imnocalanus and Epischura are preye upon y other zoo-
plankters. To be consistent with the formulations of eating
rate and preference developed above, the predation of state z
by other zooplankton states must be given by:

predation by
other zoo- Z
p1ankton zz

z

eating �

zz

 9!

The alewife, a major forage fish in Lake Michigan, though
not included as a state in this lower food web model, affects
the dynamics of the model through forcing functions. The
eating rate and concentration of adult and young alewives are
applied to the model as known time functions ~ Allocation of
the eating rate to each species taken by the alewife is
determined by a preference factor analogous to the preference
f actor discussed earlier for zooplankton. The uptake o f a
zooplankton species z by the alewife population is formulated
as:

The electivity of the alewife for state z, 6, denotes the
fraction of diet composed of state z when aLP zooplankton
states are in equaL concentration. The simplifying assumption
that the alewife does not vary its diet with age can be
relaxed later.

Unlike that of zooplankton, alewife-eating behavior has
been studied extensiveLy. Brooks �969! reported that a
close relative of the alewife, A. aestivalis, changed the
zooplankton composition of a Connecticut lake from one

and Leptodora common to one ominate by Bosmina wi

has similar requirements and preferences to those of A.
aestivalis. Wells �970! showed that nine crustacean zoo-

Michigan and that six of them recovered after the alewife

predation 6 c ating eating
by * rate of *c + rate of ~c . �0!

lewi fe i ' oungE . c. young dults adults

z i
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crash of 1967. The work of Brooks and Wells suggests that
the alewife exhibits strong preferences. The major factors
controlling alewife selection seem to be prey size and taxon.
The indirect evidence of Brooks and Wells is supported by
Hutchinson �971! and Warshaw �972!, who analyzed the stomach
contents of alewives collected fram small lakes in New York
and Connecticut.

Hutchinson demonstrated that taxon preference may be a
significant factor. In this study .27 mm long Bosmina were
selected 13 times more frequently than .53 mm cyc~opoi8
copepods. Morsell and Norden �968! have found that Lake
Michigan adult alewives rely upon zooplankton for about only
50'4 of their diet, with Pontoporeia, ostracods, M sis,
tendipedid larvae, water mxtes, and fish eggs supp yang the
other half . Stomach analyses showed that Limnocalanus dom-

Epischura are most common during summer. Daphnxa, Bosmina,

work of Norsell and Norden �968! and Norden �968! has shown
that juvenile alewives rely heavily upon zooplankton,
including all species eaten by the adults, but in different
ratios. The juveniles prefer Leptodora, followed by D~a hnia,
Limnocalanus, E ischura, C clops, Bosmzna, and Diaptomus .

used to establish an electivity of cladocerans over copepods
o f about 9. 7 to 1. This ratio has been weighted by the
average volume of each organism in order to establish an
electivity of the alewife for each of the six adult zoo-
plankton states of the model. These results are presented
in Figure 4 above.

Respiration. Zooplankton respiration research reported
in the literature must be analyzed with care. Several factors
that should be considered are: �! Containment increases

Icladocerans respiration by 4.5 times, while copepods experience
an increase only under very crowded conditions  Burns and
Rigler, 1967! . �! Raymont �959! showed that zooplankton
fed before an experiment respire three to five times more
rapidly than normally' �! Halcrow �963! claims that zoo-
plankton must be allowed four hours to adapt to new
temperatures; otherwise, thermal shock causes them to respire
twice as fast as they would if acclimated to that temperature.
�! Halcrow �963! also suggests that copepods are seasonally
acclimated, and that respiration varies only within limits
in a given season. �! Conover �959! has observed. that
respiration increases independent of temperature when the
zooplankton begin heavy grazing. �! Predators are more
sensitive to temperature increases than are grazers of equal
weight. �! The relationship between weight and respiration
rate of a zooplankter is negative log-log. Although some of
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the above information implies different respiration rates for
the zooplankton states of the model, little information is
actually available on taxon-specific rates. At this stage,
it is reasonable to assume the same temperature dependence
for all species and only to differentiate between the
respiration rate of adults versus that of nauplii. A linear
temperature dependence has been commonly used in plankton
production models  Canale et al. 1974!. Although some evidence
supports an exponential dependence  Warren, 1971!, it is
thought that a linear approximation for the temperature range
of interest is justifiable. Therefore:

[ = A12 *  T/20.! *closs z z

day mac.
where A12 = rate at 20'C for zooplankton state z  one ratez

for adults and one rate for naupli i! .

Life c cles. Part 1 of this report  Vogel and Canale,
1974 xscusse the life cycles of the zooplankton states.
Cladocerans, which are assumed to go directly from egg to
mature organism, axe simply introduced at appropriate times
during the early summer. Egg hatching rates are distributed
over time in Gaussian fashion, with a specified mean and
standard deviation. Grand Traverse Bay data show that

centere near au d-June. This is consistent with the obser-
vations of Cummins et al. �969! that Leptodora appear in the

the fall when temperatures drop below 10'C. Based on the
work of Cummins et al. �969!, an estimate of 100 eggs/m3
or approximately 2.2 pg c!L has been chosen as the concen-

Figure 5 contains a summary of the zooplankton life cycles
used in the model. The works of Hutchinson �967! and Hall
�964! have been employed to estimate the number of over-
wintering Daphnia eggs available for hatching in late June.
Hutchinson~1967 was consulted for similar estimates for
Bosmina. Da hnia hatch over a 90-day period, whereas Bosmina
c~omp ete hate zng in less than a month. The initial mass of
new Leptodora contributes to over 50% of its peak concen-

less than 158 to peak concentration. According to Cummins

caused primarily by predation as the production rate falls
off in early fall. Hall �964! points out that. physiological
mortality, or natural death, is probably negligible when
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compared to predation as a factor causing the decline of
Daphnia in late summer. Although a few daphnids and bosalinids
aai~ cnown to survive the winter, because of their small numbers,
these individuals are not a factor in winter. Therefore,
both states are assumed to have zero concentration between
January 1 and hatching.

Unlike the cladocerans, the copepods undergo a more
complex chain of transformations from egg to adult. This
chain, simplified to egg-nauplius-adult for modeling purposes,
is required because of vastly differing eating habits of
young and adults. Hutchinson  l967! has been consulted for
life-cycle information. Diaptomus undergoes a single cycle

month period centered in early May. At that time of the
year, approximately 1200 adults/m~ are observed in Lake
Michigan. 55% of the population is assumed female and each
female will lay about 7 eggs. Assuming that the average
newborn nauplius comprises about .004 wg carbon, the total
concentration of new nauplii can be estimated as .039

/L.
To account for the fact that maturation is not instantaneous
and that the division between nauplius and adult is not
always distinct, the nauplii are matured through a first
order reaction which requires about two months for completion.

The life cycle of Limnocalanus and E ischura has been
unn Limnoca anus drops its

until the water temperature rises in early April. Unlike

By late June, the nauplii are maturing into the stages
considered adult in the model. ln September, when eggs are
laid, Limnocalanus number about 80/m .in Lake Michigan, of
which 25% are egg-producing females. Since each female lays
about 6 eggs, and upon hatching the nauplius normally weighs
about .005 pg carbon, the new nauplii population can be
estimated at about .0l2 pg c/g,.

The Cyclo s population consists of two overlapping
generations . The eggs o f one generation hatch in early
March over a three to four month span and mature in July;
the eggs of a second generation hatch in August over a
similar span and mature in January. The adult. count at
egg-laying times is approximately 25000/m in Lake Michigan,3

of which 65% lay eggs. A female lays 50 eggs and a new-born
nauplius weighs about .004 pg carbon. Thus spring and summer
nauplii populations are estimated at .69 gg c/R. Since
only two states, one each for nauplii and adults, are utilized
for C~cla s in the model, it is convenient to require that
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the nauplii of one generation completely mature before eggs
of the next generation begin to hatch. The generations seem
to be isolated from each other enough so that this assumption
can be employed.

Simulation runs with the model have indicated that pre-
dation and respiration mechanisms may not be sufficient to
account for the gradual dieoff of the copepod populations
after peaking. Natural death is included as an additional
mechanism governing the dieo f f . The manner in which the
Gaussian egg-hatching and first-order maturation were incorpor-
ated into the state equations is discussed in a later section,
"Computational Topics" .

This completes discussion of the zooplankton mechanisms
considered in the model.

Considerable research has been conducted by DiToro and
his colleagues at Hydroscience on modeling phytoplankton
dynamics  DiToro et al. 197l; HycLroscience Inc. 1973! .
Canale and others at the University of Michigan  l974! have
utilized similar techniques to construct a dynamic model for
the natural association of phytoplankton in Grand Traverse
Bay. After accounting for taxon-specific behavior, many of
the mechanisms utilized in these models can be applied to
the present effort,

Al *4  T! * $ light g �[nutrieng 1 *
p p p Lreduc tionj p ~reducti.6nj p p

-1
day

�2!

Production rate. The production of phytoplankton carbon
for a part~cu ar state "p" is governed predominantly by water
temperature, light intensity, and nutrient abundance. Under
optimum light conditions and saturating nutrient concentrations,
production proceeds at a rate fixed by temperature. Canale and
Vogel �974! have surveyed the wealth of literature on this
subject to ascertain the variation of specific growth rate
with temperature for diatoms, greens, blue-greens and
flagellates. The average maximum water temperature observed
in Lake Michigan is about 17'C, which is well below the
optimum temperature for the taxa considered in the model.
Thus, instead of introducing the maximum saturated growth rate
as a coefficient, the model deals with the saturated growth
rate at 20 C which is denoted as Al . Productivity for phyto-
plankton state p, then, may be formulated:

P
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The temperature multiplier 4» depends on temperature in the
manner shown in Figure 2 above'

No reason has been found to differentiate between the
temperature response of small and large diatoms. However,
because of their greater surface area per unit weight, the
small species are expected to grow more rapidly. Spring
field data from Grand Traverse Bay seem to confirm this
hypothesis. Therefore 20'C growth rates have been chosen
within limits to realize the one to two month lag observed
between small and large diatom blooms. It is observed that
the coefficient values and temperature dependence functions
give a strong advantage to the diatom states over the greens
and blue-greens, especially at lower temperatures. This
advantage is presently manifested in most of Lake Michigan
 where silicon levels are high! by the higher percentage
of diatoms in phytoplankton samples.

Light limitation. Ryther �956! has shown that an optimum
light intensity exists for phytoplankton photosynthesis.
Steele �965! has formulated a light reduction factor that
describes the effect of non-optimum light on the production
rate:

zght I IS + 1
reduction = IS e

t a poin
�3!

where I = light intensity at, the point

IS = optimum light intensity

This reduction factor describes light limitation at a point.
However, since the model considers a completely mixed euphotic
zone, the reduction factor must be averaged over depth, which
accounts for light extinction in the water column. If light
attenuation is uniform throughout the column, the light at. a

depth d can be expressed by the familiar formula. I d! = I o! ~e *
where I o! is the surface intensity and KE the extinction
coefficient. DiToro et al. �971! have integrated the reduc-
tion factor over depth with pointwide intensity given by
I  d! . The result expresses the average reduction factor as
a function of I  o! and KE at an instant of time. The model
has not been developed to simulate daily dynamics; thus the
cycling of the sun must be accounted for by averaging the
reduction factor over 24 hours. If sunlight is assumed to
vary as a half cycle of a sinusoid, the light reduction factor
cannot be integrated analytically over time. To account
for the daily cycling in a tractable manner, surface light
intensity is assumed uniform over the daylight hours at a value
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IA, equal to the average over the daylight hours. With this
simplifying assumption, the average daily reduction factor
has been calculated by DiToro et al. �971!:

ight reduction
averaged over

epth and time

where e = 2.718, PHOTO ~ daylight fraction of day, and DEPTH
depth of euphotic zone.

The taxon-specific nature of the model requires specifi-
cation of taxon-specific optimum light intensities. Ryther

�956! has explored the effect of light on various groups of
marine plankton. However, since lake plankton have evolved.
under lower light conditions than marine plankton, it is
hypothesized that they may exhibit lower optimum intensities
than those reported by Ryther. Table 2 lists the coefficients
discussed above for the three groups of plankton. The average
surface intensity IA, the photoperiod PHOTO, and the extinc-
tion coefficient KZ follow annual cycles that differ little
from year to year. Researchers such as Riley �956! have
investigated the feedback effect of self-shading and have
hypothesized formulas for KE expressed as a function of phyto-
plankton density. KE, in general, varies as a complex function
of turbidity and phytoplankton density, and varies considerably
with location. For present purposes, such a detailed analysis
of this function seems unwarranted, so KE appears in the model
simply as a time-varying forcing function. A detailed dis-
cussion of KE t!, IA t!, and PHOTO t! will be given in a
later section of the report.

Nutrient limitation. The difference in nutrient utiliza-
tion between iatoms and the green and blue-green algae groups
must be modeled carefully in this effort. Until recently,
phytoplankton blooms in Lake Michigan may have been controlled
by the availability of inorganic phosphorus. Low phosphorus
levels limit the production rate of all three phytoplankton
groups in a similar manner. An analysis of the seasonal
variation of species in Lake Michigan suggests that diatoms
utilize essentially all available inorganic phosphorus by
the end of June, and that green and blue-green populations,
which are not cold-water adapted, are forced to utilize re-
cycled phosphorus in mid-summer. The low amounts of recycled
phosphorus have kept the greens and blue-greens from reaching
undesirable concentrations in mid-summer. However, Stoermer
and Yang �969, 1970! have found an interesting phenomenon
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developing in southern Lake Michigan, where phosphorus has
reached. 1930 Lake Erie levels. Diatoms, which require sili-
con as an essential nutrient, appear to have an excess of
phosphorus and are now limited by silicon. However, since
greens and blue-greens do not require silicon, they can
utilize the inorganic phosphorus left by diatoms to reach
higher mid-summer peaks. The above sequence of events may
be typical in lakes undergoing eutrophication, making model-
ing of the underlying causes critical to the development
of any control scheme. It is possible to extend the above
sequence further by considering the ability of certain
blue-green species to fix dissolved nitrogen gas. When
phosphorus reaches a critical point, inorganic nitrogen will
begin to limit the green algae, whereas certain blue-greens
may switch over to nitrogen fixation, thereby surpassing the
greens and non-nitrogen-fixing blue-greens in mid-summer.

The mechanisms for nutrient limitation described, in
the above paragraph have formulated by other workers
 Dugdale, 1967; Eppley et al., 1969; DiToro et al., 1971! .
To date, most useful models have assumed that the produc-
tivity of the population follows Michaelis-Menton kinetics
as a nutrient becomes limiting. Under this assumption, the
nutrient reduction factors for nitrogen, phosphorus, and
silicon are respectively:

C + C C ~ cammonia nitrate inorg. P d>ss. Sx
c . + c + KN' c. + KP' c .. + KS
ammonia nitrate inorg. P. diss. Si

where KN, KP, and KS are the half-saturation levels of the
three nutrients, and the state variables are in units of
mg basic element/ Z . As the nitrogen factor indicates, the
plankton can utilize both ammonia and nitrate. When ammonia
is available in the same concentration as nitrate, ammonia
may be preferred over nitrate, a mechanism to be discussed
further in the nutrient section of this report. Only the
total usable nitrogen determines the reduction due to
nitrogen, and the relative amounts of the two inorganic
nitrogen states have no bearing on the growth reduction.

Some evidence  e .g. see Herbes, 1974, for an extensive
bibliography! indicates that organic phosphorus may be avail-
able to phytoplankton. This research, however, indicates
that organics provide a small fraction of the phosphorus used
by plankton. Until experimental work can confirm the
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selectivity for inorganics over organics, organics will be
assumed unavailable to the plankton. The calculated growth
rate of the diatoms in response to silicon limitation has been
modified by correcting for unavailable silicon as suggested
by the work of Paasche �973a, b! . The model assumes that
35 pgSi/4 is unavailable. The ability of the blue-green
state to fix nitrogen gas has been ignored since this mechanism
only becomes critical in nitrogen-limiting environments.
As the model evolves into a tool for studying eutrophication,
this mechanism will be analyzed and included.

The half-saturation constants required for the above
formulation have been discussed extensively by Canale et al.
�974! . Their literature survey has resulted in the selec-
tions tabulated in Table 2. It should be noted that the con-
centration of nitrogen in the lake is well above saturation
levels at present, so that phosphorus and silicon control
the dynamics of the spring algal bloom.

The light reduction factor and the nutrient reduction
factors have been assumed to operate on the production rate
independently. Thus the growth rate expression includes
a light factor, a nitrogen factor, and a phosphorus factor
for each algal group. The silicon limitation factor only
appears in the diatom equations. Experimental data of many
researchers have supported the use of the Michaelis-Menton
expression when a single nutrient is limiting, but no reports
have verified its use for multiple-nutrient limitation, The
possibility of coupling the limitation effects other than
multiplicatively remains a hypothesis for future research.

Bierman et al. �973! have recently offered an alterna-
tive to the classical Michaelis-Menton approach to modeling
nutrient uptake. The approach is based upon the concept of
luxury uptake, whereby the algal cell does not use all absor-
bed nutrients immediately. An intermediate state � an inter-
nal nutrient pool - is considered to control cell growth,
with transport between water and this state governed by a
reversible kinetic mechanism. This refinement in the des-
cription of phytoplankton growth, according to Bierman et al.
 l973!, becomes a necessity when considering the competition
between green and blue-green taxa. The transport from water
to internal nutrient state occurs more rapidly in blue-greens
than in greens, especially at low nutrient levels, affording
blue-greens the opportunity to take up more nutrients than
they actually need for immediate growth. Although this
approach is promising, the mathematics of the mechanism have
not yet been verified against extensive data. For this reason
and because phosphorus data used to verify the present model
cannot be broken into organic and inorganic forms, a complex
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growth mechanism beyond the Michaelis-benton formulation seems
premature.

Predation b zoo lankton. Once the mechanism of
zooplankton pre at>on as een formulated, the loss of phy-
toplankton mass to the zooplankton is fixed by mass balance.
The rate of depletion of phytoplankton state p due to preda-
tion must be:

z c

z 0'
, Zu. c.

~ l. 3.

[eating * c
L rate J zr predation

loss

mg z c

y

where the zth term of the summation is the predation on state
p by zooplankton state z. It has been. assumed that no algal
cells pass through a filter-feeder without being either
assimilated or rendered lifeless. Biomass that cannot be
assimilated becomes detrital matter to be regenerated into
essential nutrients. The food web has been discussed in an
earlier section, but one facet should be reiterated. To
emphasize its virtual invulnerability to predation, the
blue-green state has been left isolated from the remaining
web. Thus, after blue-greens peak, their decline is affected
only by respiration, leaving them to die off more slowly than
diatoms or green algae' When di'atoms are limited. by silicon,
this slow die off of the blue-greens may result in persistent
water quality degradation throughout the summer months.

Res iration. Endogenous respiration acts along with
predation to ower phytoplankton carbon during and after a
bloom. Host models, including those of DiToro et al. �971!
and Canale et al. �974!, have modeled the effect of tempera-
ture on phytoplankton respiration linearly. Riley �965!
has suggested, and many have agreed, that the effect is proba-
bly exponential. However, if the proposed exponential depen-
dence is used, with a 20 C rate as reported in most of the
literature, the respiration rate below 5'C appears too high
to permit persistance of the phytoplankton through the winter
months. It is therefore hypothesized that the plankton mani-
fest an exponential dependence at higher temperatures, but
that in the lower range of temperatures characteristic of
Lake Michigan, a linear approximation may be substituted.
The temperature-varying linear kinetics may then be formulated:
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where A3 is the .20'C respiration rate. DiToro et al. �971!
have tabulated data on the endogenous respiration rate of
some plankton species. These data and reports by Hineman
�973! suggest a range of .05 to .1 for the coefficient, A3.

Sinkin . Although sinking is a primary contribution
to phytop ankton loss during certain seasons, the mechanism
is difficult to model. A myriad of parameters, including
temperature, internal nutrient concentrations, internal
monovalent-divalent concentration ratios, the presence of
gas and/or oil vacuoles, and turbulence affect the net up-
ward or downward velocity of a species. With the present
level of sophistication in the area, a reasonable approach
is to measure sinking velocities throughout the year and use
these data as a forcing function. If the depth-averaged
velocity of a species is given by VS, then the sinking rate
is given by VS/DEPTH, where DEPTH is the depth of the
euphotic zone. If A6p is the maximum sinking rate of state p,
and the function SINK t! exhibits the seasonal variation,
then:

t gl = A6 *SINK t! * c
p

P

�7!

In any event, the sparse data on seasonal variation pro-
vided by Burns and Pashley �974! cannot accurately depict
this variation. Their data have been used to estimate only
roughly the expected variation. The variation SINK t!

Unfortunately, conclusive studies have not been made on the
variation of sinking with time in Lake Michigan. Burns and
Pashley �974! have measured sinking velocities in central
Lake Ontario at four times of the year. The results indicate
that sinking is prevalent in March and September, but that
in July and October, plankton are generally rising to the
surface. This reverse process cannot be handled in any obvious
manner within the confines of the present model hypotheses.
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chosen is plotted and further discussed in the forcing func-
tion section of the report. Because the study referenced
above dealt with total carbon, it did not yield any taxon-
specific information. Because of gas vacuoles, blue-green
algae are able to remain suspended throughout their growing
season and are thus not affected by sinking. Diatoms, due
to their silicon content, are more dense than green algae
and probably sink much more rapidly. It is assumed that
the experiments discussed earlier were dominated by diatoms,
yielding acceptable sinking rates for the diatom state. Xn
theory, small diatoms sink slower than large ones; however,
structures on larger cells may retard their sinking rate
such that in some cases larger cells sink slower than small
cells  Hutchinson, 1967, p. 276!.

Seasonal c cles. Division and growth of dominant plankton
cells, and ere ore the cycles of the plankton population,
are largely controlled during much of the year by temperature
and light. Since the taxa considered are not equally sensi-
tive to low temperatures and light, the diatom cycle differs
greatly from the green and blue-green cycles. Diatoms can
be found in measurable concentrations throughout the winter,
with their spring bloom controlled by increasing light.
However, greens and blue-greens seem unable to reproduce below
5'C . When environmental conditions are adequate, as indi-
cated by a positive derivative in the state equation, the
blue-green and green states are introduced into the dynamics.
The initial concentration of the population can only be as-
certained accurately by sampling the waters in mid-winter
in order to determine the low level of dormant cells present
then. Model simulations indicate that these initial levels
affect subsequent dynamics only slightly . Research must be
undertaken to analyze the phenomenon of green and blue-green
"appearance" before the model can be used to adequately study
taxa shifts brought about by limiting silicon.

Nutrients

Stoichiomet of h to lankton and zooplankton. The
mass a ance equations written or eac o e ree nutrient.
cycles under consideration acquire simple forms when one assumes
that carbon, nitrogen, and phosphorus occur in the same ratios
in all plankton considered. In general, it, is known that these
ratios can vary among phytoplankton species and are even crit-
ically dependent upon relative concentrations of the nutrients
in the surrounding water and upon the life history of the cells.
DiToro et al. �97l! have summarized the data of Strickland
�965! on the dry weight percentage of carbon, nitrogen, and
phosphorus in various taxa of phytoplankton. The great
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variability indicated by these data certainly must be accepted
as evidence that taxon-specific nutrient ratios must be further
investigated. Although the assumption that the ratios do not
differ greatly is made with some reservation, the variability
within each of the three taxa modeled may be too great to
justify the use of taxon-specific ratios. As in the Massdale
model of DiToro et al. �971! and the Lake Erie model con-
tributed by Hydroscience �973!, zooplankton cells are assumed
to have the same nitrogen-to-carbon and phosphorus-to-carbon
ratios that their phytoplankton counterparts have. Values
used in these previous models are consistent with those values
adopted in the present study and listed in Table 2 above.

Diatoms, unlike the other phytoplankton groups considered,
require the element silicon for continued production. Since
green algae, blue-green algae, and zooplankton require only
trace amounts of silicon, the silicon cycle involves only the
diatoms, detrital  particulate! silicon forms, and dissolved
silicon. The silicon-to-carbon ratio for diatoms follows
that used by Canale et al. �974! . With the simplified
stoichiometry discussed above, the mechanisms that govern
each of the three nutrient cycles can be formulated. Figures
6, 7, and 8 are provided as an explanation of these cycles.
See Table 3 for a summary of the equations involved.

Detrital components. The undigested matter that passes
throug zooplan ton cannot immediately be utilized in phyto-
plankton production. The detrital nitrogen and detrital
phosphorus components, through partly bacterial and partly
physical reactions, decompose into dissolved organic forms.
These reactions, like other nutrient reactions to be
discussed later, are temperature controlled, Most modeling
efforts, including Hydroscience �973!, have incorporated
simplified formulations for this breakdown consisting of
first-order temperature-dependent kinetics. With no other
standard for comparison, the temperature dependence has been
assumed linear. Although most nitrogen egested by zooplankton
is expected to be in an organic form, evidence indicates
 Harris, 1959; Marshall and Orr, 1961! that zooplankton egest
inorganic phosphorus along with detrital phosphorus. This
mechanism may be unimportant to the phosphorus cycle, however,
because subsequent phosphorus reactions are quite rapid.

Unlike nitrogen and phosphorus, silicon is required only
by diatoms. The silicon cycle, then, is unique among the
three cycles considered. Detrital silicon is generated in
the form of particulate silicon through the mechanisms of
zooplankton predation and diatom "respiration". Since zoo-
plankton utilize only trace amount of silicon, the silicon
frustule of the diatom cell passes undigested from the
animal. The "respiration" mechanism does not resemble the
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respiration of nitrogen and phosphorus. Diatoms, like other
living things, respire only trace amounts of silicon. However,
when respiration dominates photosynthesis, the cell eventually
collapses, leaving the frustule intact. This silicon shell,
like the particulate silicon that passes through a zooplankter,
dissolves and is made available once again to the diatom
population. In order to account for the silicon being recycled
in this manner, one must assume that respiration of a certain
mass of carbon can be associated with the isolation of a
certain amount of silicon. A similar assumption was made in
proposing the amount of silicon taken up when a certain mass
of diatom carbon is produced. This relationship between
diatom carbon and silicon depends critically upon the average
surface-to-volume ratio of the species involved. Since the
model considers two size classes of diatoms, the need for
detailed analysis of this relationship seems essential to
developing an accurate model. At present, the silicon-to-
carbon ratio does not differ between the small and large
diatom states.

I f the breakdown o f detrital nitrogen, phosphorus, and
silicon proceeds slowly compared with the sinking rate of
the detrital matter, then sinking must be considered as an
operative mechanism. Although phosphorus reacts more rapidly
then the detritus sinks, nitrogen and silicon react more
slowly. The detrital sinking rate probably exceeds that of
living phytoplankton but confirmed rates are not available
in the literature. At present, the maximum sinking rate of
the plankton is assumed to apply to detritus also.

Or anic components ~ The bacterial and physical breakdown
o f detrxta nutrxents obviously encompasses a myriad o f complex
reactions, most of which have been investigated very little
to date. The chain of reactions proposed in the model hope-
fully depicts to some degree the mechanisms of recycling
observed in lakes. Few models have considered a detailed
detrital nutrient system. Hydroscience �973! partitions
the nitrogen component into organics, ammonia, and nitrate.
The reaction rates governing the kinetics o f this chain are
reported by Hydroscience �973!, and at 20'C, are approximately
.05 day" . The dynamics of the nitrogen subsystem seem to
proceed at rates comparable to the biological rates of the
system, so the detail incorporated into modeling this sub-
system is justified' The Lake Michigan food web model being
discussed considers detrital nitrogen in addition to the
three nitrogen forms considered by Hydroscience �973! . The
reaction rate for the breakdown of detrital forms into
dissolved organic forms has not been found in the literature.
Presently for nitrogen, the rate has been set equal to the
rate used for the conversion of organic nitrogen to ammonia.
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Hydroscience �973! and Canal.e et al. �974! have attempted
to partition phosphorus into components. The reaction rates
governing detrital-to-organic trans fer and organic-to-inorganic
transfer, however, appear to lie near .4 day at 204C, a rate
f ar exceeding the f as tes t biological rate observed in the system.
Since the time constant for these phosphorus reactions is less
than a week for most of the production season, the phosphorus
subsystem might be more conveniently modeled by employing a
quasi-equilibrium assumption.

Besides the pathways from nitrogen detritus to organic
nitrogen and from phosphorus detritus to organic phosphorus,
organic forms are also generated during phytoplankton res-
piration. Approximately 70% of the nitrogen respired by zoo-
plankton enters the water in organic form, the remainder
entering as ammonia. Research indicates that most of the
zooplankton-respired phosphorus emerges in an inorganic form
 Raymond, 1963! . The form of these source terms in the
nutrient equations follows directly from mass balance concepts.

nonorganic components. The final products of the recycle
reactions, i.e., the inorganic forms, provide the essential
nutrients for primary production. Phytoplankton utilize
both inorganic nitrogen forms, ammonia and nitrate. Previous
models, Hydroscience �973! and Canle et al. �974!, have
distinguished between algal preferences for the two nutrients.
Auer �974!, in an extensive literature survey, has reported
on nitrogen utilization by algae. The uptake of the inorganic
nitrogen forms seems to be controlled by complex environmental
and intercellular conditions including trace element avail-
ability, light, and carbon dioxide levels, internal and
external pH, and cell age.

Although some reports of ammonia preference have been
found, no consensus has been reached, among researchers on
the subject. Presently, the uptake mechanism is modeled
such that ammonia is preferred 95% to 5'4 over nitrate when
the two forms are in equal abundance. Regardless of what
form the algae prefer, the inorganic nitrogen forms may be
pooled into a single state with no change in plankton
behavior. The ammonification and nitrification rates have
been chosen in the range reported by Hydroscience �973!
with temperature variation approximated linearly. The zero
degree bias in nitrification rates reported by Hydroscience
�973! has been omitted.

The rate of decay of organic phosphorus compounds into
inorganic forms reported by Hydroscience �973! exceeds all
biological rates of the system. There seems to be some
discrepancy between these values and those reported by Grill
and Richards �964! . At. about 104C, the former researchers
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report .20 day and the latter, .0381 day . The phosphorus
subsystem is so critical to present-day lake dynamics that
further laboratory analyses of the phosphorus reactions must
be undertaken before an adequate understanding of the system
is possible. The mechanisms of silicon recycling also
warrant further investigation. If, as some have proposed
 Raymont,, 1963; Grill and Richards, 1964; Armstrong, 196S!,
the silicon frustules of diatoms contain a highly soluble
and a relatively insoluble component, then multiple pathways
must be included for frustule degradation due to diatom
respiration and zooplankter egestion.

Nonaccessible components and turnover. Phytop3.ankton
and etritus are s gect to si z.ng urging the late-winter
ice period and late-summer calm period. Any mass that sinks
through the thermocline into the hypolimnion is unlikely to
return to the epilimnion before turnover. The model accumulates
this mass throughout the year in the total nonaccessible
nitrogen, phosphorus, and siLicon states. A fraction of the
nonaccessible nutrient mass is lost to sediment deposits and
can be estimated by sediment core analysis. The remainder
will be suspended or dissolved in the hypolimnion waters and
available for mixing with epilimnion nutrients at turnover.

For simplicity, the detailed dynamics of hypolimnetic
nutrients have not been included in the model. Estimates of
the component breakdown of each of the three nonaccessible
nutrients can be made �! by analyzing the epilimnion Cata just
prior to and just after turnover, �! by accounting for the
slow bacterial decompositon that occurs in the low temper-
ature hypolimnion, and �! by direct measurements of
hypolimnion nutrients. Table 5 details the fractions
necessary for formulating turnover in this manner. The
appropriate fractions of the nonaccessible nutrients are
mixed with corresponding epilimnion components during the
last two months of the year, the mixing distributed as a
Gaussian function centered at day 330. Because productivity
is low, there is little change in total nitrogen, phosphorus
and silicon concentrations during the winter. Since there
is only a small nutrient uptake during the winter, the spring
turnover has not been included in the model. In natural
systems such as the sea  Raymont, 1963!, however, it may be
the main route for epilimnetic nutrient resupply. The
effect of spring turnover on the lake's temperature is
accounted for in the annual temperature cycle.

L~oadin s. Because the flow of water from Lake |fichigan is
small zn comparison to lake volume, retention time is very
large compared to that of Lakes Erie and Ontario. The
retention time o f 99 years  O' Connor and Mueller, 1970! implies
that the lake would take more than three centuries to clean
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Component

At day 300, the epilimnion nutrient concentrations and the
total nonaccessible nutrient masses are monitored in the
simulation routine. The expected breakdown of the non-
accessible nutrients, by components, is calculated using
the percentages above. The lake is then mixed using the
formula:

epilimnion nonaccessible
concentration * VOLEP t mass before
before turnover turnover

VOLEP + VOLHY

The resultant modifications in component concentrations of
the epilimnion are implemented over the interval t300, 360'J
in Gaussian fashion.

Table 5. The Turnover Mechanism

uni form
concentration

of component
after turnover

% o f nonaccessible
nutrient comprised
of this component
at turnover

% of total non-

accessible nutrient
lost to sediments
over first 300 days
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itself if all industrial, municipal, and runoff loads could
be shut off. The long retention time implies that initial
conditions in the lake have an overwhelming impact when com-
pared wi th nutrient loadings . The rate of nutrient outflow,
the flow divided by volume, lies near 2.8 x l0 day
negligible when compared with biological and decomposition
ra tes o f the sys tern.

The loadings, primarily from agricultural, municipal,
and indust.rial sources, are tabulated by Ayres �970! and
are shown in Table 6. The lake is still relatively unpolluted
and near a steady state with respect to nutrient cycling.
Since increases of phosphorus and other compounds can be
observed over a period of several years in most of the off-
shore sectionsof the lake, it may be hypothesized that load-
ings more than compensate for settling. Long-term trends in
water quality require a detailed examination of inputs and
sediment-water interactions. These issues are not addressed
in the present model. The proper framework for such con-
siderations may be a model employing simpler kinetics.
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Loading [~< ]S tate Number Description

Table 6. Approximate External Loadings to the Lake

The above loads have been calculated based on the entire
lake volume as in initial approximation. They are assumed
uniform over the 360 day year.



MODEL FORCING FUNCTIONS

Inherent in the equations for the dynamics of the system
are certain forcing functions, or exogenous variables, that
describe environmental or other conditions assumed to be
unaffected by the internal conditions of the system. Four
of these variables � temperature, light intensity, photo-
period, and extinction coefficient � directly control phyto-
plankton production. The sinking rate multiplier simulates,
as well as is presently possible, the limited data on seasonal
variations in phytoplankton and detritus sinking. The
alewife-eating rates and concentrations are necessary to
approximate the effect of the upper food chain on the lower
trophic levels, and would be unnecessary in an expanded ver-
sion where al.ewives would be considered as a state  or states!
internal to the model. As mentioned earlier in the discussion
of model philosophy, these forcing functions must be con-
structed to represent mean conditions observed in the lake
and cannot. be expected to duplicate a particular yearly
cycle. The amount of deviation from these conditions
encountered from year to year dictates the scatter observed
in the biological and chemical data from year to year .

Temperature

The University of Michigan Sea Grant Program has sampled
water temperature at several stations in Grand Traverse Bay.
Depth � and station � averaged temperatures are tabulated
by Canale et al.  l974!. A spline-interpolated interpretation
of these data is used here and plotted in Figure 9. Late
winter temperatures fall to a low of about l.6'C at the end
of March. During spring turnover, the temperature recovers
to about 4'C, followed by a steady rise to approximately
17'C by the end of August. The near-freezing conditions at
the end of Narch and beginning of April are accompanied by
extensive ice cover. The temperature function described
here must be an average over the top 20 m so that phyto-
plankton growth can be averaged analytically over depth.
This approximation is well justified during the winter months
when the lake is nearly isothermic except for a slight sur-
face gradient. During the summer, however, after the thermo-
cline has been established, temperatures may vary lQ'C or
more from the surface to the top of the hypolimnion. In
order to better approximate phytoplankton production during
these months, one would have to either integrate the growth
expression over depth, taking into consideration the temper-
ature gradient, or sub-divide the epilimnion..
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Light Intensit

Sets of solar radiation measurements for 1962 and 1963
are available in the literature  Great Lakes Institute, 1962
and 1963! for the Lake Erie-Lake Ontario region. Since the
location of Lake Michigan and its weather patterns differ
little from those of the eastern Great Lakes, these data
probably indicate well enough the seasonal variation to be
expected. The variation indicated conforms with that used
by Hydroscience �973! and that tabulated for the midwest
and northeast United States by Odum �971! . An adjustment
must be made in light intensity data during late winter to
account for the ice that covers portions of the lake. Ice,
especially when covered with snow, acts to lower the solar
radiation incident to the water surface. The adjusted light-
intensity curve appears in Figure 10. Note that the units
of intensity, langleys/day, are a measure of the average
irradiance energy over the daylight hours as required by the
model.

Photoperiod

Photoperiod, the daylight fraction of the day, is taken
from a report by Hydroscience �973!, which makes use of
1962 Great Lakes Institute data  see Figure ll! . The
relative proximity of Lake Michigan and the region studied
by the Institute suggests that the data are representative
of Lake Michigan variation. Photoperiod is the most stable
of the forcing functions, accurately predictable years into
the future.

Extinction Coefficient

Canale et al. �974! have described how light intensity
versus depth data from Grand Traverse Bay stations was used
to calculate the extinction coefficient KE at various times
during the year. The data were fit to the familiar formula:
I  d! = I  o! e KE* . Correlation coe f ficients always exceeded
. 97, j us ti fying this formulation of extinction. Enough data
have been accumulated by the above technique to indicate the
likely seasonal trends in extinction, as plotted in Figure
12. The following hypothesi s is of fered as an explanation
of observed trends. As detrital matter from summer plankton
populations decomposes, the waters begin to clear in rnid-
winter. T~ard late winter, ice covers reduce turbulence,
allowing much of the remaining detritus and silt to settle.
The extinction coefficient reaches a relative minimum in
early spring. Between day 120 and 160, the lake turns over,
followed by a rapid. diatom bloom. During this period the
extinction coefficient increases to a relative maximum. The
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diatom bloom is quickly devoured and, as the lake stratifies
-1

the lake begins to clear to a yearly low extinction of .05 m
by the end of June. Green and blue-green blooms and subsequent
fall turnover cloud the lake throughout the late summer and,
fall ~ Since light extinction has been included as a forcing
function rather than as a calculated function of the plankton
and other dissolved and particulate matter, the predictive
value of the model is limited. If standing stocks of detritus
or plankton deviate significantly from present conditions,
a more appropriate technique for estimation of light extinction
must be sought.

Sinking Rate Multiplier

Un for tuna tely, few f ield s tudies have concentrated on
sinking rates of algae and detritus, and none have investigated
the seasonal variation in these rates necessary for an adequate
description of the sinking mechanism. Burns and Pashley �974!
have studied Lake Ontario sinking rates, but have concentrated
on variation over depth rather than over time. Only four
sampling times are reported in their paper, so intuition must
be relied upon to complete the picture of seasonal variation.
It is expected that sinking can probably be ignored during
the turbulent period from November through mid-February, with
most particles remaining suspended. However, the ice cover
of late February and March prevents wind mixing and allows
sinking to prevail.

Diatom data indicate a depression or at least a lull
during these 60 days. Subsequently, spring turnover and
turbulent waters reduce sinking again, and the establishment
of the thermocline retards sinking throughout the summer. In
September and October, however, as the thermocline begins to
disappear, and before fall turnover occurs, sinking may reach
its highest level. Turnover and subsequent turbulence
probably reduce the rate in late autumn. These variations
are illustrated in Figure 13. This hypothesis is consistent
with the data of Burns and Pashley  l974!, but obviously
needs further support. The sinking rate required here should
be an average over the epilimnion, with account made for the
impenetrable nature of the thermocline during the summer
months.

Alewi fe Eating Rates

The rate at which alewives eat is controlled by two
factors, reproductive state and temperature. Between mid-
May and early September, the adults do not eat at all since
this is during their breeding period  Smith, 1968! . Colby
�971! found that alewives can gain 4% of their body weight
per day at temperatures above 15.5'C. At 2.2'C alewives
cannot eat, and below 4.0'C they eat very slowly and do not
attempt to compete aggressively for food with coregonids
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native to Lake Michigan. Based upon this information, a
temperature-dependent feeding rate in units of mg z c/alewife/
day was developed for adult and juvenile alewives a.nd is
shown in Figure 14.

Alewife Concentrations

In the spring of 1972, the minimum wet weight. biomass of
alewives in Lake Michigan was 3.2 x 10 lbs, or 1.5 x 10> Kg
 Edsall et al. 1972! . The average wet weight per alewife
was 42.9 g  derived frog Edsall et al. 1972! y hence there were
approximately 34.4 x 10 alewives in Lake Michigan, or about
7.1 x 10 3 alewives/m . Over a one year time period the
actual number in the lake varies since the adults leave the
lake to reproduce in the tributaries. The adults begin
leaving in mid-'May and return in the fall. Most alewives
mature in their second year  Brown, 1972!, so that the
juveniles represent 17.!% of the population  Edsall et al.
1972! or about 6.0 x 10 fish that do not leave the lake
during the summer. The above information has been used to
estimate and plot the number of adults and juveniles in Lake
Michigan throughout the year and is found in Figure 15.
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COMPUTATIONAL TOPICS

Integration

Due to the hi ghly nonlinear nature of the differential
equation system discussed above, it is desirable to choose a
numerical integration technique capable of adapting quickly
to changing modes of behavior. DVDQ, a variable-order
variable-stepsize scheme developed by Krogh �969!, meets
the demands of such a complex system. Krogh has built an
elaborate routine to adjust stepsize and integration order
as rates and error tolerances vary. Also built into the
routine are checks for numerical instability and machine
error. DVDQ is especially attractive because of its flex-
ibility and the simplicity with which one interacts with the
routine. Frazho et al. �973! discuss further the advantages
o f DVDQ.

Because the states vary substantially over the year,
computer time can be saved by employing a relative error
tolerance. A 4% global error tolerance is used for those
states for which field data exists and a 5% tolerance for
those states without data. When the absolute tolerance
calculated by this technique falls to 1% of the maximum
value of the state, in order to avoid requiring unreasonably
low tolerance at relatively unimportant times of the year,
the tolerance is not further reduced. Simulations run with
gradually decreasing relative tolerance have shown that the
to1erance chosen is well below those levels at which
problems might arise.

Because the model forcing functions must be developed
and stored using a finite number of time points, inter-
polation must be used. It has been observed that the
variable stepsize integrator DVDQ can be sensitive to the
interpolation scheme chosen. Some investigations have
focused on a comparison of simple linear interpolation with
the picewise cubic spline technique. The latter approach
interpolates between data points with a cubic polynomial,
with continuity in the interpolation function and, its first
and second derivatives enforced at the data points. If one
is seeking minimum curvature, this technique yields the
smoothest interpolation possible. When linear interpolation
is applied to the forcing functions if the model, discon-
tinuities are introduced into the derivative of x t! at the
discrete times where the forcing functions are defined. These
discontinuities in R t! provide no insurmountable numerical
difficulties for DVDQ, but require a reduction in stepsize
and a corresponding increase in computation time. It has
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been found that the spline interpolation scheme can cut
computation time by a factor of two to three. A dis-
advantage of the splines procedure, however, appears to
be that it exhibits unusual behavior between data points
when the partioning of the time axis is coarse in comparison
to the variation in the data. This enigma may be circum-
vented by avoiding large gaps between the points which define
the forcing functions. The functions plotted in Figures 9
to 16 have been defined at twelve-day increments and spline-
interpolated elsewhere.

Although the ei ght forcing f unctions have been smoothed
using spline interpolation, the functions defining the
temperature dependence of zooplankton and phytoplankton growth
 Figure 2! have been allowed to contain the corners that
accompany linear interpolation. Due to the uncertainty in
these functions, it has been essential that modification be
made easily and cheaply, a characteristic of linear inter-
polation.

Hatchin , Maturation, and Natural Death

The timing of these three mechanisms governs the behavior
of the zooplankton states and is partially outlined in the
"Life Cycles" subsection of this report. The hatching dis-

D~ahnia, and Bumming & Holopedium! are modryred Gaussian
curves which Eaave een truncated beyond three standard de-
viations from the mean, biased down to eliminate the dis-
continuities at the truncation points, and readjusted to
unit area. The mean and standard deviation for each
distribution appears in Table 7.

The need for tractability dominated. the choice of the
copepod timing described below and detailed in Table 7. The

*h

all growth stages except the finaL two subadult copepodites!
and "adult". The nauplius stage emerges over a few months,
since all eggs do not hatch simultaneously. The expected
hatching distributions described in the "Life Cycles"
subsection, although representative of reality, are difficult
to work with in an initial verification attempt. With some
loss in reality, the eggs are hatched through an impulse at
the mean of these distributions. The impulse is simulated
by halting integration, introducing appropriate discontinuities
into the nauplii states and restarting integration, Upon
hatching, the nauplii enter a growth period during which the
mechanisms o f growth, respiration, and predation influence
their dynamics. When appropriate, as indicated in the earlier
subsection, the nauplii enter a maturation period where growth
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and respiration are no longer present, but where predation
and maturation govern the dynamics. Adult copepods die a
natural death, governed by the first order rate coefficients
of Table 2, at the beginning of the year, but never during
a nauplii maturation period. This chain of events has been
adopted for its tractability, with the premise that increased
understanding of the mechanisms involved will lead to refine-
ments .
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Results

Model Calibration

Data collected from Grand Traverse Bay during 3,971, 1972,
and 1973 have been compared with model ca3.culations. The
station locations are shown in Figure l. The water quality
at these stations is similar to that in northern Lake
Michigan andis superior to that in lower Lake Michigan and
Green Bay . Biological data are available as species counts
for both the phytoplankton and the zooplankton. These data
have been converted to model units using the carbon content
conversion factors listed in Table 8. With the exception of
a few inconsistencies, these years indicate patterns of
variation that are generally reproducible by the model. The
results are presented in Figures 16 through 37.

The following procedure has been adhered to throughout
this work. When prior investigations reported in the
literature persistently restrict the value of a coefficient
to a narrow range, this range has not been violated. However,
when the reported range of a coefficient indicates substantial
scientific uncertainty, the coefficient has been freely man-
ipulated to achieve desired results. In a sense, then, the
coefficient values listed in Table 2, especially those
associated with zooplankton production rates, are a hypothesis
requiring substantial experimental va3.idation. Without this
validation the model can be considered calibrated but cannot
be considered completely verified.

Although most coefficients were adjusted by repeated
simulation, a numerical routine has been developed to take
advantage of parameter identification techniques. The
routine seeks to minimize the sum of the squares of the
deviations between model and data for any number of states
by adjusting any number of coefficients within stipulated
bounds. Optimization is accomplished using the Davidon-
Fletcher-Powell variable-metric scheme described in Fletcher
and Powell �963!, with gradients calculated by finite
difference. The routine has proven valuable in tuning less
complex models encountered in the study of bacterial growth,
estuaries, and predator-prey interactions. Due to the complex
nature of the dynamics in the Lake Michigan food web model,
the routine was not successfully employed. Repeated sim-
ulation, requiring 15 seconds of computer time and an average
of $2.00 for a 360 day integration, proves more economical
and efficient. Furthermore, considerable insight into complex
mechanisms can be obtained when repeated simulations are made.
This insight is lost when coefficients are adjusted by an
optimization routine.
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Conversion FactorTaxon

Table 8. Carbon Content of Individual Model Taxon
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Model Calculated Ener etics

In order to track the flow of mass through such a complex
system model as the Lake Michigan food web model, information
beyond the integrated state responses is essential. The
dyanmic behavior of the states only suggests some of the
pathways critical to the behavior of the model, such as the
relationship between the sharp rise in phytoplankton and. the
decline of phosphorus. Other interactions can be disguised..
Phytoplankton loss due to a zooplankter might be disguised
by excessive zooplankton respiration or predation on the
zooplankter from the higher levels of the food chain. One
way to study the interactions is to plot the various con-
tributions to the derivative of each state as a function of
time. However, it is difficult to extract useful quantitative
information from such plots. One would find it very laborious
to compare the consumption of various food sources for a zoo-
plankter.

What is needed is the integral of these derivative con-

tributions. It is known that X. t! � X. o! = J Xi Jo
Z J f ..  X,v! dx, where the summation is over the variouslt

j o 1!
mechanisms in the ith dif ferential equation. Since the
equations are coupled  f may depend on X, not just X. !
the system must first. be Integrated using a numerical knte-
grator as discussed in the section, "Computation Topics".
However, the integrals of the individual components of the

derivative, J f ..  X,T! dv, can be evaluated using any simple
o i!

quadrature technique. Since there are no problems with
instability in evaluating such integrals, the trapezoidal
rule has been chosen, where discrete values of the state
vector X have been stored every 4 days during the DVDQ inte-
gration.

Plots have been generated for the breakdown of the phyto-
plankton and adult zooplankton states and for the alewife
 see Figures 38 to 48! . For ease of comparison, the cumulative

contributions J f.. X,~! d~ are stacked one upon another.
Therefore, the Bpphkmost curve is generated by integrating
the positive  growth! term of the equation from the initial
condition. The curve just below this is attained by sub-
tracting off the first negative contribution, and so on,
until the lowermost curve represents the total of all con-
tributions and coincides with the state trajectory. It is
observed that the width of a band is nondecreasing from Gay
0 to day 360 since by construction fi < 0 or fi > 0 holds
for all time. It should be noted thai the procedure used
to generate these plots is not, equivalent to that of inte-
grating the system without. a mechanism to determine the con-
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tribution of all other mechanisms. Thus, for example, the
contribution of respiration to phytoplankton biomass loss is
not that whichoccurs without other phytoplankton effects in
the system.

Other plots have been generated to help in the inter-
pretation of phytoplankton behavior. Figures 49 to 53 exhibit
the factors governing the seasonal variation of growth rate
for each of the four taxa. The plots respectively display
temperature reduction, light reduction, nitrogen limitation,
phosphorus limitation and silicon limitation. The cumulative
effect of these factors is illustrated in the total growth
rate plots of Figure 54.



94



C4

C 0

U 0 8 8 ltj
U

OO

g gyp 6 rl ' gdQ lOAO



96

rn>" ' snwoxawa

O

CU

O
CO



5 0
M 0
V

O

f/353 VHflHOSld3 9 SANO IVOONlhll l



g

0 rd
Sl

U

Cf!

o bJ f4
5

~ 8

O

i'/3 ~" VINHdVG



99

O CVO

/'/3 6" INlllQ3d010H 8 VNIINSOH



1,00

f/3 ~" SlhlOlVIG lgtfg$

O O O O 0 0
Cf

O
O
CU



161

O O O O OO 0 0 bJ 0 0 g
f/3 6rt ' SlhIOJVIQ 39811

 A

4J

0

U 0



102

U!

Cj

LLJ



103

O O CU O 0



f/3 Z53 NoildnnsNOD 3~IM31V







C/!

Ci

Ld

I�

S IJ
4
5~0
u 0W

~ 8
Ev

O O

SOLOED NOI J.Ofl038 N3008J.IN

N U
U +

0

0 4
0

0 0
5 <d

5
<U4 0
V U
0

+~PJ

rd t4~

0
5 ax
VJ j
NCO



108

O
0

HQJOVQ NOIJ.Oll038 SflBOHdSOHd



109

�

UJ

O

HQLDVD NOllOA038 NOOllIS

4 C
0 5
P 'd
0-a

d g5
0

N ON
Cl -H

pp p





111

ANALYSIS

The objective of this section is to analyze the model
calibration results in order to test the validity of the
bioLogical assumptions of the Lake Michigan food web model.
This analysis permits an evaluation o f the parameter values
selected for the model. The model calculations have been.
divided into two types: the calibration or preliminary
veri f ication which represents an at tempt to replicate
present conditions; and four simulations which have altered
initial conditions to approximate past or potential future
conditions which might arise in the lake. The simulations
are not intended to be predictive, but. rather are attempts
to check the coupling network and parameter values of the
model.

Calculated Zooplankton vs. Observations

Seasonal data on zooplankton abundance in Lake Michigan
are scanty, even those from Grand Traverse Bay; thus any
model calibrations must be considered tentative estimates
of zooplankton interactions in a poorly sampled lake. The
annual cycLes of the predatory cladocerans, Le todora and
Polyphemus, as calculated in the model, appear to pea at
about the same time as they do in Grand Traverse Bay  see
Figure 16! . However, the model taxon does not disappear
as quickly as the observed population. By breaking the
production and losses into components  see Figure 38! one
can evaluate the validity of the model parameters for

with an energetics study of Leptodora by Cummins et al. �969! .
indicates that the model, at least for the predatory cladocerans,
utilizes valid parameter values. For instance, the fraction
of consumed food actually assimilated in the model is .47
as opposed to .40 observed by Cunanins. Respiration figures
are even closer  .73 in the model vs. .70 found by Cummins! .
These comparisons indicate that, the gross energetics of the
predatory cladocerans in the model approximate the real world.
Furthermore, the model indicates that .18 of the annual
Daphnia production is lost to Leptodora predation, whereas

The annual cycles of the two herbivorous cladoceran states
of the model  D~ahnia, and sosmina s Holopedinm! compare less

states show bimodal peaks, one in the summer and oisin the
fall. The bimodal shape of the herbivorous cladocerans' cycles
is apparently due to the decline o f their summer food, the
small diatoms, and the increase of Leptodora. For both states,
recovery in the fall results from an increase in green algae.
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tend to indicate but not confirm such a bimodal peak.
The magnitude of the model Bosmina peaks appears realistic;
however, the ~Da hnia peak is~too ow. It may be that the
general physiological rates of ~Da hnia are slower in the
model than in Lake Michigan. This may be due to acclimation
to colder waters of Lake Michigan by daphnid species not
studied in the laboratory. During the last 60 days of the
year, the model overestimates the observed populations.
A breakdown of the energetics of Daphnia has been studied by
Hall �964! . The fraction clue to respiration losses in the
model is . 75, whereas Hall   l964! calculated . 71. The
fraction due to natural mortality loss in the model is .075
vs.,03, whereas predation losses are .18 vs ..26  See
Figures 42 and 43e!

The model trajectories for Cyclo s follow the data
approximately, although the major pea and collapse during
the second half of the year appears to be somewhat more
extreme than the data would suggest  see Figure 17}. Perhaps
the model coefficients involved overestimate the effect of
Cyclops predation upon nauplii. However, only 26% of the
model cyclopoid nauplii are grazed as opposed to 30% reported
by McQueen �969! .

data  see Figure 21! . Apparently the model coefficients
for production are accurate, although model Diaptomus

over the year while Kibby �971! observed an average of .69.
However, D. gracilis, the organism used by Kibby �971!, is
a larger species than Great I akes diaptomids .

found for comparison with model energetics. However, both
the data and model suggest a fall peak for this group  see
Figure 22! . Seasonal sampling of these species in the Great
Lakes has not been satisfactory. In the model these species
appear ta increase and decline as a function of the amount
of Diaptomus present.

Data which define the seasonal variation of nauplii in
Grand Traverse Bay are not available for comparison with the
model calculations. It is recommended that nauplii from Lake
Michigan be collected for enumeration and process studies
despite the sampling difficulties anticipated. However, the
model result can be compared with observations from other
lakes. Hutchinson �967!, summarizing several studies,
suggests that naupliar and early copepodite stages of various
diaptomids occur in lakes for a duration of 50 to 120
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En the model the diaptomid naupliar state lasts for about 90
days. Diaptomid eggs in Lake Erie are most abundant. during
April  Hutchinson, 1967, p. 656!, so the maximum naupliar and
early copepodite populations should occur in May. The model
calculates a June peak for Lake Michigan. The model timing
therefore appears appropriate since Lake Michigan is colder
than Lake Erie. The model cyclopoid nauplii peak in June
and are present during most of the year. This is similar to
the annual cycle of Nesoc cloos legckarti in Lake Maggiore
as reported by Hutch',nson 1 ! .

Calculated Ph toplankton vs. Observations

The diatom patterns of bloom and collapse in the model are
similar to observed cycles in Grand Traverse Bay  see Figures
25 and 26! ~ Phosphorus controls the diatom fluctuations in
the model, although slow silicon turnover keeps diatoms low
during late summer and early fall. Large amounts of silicon
locked in the detrital state and the presence of regenerated
phosphorus enable the greens to bloom in the fall. However,
in the model the green algal peak is higher than that represented
in Grand Traverse Bay data  see Figure 2 8! . Model calculations
for the blue-greens follow the data closely, both showing a
small mid-September bloom  See Figure 2 7! .

Since Lake Michigan is never warm enough for the taxa
to attain the maximum growth rates, nutrient-independent
growth rates are dominated by the annual temperature cycle
with diatoms having an advantage over greens and blue-greens.
The average light intensity in the euphotic zone will inhibit
the greens between days 110 and 240 and the diatoms between
days 180 and 210. The blue-greens are never inhibited by
light. Although the greens are more temperature-controlled
than diatoms, their competitive position in the food web
is critically affected by light. During high periods  day 180
to 220! greens are more inhibited than diatoms because their
optimum light intensity is lowered According to the model,
the greens gain a competitive advantage over diatoms during
low light periods  see Figure 50! . Because of high light
and temperature requirements, blue-greens never dominate
 see Figures 49 and 50!.

Although nitrogen is not limiting in Lake Michigan  see
Figure 51!, phosphorus limitation reduces the growth rates
significantly  see Figure 52! . The diatom growth rates are
further reduced by silicon limitation as depicted in Figure 53.
These computed cycles can be indirectly justified by comparing
model phytoplankton trajectories with the observed data
 Figures 25 to 28! . However, primary productivity data are
not available for direct comparison.
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Calculated Nutrients vs. Observations

Ammonia, nitrate, total-dissolved silicon, and total-
dissolved phosphorus have been measured routinely since 19'71
in Grand Traverse Bay. The model calculated patterns are
compared with avai' able data from 1971, 1972, and 1973.

The model calculated and observed levels of ammonia in

Figure 31 are in the same range although seasonal cycles do
not compare well. Distinct patterns in the data are dif ficult
to define since ammonia concentrations in the lake are near
the analytical detection limit. The computed variation of
nitrate agrees with data from Grand Traverse Bay  Figure 32! .
No data are available to validate the detrital and soluble
organic nitrogen model calculations.

Silicon in the computer runs starts high and declines
slowly until day 100, then rapidly declines to 60 pg/R by
day 200  Figure 37! . Recovery takes place after fall overturn
 beginning day 300! and is complete by day 340. Recovery
in the model is mainly due to the fall overturn; however,
according to the data, there is some regeneration of silicon
from diatom gpcgmpasition prior to overturn. Thus,
between day 200 and day 330, the data are higher than the
model calculates,

Dissolved-organic and dissolved.-inorganic phosphorus are
assigned separte states in the model. Dissolved-organic
phosphorus represents all soluble forms which are unavailable
to algae, whereas dissolved-inorganic phosphorus represents
all forms which are available. However, only total-dissolved
phosphorus data are available for Grand Traverse Bay. Thus,
the overall results of this approach can be checked only by
adding the two model states and comparing the results against
data for total-dissolved phosphorus. Since phosphorus appears
to be the limiting nutrient in Grand Traverse Bay, it is
critical that the model duplicate the observed phosphorus
cycles. The data, as seen in Figure 35  although erratic
because of sampling and laboratory limitations!, and the
computed curve for total-dissolved phosphorus agree. It is
noted that the model-calculated total-dissolved phosphorus
levels are higher than spring data. This suggests that some
spring diatom growth may be cells that have excess phosphorus.
An internal reservoir need not be large to account for the
extra dissolved phosphorus in the model. For example, at day
60 the concentration of algae is about 100 pg c/Z. These
algae have a requirement of about 3 ' 6 Pg/l. of phosphorus. On
day 60 the excess total dissolved phosphorus is 1.6 pg/Z.
The difference could be explained by phosphorus storage of about
50'4. This phosphorus would be in the algae and not soluble,
though usable for growth. Azad and Borchardt �970! have
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shown that 50% excess phosphorus is possible. No data are
available for comparison with detrital phosphorus calculations.

Nodel Simulations

Four simulations were conducted with the calibrated model
for the purpose of examining the behavior of the model when
phosphorus and alewife concentrations are higher than present
conditions. The first simulation assumes that the initial
level of phosphorus is 1.5 times present initial conditions;
the second simulation assumes that alewife predation is 5 times
present conditions. The third simulation combines the
assumptions of the first two simulations, and the last assumes
that the initial condition for phosphorus is 3 times present
conditions and that alewife predation is normal. The results
of these calculations are shown in Figures 55 to 76.

Figure 71 shows excess nitrate under existing phosphorus
conditions. However, as phosphorus is increased, nitrate
becomes more Limiting and finally becomes clearly limiting
when phosphorus is i ncreased by a factor of 3. It is expected
that nitrogen-fixing blue-green algae would develop under
such circumstances, and indeed nitrogen Limitation and large
populations of blue-green algae are known to occur in other
parts of the Great Lakes such as Green Bay. It is noted
that nitrate, as well as the other dissolved oxidized
nutrient states, is less sensitive to increases in alewife
predation than corresponding detrital states. As shown in
Figure 70, the artmenia concentration remains low and
insensitive to the simulations. The dynamic patterns are
complex because of the effects of uptake, ammonification, and
ni tri f i cation.

Figure 74 shows incomplete utilization of the inorganic
phosphorus when initial conditions are increased by a factor
of 3 over existing levels in Lake Nichigan. It is anticipated
that nitrogen-fixing blue-greens would take advantage of this
excess. At present the model does not consider nitrogen-
fixing blue-greens, although the theoretical framework for
including this effect has been considered by Bierman �973! .

Figure 76 shows that high levels of inorganic phosphorus
cause complete dissolved silicon utilization  down to the
unavailable level! approximately 60 days earjier than under
normal circumstances' The earlier utilization also results
in an earlier mid-summer regeneration of silicon. This
early regeneration of silicon is the apparent cause of the
small late-fall large diatom bloom observed in Figure 65.

Detrital nitrogen increases with increases in the initial
level of phosphorus and decreases as a result of increased



116

alewife predation on zooplankton. The general trend of the
detrital phosphorus is similar, but the dynamics are more
complicated. The detrital silicon curve is not very
sensitive to changes in the phosphorus level because
practically all Lhe dissolved silicon is processed by the
diatoms ae all the phosphorus levels considered. Dissolved
organic nitrogen and phosphorus follow a similar pattern.
This response is the result of nonlinear utilization of the
additional phosphorus when silicon first and then nitrogen
begin to limit production of the phytoplankton.

The above changes in nutrient patterns are filtered up
the food chain causing changes in both the phytoplankton
and the zooplankton. In the first simulation where the
initial phosphorus wa" increased by a factor of 1.5, diatoms
become less dominant and bloom earlier in the year  see
Figures 64 and 6R! . The blue-green population increases by
an order of magni tude, and the green pattern becomes bimodal.
The graze ng o f the herbivorous cladocerans on the greens
allows the blue=greens to become more dominant. However,
because cladocerans are low during the last part of the year,
the greens are able to bloom a second time thus halting the
blue-greens. As discussed in an earlier section, greens will
always dominate blue-greens in a predator-free environment.
The first, bloom o f greens allows the herbivorous zooplankton,
D~a hnia, Beaming, Diaptomus, and the nauplii, to peak higher.
The initial Daphnia and Bosmina blooms occur later and the
second peak ~or coth i.s ~great y depressed. The lower second
peak is probably caused by the early collapse of the small
diatoms. It is interesting to note that the initial Da hnia
and Bosmina peaks are about double the calibration run. T e
Diaptomus peak is somewhat less than double, while the peak
oi cyciops is oniy moderately increased. This results from
the sssorter peak o2 tha large diatoms rather than the
insufficient supplies of nauplii because the nauplii increased
significantly, and suggests that the model C clops state is
primarily herbivorous. The two predatory zooplan ton states,
Leptodora and Limnocalanus, demonstrate a generally greater

from increased phosphorus is transferred up the food web and
accumulates in the top levels. This suggests that the incxease
in alewiveS which oCcured in Lake MiChigan during the 1960'S
was facilitated by increasing eutrophication of the lake.

The second simulation assumes that phosphorus levels are
normal and that alewife predation increases by a factor of 5,
which co responds roughly to the peak abundance of this fish
observed in Lake Michigan around 1966 . Folleving the increase
of alewives the abundance of Leptodora, Limnocalanus, and

populations of Cyclops and Di aptomus are also smaller, but,
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the effect is less dramatic. C~clo s nauplii and Bosmina are
enhanced slightly during certain parts of the year clue to
increased consumption of their predators by alewives. The
green algal state is enhanced by the alewife increase which
in turn causes a decrease of the blue-greens through com-
petition.

The third simulation combinm the effects of the first two
simulations by assuming 1.5 times normal phosphorus and. 5
times normal alewife predation. Increased alewife predation
at 1.5 times normal phosphorus results in a major decline of
Leptodora over the first simulation. On the other hand, a

Limnocalanus, and Daphnis. The Cgrcl~o s nauplii undergO a
zu.nor increase and Beaming increases sTgnificantly over the
the first simulationnwit n increased phosphorus only.
Apparently, an implicit feature of the model is that the
increased predation by alewife on Bosmina is more than offset.
by alewife predation upon the main zooplankton predator of

are tre main competitors of Beaming. Diatoms remain practi-
cally unchanged while greens increase. Blue-greens decrease
as a result of increased alewife predation. A similar e f feet
was noted when increased alewife predation was added at
normal phosphorus levels .

The fourth simulation triples the amount of phosphorus
presently in the system. While the diatoms peak very high,
the duration of their peak is short and blue-greens and
greens correspondingly increase. Silicon limits the duration
of diatom growth, so that most of the extra phosphorus goes
into blue-green and green algae. The herbivorous cladocerans,
Daphnia and Bosmina, are able to make use of this increased
primary productivt.ty, their populations showing great increases.
The omnivorous cyclopoids show some increase, whereas the

below the first simulation. The nauplii increase slightly.
It appears that with increasing initial levels of phosphorus,
the feeding mechanisms of the herbivorous zooplankton cause a
shift from calanoid copepods to cladocerans. Thus, with
small changes in initial phosphorus, all zooplankton states
increase. However, as the maximum filtering rate o f the
calanoid copepods is approached, further increases in phyto-

populations are lower than for the case of only 1.5 times
normal phosphorus. An explanation is offered. for this seem-
ing anomaly . Phytoplankton peak and decline earlier so the
herbivorous zooplankton, D~ahnia and Bosmina, peak earlier
and higher. The peaksare too early to tze fully exploited by
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Evaluation of Pro osed Food Web

The purpose of this section is to re-evaluate and justify
the taxonomic detail proposed in the food web model. It is
appropriate to re-evaluate the model structure at this point
because of the insights gained from the computational ex-
perience discussed earlier in this report. An obvious
corollary to this issue concerns the success of the chosen
taxa at answering the questions for which the model was
created. If the goal were to model the effects of minor
nutrient additions to an oligotrophic lake, then a model such
as that of Canale et.al. �974! with two plankton states--phyto-
plankton and zooplankton--may be adequate. However, the
problems which the present model has been designed to study
are more complex. The questions being addressed concern the
restoration of water quality and fisheries production in
Lake Michigan.

Division of phytoplankton into diatoms and non-diatoms
to account for silicon requirements was discussed earlier
in the report. Because green algae, in general, are grazed
upon by zooplankton and blue-greens are not, separation is
necessary in models of an aquatic system which is affected
by a long-term increase in trophic condition. Therefore,
questions concerning the effect of eutrophication may require
a tripartite division of the phytoplankton. The further
division of the diatoms in the present version of the model
is justified only if zooplankton are divided into more than
two groups.

A comprehensive model for Lake Michigan might also
separate the blue-green algae into nitrogen-fixexs and
non-fixers since nitrogen limitation exists in some regions
of the lake  Vanderhoff, et al. 1974! . Flagellates are
another taxon which might be added, since they appear to
require high nutrient levels and may exhibit certain
heterotrophic characteristics. These capabilities would be
essential in certain areas of the Great Lakes such as
Saginaw Bay, where flagellates become the dominant summer
algae.

In summary, three of the four algal groups presently in
the model appear to represent a valid use of taxonomic units
in modeling biological productivity responses to eutrophication.
At least two more groups would be added to the model to treat
highly eutrophic environments. The separation of diatoms
into two size classes is probably not justified on the basis
of studying eutrophication alone. Justification for this
division is based upon division of the zooplankton by taxa.

While separation of the phytoplankton by taxa is easy to



justify on the basis of estimating productivity caused by
increased eutrophication, separation of the zooplankton by
taxa is more difficult to justify. indeed if the model were
seeking to answer only questions concerning eutrophication,
only two groups of zooplankton would be necessary, predatory
and herbivorous. Division of the zooplankton into two groups
in a eutrophication model is desirable because the predators
reduce the grazing of herbivores upon the phytoplankton. A
eutrophication model including three phytoplankton states,
the herbivorous zooplankton, and the predatory zooplankton
has the virtue of being easy to handle and of simulating
critical plankton interactions under increased eutrophi cation.

However, there are two difficulties with such a model.
First, omnivorous zooplankton occur in Lake Michigan. The
addition of a third zooplankton state as shown in Figure 77
must therefore be recommended. The figure illustrates the
interactions in such a simplified food web model. A second
problem with the simplified model concerns the fact that
the forage f ish o f Lake Michigan, particularly the alewi f e,
graze upon the zooplankton differentially. Alewives are
size-selective. Whereas all the predators are large enough
to be eaten, the omnivores and herbivores are not. Thus
a realistic model would have to provide for a division
based on forage-fish predation.

A final complication in the food web arises because the
alewife prefers cladocerans over copepods. Therefore, the
small herbivores must be divided into cladocerans and copepods.
Thecannibalism of Cyclops, a small omnivore, requires further
d' ' ' f

and the nauplii. The above division of zooplankton leads to
the model proposed herein with assignment of taxonomic names

Pol hemus, and Nesoc clo s; �! Large Omnivorous= Limnocalanus,

Large Herbivorous Cladocerans = D~ahnia and Diaphanoscma;

Beaming, Holo edium, Ceriodaphnia, and the chydorids  see

The zooplankton interactions in the model could be
extended to include rotifers. Separation of the diatoms into
large and, small forms is justified by the presence of
different zooplankton herbivores. As the model is presently
organized, only the omnivores and herbivorous copepods can
graze upon the large diatoms.
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Figure 77. Simple Food Web
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