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ABSTRACT 25 

A comprehensive analysis of the temporal evolution of tropospheric ozone in Antarctica using more 26 

than 25 years of surface and ozonesonde measurements reveals significant changes in tropospheric 27 

ozone there. It shows a positive trend in ozone at the surface, lower and mid-troposphere, but a 28 

negative trend in the upper troposphere. We also find significant links between different climate 29 

modes and tropospheric ozone in Antarctica; and observe that changes in residual overturning 30 

circulation, the strength of the polar vortex, and stratosphere-troposphere exchange make 31 

noticeable variability in tropospheric ozone. Therefore, this study alerts of increasing ozone 32 

concentration in Antarctica, which would have a profound impact on the future climate of the region 33 

as tropospheric ozone has warming feedback to the Earth’s climate. 34 
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INTRODUCTION 50 

Ozone is vital for existence of life on Earth as it absorbs the ultra-violet (UV, 200–315 nm) 51 

radiations in the stratosphere (90% of total atmospheric ozone)1. On the other hand, tropospheric 52 

ozone is a major air pollutant causing severe effects on human health2, agricultural production3 and 53 

is an important greenhouse gas with a global warming potential 1000 times that of CO2, although 54 

it is only 10% of total column ozone4,5. Tropospheric ozone is formed by oxidation of its precursors 55 

of both anthropogenic (industry and transportation) and natural (lightning, biomass burning and 56 

biogenic emissions) origin such as methane (CH4), carbon monoxide (CO), volatile organic 57 

compounds (VOCs) and nitrogen oxides (NOx)6. It is also transported from stratosphere to 58 

troposphere across the tropopause (about 10% of tropospheric production) due to synoptic wave 59 

breaking in the stratosphere7. 60 

As ozone has a residence time of a month in the free troposphere, the inter-hemispherical transport 61 

can contribute significantly to the ozone budget in each hemisphere, even in remote locations8. 62 

Changes in air-mass transport associated with large-scale dynamical modes such as the Southern 63 

Annular Mode (SAM)/Antarctic oscillation (AAO) and El Niño and southern oscillation (ENSO) 64 

contribute to large inter-annual and decadal variability8 and influence the strength of polar vortex 65 

and stratosphere-troposphere exchange (STE)9,10. A number of studies have shown that the ozone 66 

loss in stratosphere is enhanced by increase in greenhouse gases11, changes in atmospheric 67 

circulation (positive trend in AAO manifested as strengthening of polar vortex and poleward shift 68 

of jet) and lower stratospheric cooling (up to 10°C in October and November). The cooling can 69 

shift the tropopause altitude and transport ozone to the troposphere with a lag of about a month, 70 

and can significantly affect the surface climate there12. Although the inter-annual variability can 71 

trigger significant change in tropospheric ozone, it is still challenging to attribute the origin of 72 

tropospheric ozone variability due to complex interactions between chemistry and dynamics there. 73 

A number of studies have reported the increasing tropospheric ozone in both hemispheres due to 74 

anthropogenic emissions and climate variability.13–29 For example, Wespes et al. 9 analysed 75 

tropospheric ozone trends with 8 years (2008–2016) of ozone profiles from Infrared Atmospheric 76 

Sounding Interferometer (IASI) using solar flux, Quasi-biennial oscillation (QBO), AAO and 77 

ENSO as geophysical drivers. They found that ENSO perturbed ozone variability from the tropics 78 

to the polar latitudes in both hemisphere. Zeng et al. 14 analysed ozone trends and variability from 79 

28 years (1987–2014) of ozonesonde records at Lauder (a mid-latitude station) and found a 80 

statistically significant positive trend in the lower troposphere and a negative trend in the upper 81 

troposphere and lower stratosphere (UTLS) region. The trends in the lower troposphere are 82 
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consistent with increasing temperature and decreasing humidity at the surface whereas those in 83 

UTLS are primarily driven by an upward trend of the tropopause height. They found that both 84 

methane and non-methane ozone precursors cause ozone increases in the troposphere. Also, Five 85 

out of seven southern hemispheric stations (including South Pole and Neumayer) showed positive 86 

trends in surface ozone as analysed by Cooper et al. 16 using monthly surface ozone anomalies. 87 

Similarly, Lu et al. 27 reported increase in tropospheric ozone in southern hemisphere (SH) over 88 

1990–2015 by using in-situ and satellite observations. In contrast to the results of Zeng et al. 14, 89 

they found that increasing anthropogenic emissions were not the prominent drivers of ozone 90 

increase there. Instead, the positive trend was driven by changes in meteorology (poleward 91 

expanding Hadley circulation in particular). Legrand et al. 21 analysed long-term variability of 92 

surface ozone during summer at Dumont d’Urville (DDU) and Concordia, and compared it to that 93 

at South Pole (inland site), Syowa, Neumayer and Halley (coastal sites). Measurements at both 94 

stations showed negative trends due to changes in synoptic transport and reduction in NOx 95 

production from the snowpack. However, DDU showed an increasing in ozone during winter, 96 

which may be due to the influence of STE. Masclin et al. 17 found the linkage of elevated ozone at 97 

the West Antarctic Ice Sheet (WAIS) divide in West Antarctica to air mass transport from the high 98 

altitude plateau region. Hsu et al. 22 analysed the role of STE in variation of tropospheric ozone in 99 

both hemispheres. They found that STE explains a large fraction of changes in tropospheric ozone 100 

(7–8 DU) equivalent to the late summer photochemical production. The QBO explained about 45% 101 

of STE variability whereas the contributions from ENSO and AAO were negligible. They predicted 102 

10% reduction in STE attributed to stratospheric ozone depletion during 1979–2004. 103 

However, there is still a dearth of comprehensive studies on temporal evolution of tropospheric 104 

ozone in Antarctica. Therefore, we explore the long-term trend, variability and its drivers, and 105 

transport of tropospheric ozone to the southern polar region. We analyze all available 106 

measurements from the ground-based Antarctic stations and ozonesonde observations since 1985 107 

to determine the long-term tropospheric ozone trends, using Simple Linear Regression (SLR), 108 

Multiple Linear Regression (MLR) and Bayesian Dynamic Linear Model (DLM) with the help of 109 

dynamical and chemical factors that affect ozone variability. In addition, we also use 110 

meteorological data from National Centers for Environmental Prediction (NCEP) to feed the 111 

Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) model of National Oceanic 112 

and Atmospheric Administration (NOAA) in order to investigate STE and identify the sources of 113 

ozone at various tropospheric altitudes. A better understanding of the variations in air mass 114 
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transport is an essential prerequisite for identifying the different factors affecting the tropospheric 115 

ozone variability in Antarctica.  116 

 117 

Figure 1: Locations of ozone measuring stations in Antarctica considered in this study. 118 

MATERIAL AND METHODS 119 

Surface observations and Ozonesonde measurements  120 

We use the ground based surface ozone measurements from Arrival Heights, Concordia, 121 

Neumayer, South Pole and Syowa and ozonesonde measurements from Davis, Marambio, 122 

McMurdo, Neumayer, South Pole and Syowa. The coordinates of surface and sonde measurements 123 

are shown in Fig. 1 and are also given in Table S1. The frequency of ozonesonde measurements 124 

from individual station is very small in a month. The ozonesondes provide high vertical resolution 125 

profiles of ozone, temperature, pressure and humidity and include both electrochemical cell and 126 

carbon-iodide type of measurements30. The ozonesonde measurements have an accuracy of 5-10%. 127 

We estimate the tropopause height with ozonesonde temperature data using World Meteorology 128 

Organization (WMO) definition of lapse rate tropopause, also called thermodynamic tropopause, 129 

which is defined as the lowest altitude where the lapse rate is less than 2 K/km and the average 130 

lapse rate from this height up to 2 km above is also below 2 K/km31. 131 
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As there are two types of stations involved in this study (coastal and plateau), we expect their ozone 132 

characteristics to be different from each other. Therefore, we calculate the weighted mean of all 133 

available measurements in a month and its reduced chi-square corrected standard error for long-134 

term analysis of ozone trend for the Antarctic region32, 33 wherein weight accounts for the 135 

differences in instrument types employed at various stations and their geographical locations 136 

(coastal and inland). Further details about the calculation and discussion of the weighted mean and 137 

standard error can be found in supplementary material. 138 

Since we have only one station (Syowa) measurements before 1992, we did not consider these 139 

measurements for long-term analysis and trend calculation. In addition, surface ozone has 140 

measurement gaps. For example, Arrival Heights surface ozone measurements have gaps during 141 

October–December 2016 and December 2017, South Pole shows gaps during September–142 

December 2016 and August–December 2017, and Concordia measurements have gaps during 143 

August–September 2006, September–December 2007 and January–February 2013. We have 144 

imputed the missing data in surface ozone observations using its monthly climatological mean for 145 

the trend estimation. 146 

Clustering of ozone profiles 147 

Clustering of ozone profiles into groups with similar profile shape is a good way of studying ozone 148 

variability without considering the month or season of profiles. We use self-organizing map (SOM) 149 

based cluster analysis to categorize ozone profiles. SOM is an artificial neural network (ANN), 150 

which uses competitive, unsupervised learning to produce low-dimensional representation of high-151 

dimensional data preserving topological relations among them in the process. In SOM, each ozone 152 

profile is assigned to a predefined number of nodes according to profile shape similarity, which is 153 

determined by minimizing the Euclidean distance between nodes and corresponding ozone profiles. 154 

Initial nodes are found by linear interpolation between two principal components of ozone profiles 155 

ensuring the coverage of large variability in the dataset. Final clusters represent profiles that could 156 

be influenced by dynamics and chemistry. Please see Stauffer et al. 34 for detailed discussions about 157 

SOM. Here we use 2 × 2 SOM nodes with 4 clusters to get robust statistics, avoiding too few or 158 

too many clusters (See supplementary material for discussion about 3 × 3 and 4 × 4 SOM nodes). 159 

Trajectory generation and clustering 160 

We calculate 15 days backward trajectories on daily basis for all seasons using PySPLIT35, a python 161 

toolkit for HYSPLIT model from National Oceanic and Atmospheric Administration (NOAA)36. 162 
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The meteorological data are considered from National Centers for Environmental Prediction 163 

(NCEP) with 2.5∘ latitude-longitude grids. The trajectory analyses were performed to find the air 164 

mass transport to the stations at different altitudes from the ground level (500, 1000, 5000, 8000 165 

and 9000 m). Here, 500 and 1000 m [agl] represent the lower troposphere, 5000 m represents the 166 

middle troposphere and 8000 and 9000m represent the UTLS (upper troposphere and lower 167 

stratosphere). 168 

We cluster trajectories with K-Means clustering using non-parametric features extracted from 169 

discrete wavelet transform (DWT) based decomposition of projected backward trajectories that 170 

encode the time-varying information of the trajectories. Here, we compute the DWT coefficients 171 

using the single-level implementation of Mallat’s algorithm with Haar wavelets to capture the 172 

variations in trajectories37. We build a feature vector comprising of approximation DWT 173 

coefficients (Cxi, Cyi) of a trajectory i as follows: 174 

𝑓𝑖 = (𝑓
𝑥𝑖 , 𝑓𝑦𝑖) 175 

where 176 

𝑓𝑥𝑖 = (𝐶𝑚𝑖𝑛
𝑥𝑖 , 𝐶25

𝑥𝑖 , 𝐶50
𝑥𝑖 , 𝐶75

𝑥𝑖 , 𝐶𝑚𝑎𝑥
𝑥𝑖 )                                              (1) 177 

Here, Cn represents the nth percentile of the distribution of DWT coefficients C.  178 

fi provides comprehensive description of trajectory i as it captures the overall distribution of 179 

coefficients non-parametrically using a set of coefficient statistics that includes the minimum 180 

coefficient (Cmin), 25th percentile (C25), median (C50), 75th percentile (C75) and the maximum value 181 

(Cmax). This approach does not require the trajectories to have equal length. The clustering does not 182 

take into account the altitude of trajectories here. In addition, we have used the mean of all 183 

trajectories in a cluster to represent that cluster. 184 

We apply the Elbow criterion to determine the optimum number of clusters38. This heuristic method 185 

parameterizes the percentage of explained variance as a function of cluster count and chooses a 186 

number of clusters in such a way that adding another cluster does not increase the explained 187 

variance39.  188 

We have also calculated the probability of air mass transport from the stratosphere using 15 days 189 

back-trajectories. To determine the fraction of air mass coming from the stratosphere, we have 190 

counted the number of back-trajectories which traveled across the tropopause. The global 191 

tropopause analyses from NCEP is used for this purpose. While NCEP reanalyses, used in this 192 
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study, can resolve the synoptic-scale flow patterns, it is likely to provide underestimation of the 193 

actual Stratosphere-Troposphere Exchange (STE) occurrences and extension into the troposphere 194 

due to coarse temporal and spatial resolution55.   195 

Concentration weighted trajectory (CWT) 196 

Since the analysis of the correlation between concentration at a measurement site and the 197 

backtrajectories gives much better information about where the source might be located along the 198 

path of the trajectory, we use one such methods in this study: Concentration weighted trajectory 199 

(CWT). CWT is a backward trajectories receptor model, which can be used for the determination 200 

of potential source areas of ozone at a receptor. It has the capability to determine the relative 201 

strength of potential sources by integrating ozone concentration at the receptor with back-202 

trajectories40. 203 

CWT determines the average ozone concentration in a grid cell ij which is calculated as the 204 

normalized trajectory residence time weighted by the ozone concentration at the receptor location. 205 

Mathematically, CWT is estimated as follows: 206 

𝐶𝑊𝑇𝑖𝑗 = 𝐸(𝐶𝑖𝑗) =
∑ 𝐶𝑅𝑙𝑙 𝜏𝑖𝑗𝑙

∑ 𝜏𝑖𝑗𝑙𝑙
                                                      (2) 207 

where Cij is the ozone concentration in a cell ij, CRl is the ozone concentration at the receptor for 208 

trajectory l and 𝜏𝑖𝑗𝑙 is the residence time of backward trajectories in cell ij for trajectory l. 209 

CWT remedies the problem of false identification of potential sources near the receptor location by 210 

normalizing the source intensity of the grid cells with the trajectory residence time. 211 

Multiple Receptors based CWT (MR-CWT) 212 

Since we are examining a number of receptor locations in this study, a multi-site approach of CWT 213 

has been applied in order to take into account the spatial and temporal variabilities of all sites at 214 

once41,42. MR-CWT has advantages over single receptor CWT since the trailing effect may be 215 

eliminated and the most important potential source areas can be identified. This approach can help 216 

in identifying emission hotspots that have an impact on larger geographical scales. 217 

MR-CWT has been calculated as follows: 218 

𝑀𝑅-𝐶𝑊𝑇𝑖𝑗 =
∑ ∑ 𝐶𝑅𝑙

𝑘
𝑙𝑘 𝜏𝑖𝑗𝑙

𝑘

∑ ∑ 𝜏𝑖𝑗𝑙
𝑘

𝑙𝑘
                                                     (3) 219 



9 | P a g e  

 

where 𝐶𝑅𝑙
𝑘  is the ozone concentration at kth receptor for trajectory l and 𝜏𝑖𝑗

𝑘𝑙  is the residence time of 220 

backward trajectories in cell ij corresponding to kth receptor for trajectory l. 221 

Weight function 222 

We apply an arbitrary weight function to receptor models (CWT) to reduce the uncertainties arising 223 

from small number of trajectory end points in a grid cell. The weight function is given as follows 224 

as43 : 225 

𝑤(𝑛𝑖𝑗) =

{
 
 

 
 1.00, 𝑛𝑖𝑗 ≥ 2𝑁

0.75, 𝑁 ≤ 𝑛𝑖𝑗 < 2𝑁

0.50,0.5𝑁 ≤ 𝑛𝑖𝑗 < 𝑁

0.25, 𝑛𝑖𝑗 < 0.5𝑁

                                                    (4) 226 

Here, nij is the number of end points in a grid cell ij and N is the average number of end points for 227 

the whole study region. Weighted receptor models result in field gradient around the source region; 228 

aiding in the identification of the potential sources. 229 

Trend estimation 230 

We calculate the trends using simple linear regression (SLR) for the time period. SLR is represented 231 

as: 232 

                                                                𝑌𝑡 = 𝑐 + 𝑥𝑡 + 𝜖𝑡                                                                 233 

(5) 234 

where c is the intercept and x is the trend (slope) of the line fitted using least square method. 235 

To attribute the factors responsible for ozone variability, we also use the multiple linear regression 236 

(MLR) based on least square minimization method44 and Bayesian Dynamic linear model (DLM). 237 

In the context of MLR, trend is defined as a change in the mean state of the system after all known 238 

systematic effects, such as seasonality and long-term variabilities forced by external factors, have 239 

been accounted for. 240 

𝑌𝑡 = 𝑐 + 𝑥𝑡 + ∑ (𝑎𝑛𝑐𝑜𝑠(𝑛𝜔𝑡) + 𝑏𝑛𝑠𝑖𝑛(𝑛𝜔𝑡)) + ∑ 𝑞𝑖𝑖 𝐹𝑖 + 𝜖𝑡
2
𝑛=1                               (6) 241 

where t is the number of months, n represents the seasonality of data (n=1 and n=2 accounts for 242 

annual and half-yearly seasonality respectively) and  𝜔 = 2𝜋 12⁄  for monthly sampled datasets. 243 
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We use MLR to explain variability in the tropospheric ozone time series using components for a 244 

constant mean level (represented by regression coefficient c) and a linear trend (x), for a seasonal 245 

effect (an and bn), influence of external forcings (F), and for noise (𝜖) that is allowed to have 246 

autoregressive correlation. The autoregressive noise term accounts for long-range dependencies, 247 

irregular cycles, and the effects of different forcing mechanisms that a model could not capture. 248 

MLR uses autoregressive components of first order and seasons with annual and semi-annual 249 

components. Here, we include various proxies to account for the effects of different external 250 

forcings (both dynamical and chemical processes) that govern ozone change in the troposphere. 251 

These external drivers include solar radio flux (SF) at 10.7 cm wavelength as a representation for 252 

the solar cycle, heat flux (HF) at 200 hPa (averaged over 45–75 S) representing residual overturning 253 

circulation, potential vorticity (PV) at 200 hPa to account for the influence of polar vortex and 254 

stratosphere-troposphere mixing, aerosol optical depth (AOD) at 550 nm (averaged over 45–75 S) 255 

to account for volcanic eruptions, and AAO represents the mode of climate variability in southern 256 

high-latitudes, multivariate ENSO index (MEI) and QBO representing equatorial winds at 30 hPa 257 

and 50 hPa to account for influences of meteorological changes in the tropical region9, 23, 56. Heat 258 

flux at 200 hPa is calculated using ERA-Interim meteorology reanalyses from European Centre for 259 

Medium-Range Weather Forecasts (ECMWF) and AOD at 550 nm are from Modern-Era 260 

Retrospective analysis for Research and Applications, Version 2 (MERRA-2) reanalyses. 261 

All proxies are deseasonlised by subtracting corresponding monthly climatological average and 262 

normalized over the period of study before being used for modeling. We calculate separate trends 263 

for monthly, annual and seasonal mean datasets with corresponding 95% confidence interval using 264 

both SLR and MLR (See supplementary material for discussion about DLM). We have checked for 265 

the multi-collinearity before performing trend estimation using variable influence factor (VIF)50, 54. 266 

The analysis suggests no multi-collinearity (VIF<10)50 among included external forcings in this 267 

study (see Table S4).   268 
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 269 

Figure 2: (a) Temporal evolution of monthly averaged surface ozone at different stations (i.e. 270 

Neumayer, Syowa, Arrival Heights, South Pole and Concordia), (b) Monthly climatology of surface 271 

ozone and (c–h) seasonal average of ozone profiles. Here green lines show World Meteorological 272 

Organization (WMO) defined thermodynamic tropopause pressure calculated using ozonesondes 273 

temperature data. (i) Monthly weighted mean time-series of tropospheric ozone. Orange contours 274 

show 30 ppbv and black contours show 20 ppbv ozone volume mixing ratio (vmr). 275 
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RESULTS AND DISCUSSION 276 

Surface and tropospheric ozone measurements 277 

We have used all available surface ozone observations (1993–2018) and ozonesonde measurements 278 

(1987–2018) in Antarctica, which are shown in Fig. 2. Monthly time-series of surface ozone at 279 

various stations (Fig. 1) exhibits clear seasonal cycle, as depicted in Fig. 2 (a) with noticeable 280 

difference among the stations. While inland stations (South Pole and Concordia) have two annual 281 

peaks in surface ozone [one in winter (June-July-August; JJA) (~34 ppbv) and another in spring 282 

(September-October-November; SON) (~31 ppbv)], those in coastal regions have usually only one 283 

peak during winter (Fig. 2b). Among inland stations, South Pole encounters higher ozone values 284 

during peaks (up to 3 ppbv), but both South Pole and Concordia show similar minimum ozone 285 

values in February (20–22 ppbv). Inland stations are characterized by higher minimum values (~21 286 

ppbv) during summer (December-January-February; DJF) than that of coastal stations (~15 ppbv). 287 

Among the coastal stations, Arrival Heights show similar ozone values as that of inland stations 288 

during autumn (March-April-May; MAM) and winter seasons and are generally higher than other 289 

coastal stations as shown in Fig. 2 (b). Occurrence of high ozone concentration at Arrival Heights 290 

can be attributed to the katabatic winds that transport the ozone rich air mass from high altitude 291 

plateau. On the other hand, Neumayer and Syowa show analogous ozone concentration during 292 

autumn and winter, but the gap in the measured values between them becomes larger during spring 293 

and summer seasons; suggesting the transport of ozone-rich inland air mass to Syowa during these 294 

seasons. Seasonal cycle at both inland and coastal Antarctic sites are in accordance with our 295 

understanding about the remote regions with a maximum in winter season arising from 296 

accumulation of ozone transported from other regions and their photochemical destruction during 297 

spring and summer seasons21. Secondary peaks at inland stations in November-December arise as 298 

a result of the photochemical production from snow-pack emission of NOx and synoptic scale air 299 

mass transport25. 300 

Fig. 2 (c–h) shows the time-series of seasonal mean tropospheric ozone (970–170 hPa) at different 301 

stations. The thick green lines show the variation of thermodynamic tropopause calculated using 302 

the World Meteorological Organization (WMO) definition31. The tropopause height and 303 

tropospheric ozone values are highly correlated with low ozone values when tropopause height is 304 

low (summer) and vice-versa; suggesting the influence of tropopause on ozone variability. 305 

Tropopause clearly shows the seasonal variation, which is largely controlled by the temperature 306 

difference between lower stratosphere and middle troposphere45, as illustrated by 20 and 30 ppbv 307 
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ozone contours. The seasonal changes are influenced by the local meteorology and associated 308 

circulation changes, and stratosphere-troposphere exchange (STE) across the tropopause4. The STE 309 

normally occurs during tropopause folds caused by stratospheric polar vortex and mid-latitude 310 

synoptic scale disturbances46 alongwith the forcing from below to fill the void caused by katabatic 311 

winds during winter10. 312 

Presence of measurement gaps and small sampling frequency for each month make the long-term 313 

analysis of individual station measurements meaningless, as the statistics will not be robust. Higher 314 

sampling can be achieved by regional aggregation of ozonesonde measurements from multiple 315 

stations located close to each other and sampling similar air masses. Regional aggregates are more 316 

representative for larger regions and permit the investigation of large-scale processes and their 317 

long-term evolution. Therefore, we calculate the weighted average33 of all stations data accounting 318 

for the station type (inland or coastal) and ozonesonde uncertainties, and the same is shown in Fig. 319 

2 (i). The time-series of monthly weighted mean at 970 hPa is depicted in Fig. S1 against the surface 320 

ozone at coastal stations. 321 

 322 

Figure 3: (a–d) The SOM-based clusters of Antarctic ozone profiles upto 150 hPa. The orange 323 

solid lines represent the mean profiles of the cluster; red dotted lines represent median ozone 324 

profiles whereas 5th and 95th percentiles are shown in red dashed lines. Here, the blue lines show 325 
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the mean tropopause pressure whereas TCO represents the mean tropospheric column ozone (in 326 

DU) for the given profile cluster. The (e) Monthly and (f) annual frequency of occurrences of 327 

clusters in the bottom panels. 328 

 329 

Clustering of ozonesonde profiles 330 

The variability of tropospheric ozone is assessed in detail using self-organizing map (SOM) based 331 

clusters of ozone profiles47. We find 4 different clusters (2 × 2 SOM nodes) of ozone from the 332 

lower troposphere to lower stratosphere (100 hPa) that are arranged in descending order according 333 

to the fraction of ozone profiles in clusters, as demonstrated in Fig. 3. See supplementary material 334 

for discussion about 9 (3 × 3) (Fig. S2) and 16 (4 × 4) (Fig. S3) SOM nodes. The lower stratosphere 335 

is also included in the analysis to capture the changes at the tropopause. 336 

The cluster 1 represents the undisturbed ozone profiles (neither affected by depletion nor the 337 

enhancement episodes) with small mixing ratios in the troposphere and high values in the lower 338 

stratosphere. It is further characterized by lower tropopause height with high frequency of 339 

occurrence of the cluster in autumn and winter. Cluster 2 represents profiles with clear symptoms 340 

of ozone hole in the lower stratosphere and is characterized by moderate mixing ratios in the lower 341 

troposphere and higher tropopause height. It represents ozone profiles in spring and early summer 342 

with lower frequency in other seasons. Cluster 3 represents the profiles in late winter and early 343 

spring before the formation of ozone hole, and have the highest tropospheric ozone and tropopause 344 

altitude, which could be attributed to enhanced long-range transport from adjoining continents (Fig. 345 

S5) and STE (Fig. 11 of Hsu et al.22). As lower stratosphere is very cold, tropopause shifts upward 346 

during this period. On the other hand, cluster 4 represents profiles with the smallest ozone values 347 

in the lower troposphere, the lowest tropospheric column ozone and tropopause height, which 348 

occurs mostly during summer. Tropopause moves downward during summer due to warm 349 

stratosphere.  350 

The cluster 2 has the highest tropospheric ozone column amount among all clusters. Since cluster 351 

2 has almost all its profiles from spring season when tropopause height is lower than the winter 352 

months and the stratosphere-troposphere exchange is lowest (shown in Fig. 5 and also reported by 353 

Stohl et al.48), it suggests the occurrence of either the enhanced local ozone production / lower 354 

ozone loss in the troposphere or increased horizontal transport from the lower latitudes. As 355 

illustrated in Fig. 3, the ozone variability in Antarctica is dominated mainly by dynamical processes 356 
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associated with the changes in tropopause height and horizontal transport, which in turn determines 357 

the tropospheric ozone and its column amount. We further examine the long-term changes in the 358 

frequency of occurrence of various clusters. As depicted in Fig. 3 (f), cluster 2 clearly follows the 359 

evolution of stratospheric ozone during the study period with higher frequency in 1990s and smaller 360 

frequency in recent years30, whereas the opposite is found in cluster 1 as it represents the 361 

background ozone. The clusters 3 and 4 show different temporal evolution with a clear reduction 362 

in frequency in recent years. 363 

 364 

 365 

Figure 4: Multiple Receptors based concentrated weighted trajectory (MR-CWT) for surface ozone 366 

based on 15 days backward trajectories at different stations calculated using HYSPLIT at 500 m. 367 

Air mass transport to Antarctica 368 

As the analyses of surface ozone and ozone profiles suggest the dominance of seasonal variability 369 

driven by local meteorology and associated changes in synoptic-scale transport of air mass, we 370 

further investigate the changes in the air mass transport at various Antarctica stations with 371 

ozonesonde observations. There is only one study with such detailed air mass transport analysis 372 

over the Antarctic continent to date48 and it examined the transport variability over 5.5 years 373 

(October 1999 – May 2005) only. However, we have studied air mass transport for more than 30 374 

years (1987–2017). This is performed with 15-days backward trajectories calculated on daily basis 375 
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at several altitudes (e.g. 500, 1000, 5000, 8000, and 9000 m  using the HYSPLIT model forced by 376 

NCEP meteorological reanalysis (2.5° latitude-longitude grids). 377 

Fig. 4 shows the MR-CWT analysis for all 5 stations with surface ozone measurements. This 378 

analysis includes all available surface ozone measurements. As shown in Fig. 4, MR-CWT suggests 379 

that East Antarctic plateau is the most important source for surface ozone at stations under 380 

consideration. The marine area surrounding the continent is the second most important surface 381 

ozone source region; particularly the marine area near East Antarctic coasts. South America is also 382 

a significant source for surface ozone. Western Antarctic together with the Southern tip of South 383 

America, Scotia Sea, Amundsen Sea, Bellingshausen Sea and western part of Ross sea are also 384 

moderate sources; with areas in the foothills of Trans-Antarctic mountain in the Ross shelf region 385 

having surface ozone source potential as high as the East Antarctic regions. The trajectories 386 

corresponding to high ozone air masses travelled mostly over the high altitude inner part of the 387 

continent; consistent with the result of other studies conducted for the region 21,17. 388 

The CWT analyses for individual stations show spatial features consistent with multi-receptors 389 

analysis, but there are discernible differences across stations and seasons (Fig. S4). For example, 390 

East Antarctica including Antarctic plateau and marine area very close to the East Antarctic coast 391 

are the major sources at South Pole. On the other hand, McMurdo station has sources distributed 392 

all around the Antarctic region throughout the year with major contributions from west Antarctica 393 

and Ross sea; barring the summer season when it is more concentrated over the Antarctic continent 394 

only. Stations based on East Antarctic coasts i.e. Syowa and Neumayer have similar sources. They 395 

are affected more by the marine area near to the coasts than other Antarctic based stations, but the 396 

Antarctic Plateau has sizeable contributions too. In contrast, Marambio has completely different 397 

sources than other stations, for which the air mass coming from South America and west Antarctica 398 

have major influence over the surface ozone variations. Antarctic continental regions (around 50% 399 

at 8000 m to 75% at 500 m) and the Ross Sea and the Weddel Sea (up to 15% at all altitudes) are 400 

the most frequent area of origin for 15-days backward trajectories (Fig. S5). The Southern 401 

American region has the highest contribution among the continents surrounding Antarctica (around 402 

0.8% at 500 m to 2% in the upper troposphere). Australian region (including New Zealand) has a 403 

very small annual contribution in the lower troposphere (up to 0.2% at lower latitudes) but it 404 

increases with starting height (more than 2% at 8000 m). Sources over the continents show large 405 

monthly changes with the highest during the winter season (JJA) and the lowest during summer 406 

(DJF). 407 
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Fig. S6 depicts the clusters of back trajectories at various Antarctic-based stations and starting 408 

altitudes. The optimum number of trajectory clusters were determined using the Elbow method. 409 

The method suggests 5–7 clusters at different altitudes, but we have used 6 clusters at all stations 410 

and altitudes for consistency and ease of comparison. The transportation pathways can be divided 411 

roughly into 3 major categories: (i) fast moving long range eastward circumpolar transport along 412 

coasts characterized by transport from the southern ocean, (ii) poleward meridional transport 413 

accompanying the mid-latitude cyclones to the Antarctic coasts reaching even to the plateau, and 414 

(iii) the short range Katabatic outflow from the plateau to coasts especially to McMurdo48. The 415 

cyclones constitute the secondary circulation (poleward transport) over the Antarctic region with 416 

two main branches – one over the Tasman Sea area and other over the Weddell Sea area17. Among 417 

the routes, the outflow from the plateau is associated with the highest concentration of ozone, as it 418 

carries ozone-rich air mass usually coming from the UTLS, while circumpolar transport is generally 419 

associated with low ozone since it primarily carries air mass of marine origin or passes across 420 

coastal regions21. For example, the outflow from the plateau constitutes trajectory clusters with the 421 

lowest number of trajectories at 500 m  in case of Neumayer (13%) and Syowa (11%). However, 422 

they are associated with the highest amount of average surface ozone concentration (25 ppbv and 423 

27 ppbv respectively). The altitude of the mid-latitude trajectories is lower than that of the latitudes 424 

near Antarctica indicating the influence of near-surface air mass51. The transport from mid-latitude 425 

to Antarctica is generally facilitated by the globally highest frequency of cyclones over the seas 426 

around Antarctica. In general, the stations in the Antarctic Peninsula and the coastal regions of East 427 

Antarctica are affected by air mass transport from regions near South America, driven by synoptic 428 

atmospheric circulation patterns, which, in turn, are sensitive to different climate modes such as 429 

AAO and ENSO52. 430 
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 431 

Figure 5: (Left column) Monthly climatology and (right column) annual time-series of probability 432 

of stratosphere to troposphere transport (STT) within past 15 days for individual stations. 433 

Fig. 5 show the changes in probability of air mass transport from the stratosphere within last 15 434 

days for all stations with ozonesonde measurements at different altitudes in the lower troposphere 435 

(500 and 1000 m, the middle troposphere (5000 m) and upper troposphere (8000 and 9000 m). 436 

While transport from stratosphere takes place throughout the year, there is large variations in 437 

horizontal transport across the months and seasons as shown in Fig. 5 (left column). The peak 438 

transport  from stratosphere takes place during autumn season (March–April) in the lower (up to 439 

~15%) and middle troposphere (~80%) and during both summer and autumn (up to 100%) in the 440 

upper troposphere, when the tropopause is at lower altitude at all stations, except at Marambio, 441 

which is situated in the Antarctic Peninsula. The minimum transport occurs in late winter and early 442 

spring due to the higher tropopause during the period. Marambio shows small variation in transport 443 
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across the months and seasons. South Pole station situated at the Antarctic Plateau receives the 444 

most from stratosphere, but Marambio situated in Antarctic Peninsula receives the least. McMurdo 445 

receives the largest portion of stratospheric air mass among all coastal stations. As it is situated in 446 

Ross Ice Shelf region, it receives the coldest air due to katabatic winds48. We find even 100% 447 

contribution from stratosphere in summer and autumn at 8000 and 9000 m, as the tropopause moves 448 

below that altitude during this period. 449 

While there is a consistent transport pattern across all altitudes with maximum in summer and 450 

autumn, and minimum in winter, there exists a consistent steep vertical gradient, as also observed 451 

by Stohl et al.48. Middle troposphere receives 5–10 times more transport from the stratosphere than 452 

the lower troposphere. Downward transport to the troposphere from UTLS is facilitated by 453 

intrusions in mid-latitude cyclones and residual mean flow driven by wave forcing in the 454 

stratosphere53. Rossby wave breaking events, supported by mid-latitude cyclones on the poleward 455 

side of the jet stream may detach air masses from the cyclonic circulation around the continent. 456 

This facilitates a wave driven secondary circulation that transports air masses from the vortex edge 457 

to the inner vortex, as observed over South Pole and McMurdo. Therefore, polar vortex modulated 458 

long-range transport and downward transport from UTLS contribute significantly to the air masses 459 

arriving at various stations in Antarctica. 460 
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 461 

Figure 6: Trends of monthly ozone data estimated using SLR and MLR. (a–d) solid black line shows 462 

the mean trend and gray error-bars show 95% confidence interval of estimated trends at different 463 

pressure levels. (e–f) black dots show the mean surface ozone trend at various stations and gray 464 

error-bars show 95% confidence interval of estimated trends. The trends are estimated in 465 

accordance with the availability of data at each station. The Arrival Heights surface ozone 466 

measurements are for the period 1997–2018, Concordia 2006–2013, Syowa 1997–2014, Neumayer 467 

1993–2018, and South Pole 1993–2018. 468 

 469 

Tropospheric ozone trends 470 

We first estimate the trend in tropospheric ozone using simple linear regression (SLR). We then 471 

calculate another long-term trend with multiple linear regression (MLR) that accounts for the 472 

contribution of various external drivers of ozone variability. In a recent study by Lu et al. 27, 473 

tropospheric ozone in the southern hemisphere was found to be influenced by the meridional 474 



21 | P a g e  

 

circulation which is, in turn, driven by momentum deposition of atmospheric waves propagating 475 

from the troposphere as well as diabatic heating by radiative processes dependent on the 476 

concentration of stratospheric CO2 and ozone in Antarctica. The long-term evolution of the 477 

meridional circulation has been studied extensively and found to be affected by several interannual 478 

variabilities such as Southern Annular Mode (SAM), ENSO, QBO, Pacific Decadal Oscillation 479 

(PDO) and solar cycle. El Niño / easterly shear QBO act to strengthen the stratospheric overturning 480 

circulation and hence the downward transport to the troposphere (particularly during winter) 481 

whereas La Niña / westerly shear QBO is associated with weakened circulation and decreased 482 

transport to the troposphere23.  Therefore, we include ENSO, QBO, SF, AAO, AOD, HF and PV 483 

as the potential drivers of tropospheric ozone variability in Antarctica (see Methods).  484 

Trends calculated with monthly average datasets using SLR and MLR are displayed in Fig. 6 (a–485 

d), and Fig. S7–8 (a–d) show the same with 95% confidence interval using annual and seasonal 486 

data (See supplementary material for analysis using DLM). While SLR of monthly and annual data 487 

show increasing ozone trends in the lower and middle troposphere up to 400 hPa (0.02–0.13 488 

ppbv/year), only the trends in the lower troposphere are significant at 95% confidence interval (up 489 

to 950 hPa in case of monthly data and 800 hPa in case of annual data). Trends are about 0.01–0.12 490 

ppbv/year for both monthly and annually averaged ozone profiles. On the other hand, ozone trends 491 

in autumn (MAM) show significant positive trends up to 400 hPa and are the largest among all 492 

seasonal trends (0.06–0.13 ppbv/year). The smallest trends are found in spring (SON; less than -493 

0.03 ppbv/year), but are insignificant. Both monthly and annual data show insignificant negative 494 

trends (up to -0.18 ppbv/year) at 400–280 hPa and positive trends (up to 0.9 ppbv/year) above the 495 

altitude 280 hPa. All seasonal data tend to follow similar insignificant negative trends between 400 496 

and 280 hPa. However, they differ in altitudes above 280 hPa with positive trends in spring and 497 

summer.  498 

When compared to the trends computed using the SLR method, the monthly data show similar 499 

positive trends in the lower and middle troposphere up to 400 hPa in the MLR analyses too, and 500 

the trends are significant up to 800 hPa (0.02–0.12 pbv/year). However, the annual data show 501 

positive trends only in the lower troposphere below 580 hPa (up to 0.14 ppbv/year) and is negative 502 

above 400 hPa. The trend estimates for all seasons, except spring, show insignificant but positive 503 

trends in the lower and mid-troposphere up to 400 hPa, although a few sporadic digression to 504 

negative values at some altitudes (near 700 and 800 hPa). Spring ozone profiles show positive 505 

trends at altitudes below 850 hPa (up to 0.2 ppbv/year) and negative trends at 850–280 hPa (up to 506 

-0.18 ppbv/year). In the upper troposphere, the monthly data show trends similar to that of SLR, 507 
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but the annual MLR digress from that of SLR above 200 hPa and are smaller compared to the SLR 508 

trends. The MLR analyses with the seasonal data show trends very similar to that estimated with 509 

SLR in the upper troposphere. In sum, the tropospheric trends are positive at pressure levels above 510 

400 hPa; suggesting significant ozone pollution in Antarctica. 511 

Table S2 summarises the surface ozone trend whereas Fig. 6 (e–f) and Fig. S7–8 (e–f) show the 512 

same with 95% confidence interval estimated with the SLR and MLR methods. Due to short time 513 

period (7 years of available data) at Concordia, we have excluded the trend analyses with seasonal 514 

and annual observations for Concordia. Model fit for MLR are shown in Fig. S10. MLR reproduces 515 

the observed data very well (R2 ranges from 0.864 at South Pole to 0.957 at Syowa), although R2 516 

is smaller for South Pole and Concordia measurements due to the presence of secondary ozone 517 

peaks in November/December. Both methods show positive trends at all stations (up to 0.16 518 

ppbv/year in SLR and 0.13 ppbv/year in MLR) except Concordia (-0.2 ppbv/year in SLR and -0.44 519 

ppbv/year in MLR) estimated using the monthly data. The SLR trends for monthly data are 520 

insignificant at 95% confidence interval for all stations except at South Pole (0.16 ppbv/year) and 521 

Arrival Heights (0.13 ppbv/year). However, they are significant for all stations with MLR. Despite 522 

of the differences in methodology adopted, SLR trends for Neumayer (0.08 ± 0.05 ppbv/year) and 523 

South Pole (0.16 ± 0.04 ppbv/year) are in agreement with those reported by Cooper et al. (2020)17 524 

ie. 0.10 ± 0.04 ppbv/year and 0.15 ± 0.06 ppbv/year respectively. Negative trend at Concordia 525 

during 2006–2013 is consistent with negative but insignificant trend at the South Pole station during 526 

the same period. The trends estimated using the annual average data by both SLR (up to 0.146 527 

ppbv/year) and MLR (up to 0.098 ppbv/year) are positive for all stations, but they are significant 528 

as analysed with SLR and insignificant with MLR (except Neumayer). The seasonal data tend to 529 

follow the similar trend as monthly data for SLR and MLR (except South Pole in summer) and are 530 

mostly insignificant by MLR. The analyses with autumn data show the largest trend (0.22 531 

ppbv/year) among the seasons for SLR46. Although all stations show positive trends over the 532 

considered time period, the rate of increase has reduced in recent years with Arrival Heights 533 

showing negative trends after 2015, as shown in Fig. S11 (analysed using DLM). 534 

Fig. S11 (e) shows the temporal evolution and Fig. S11 (f) depicts trend of monthly mean TCO 535 

estimated using DLM, whereas Table S2 lists the trends estimated with SLR and MLR. The TCO 536 

is calculated by integrating individual ozone profiles up to the thermodynamic tropopause. The 537 

SLR trend show positive values for the monthly (0.005 DU/year), summer (DJF; 0.004 DU/year) 538 

and autumn (MAM; 0.031 DU/year) seasons, although they are significant only in autumn. 539 

Similarly, the MLR analyses show positive trends in summer (0.001 DU/year) and autumn (0.024 540 
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DU/year) with statistically significant values in autumn. All other data show insignificant but 541 

negative trends. The DLM analysis for monthly data show insignificant trends. 542 

Contribution of Forcings to tropospheric ozone variability 543 

Fig. S12 shows the contribution of proxies to ozone variability at 100–900 hPa. The regression 544 

coefficients are multiplied by the value of each proxy to estimate the contribution to ozone changes 545 

and are scaled by the cumulative contributions from all proxies for percentage contributions. It 546 

reveals that HF (33%) accounts for most of the variability followed by QBO (25%), AAO (20%), 547 

PV (16%), MEI (12%), and SF (11%). AOD is a prominent contributor in the mid-troposphere 548 

(11%). The analyses clearly demonstrate the dynamical control of tropospheric ozone in Antarctica. 549 

It suggests that the variations in stratosphere-troposphere exchange due to changes in residual 550 

circulation represented by HF and changes in the strength of the polar vortex represented by PV 551 

account for most of the inter-annual variability in tropospheric ozone with sizable contributions 552 

attributable to tropical teleconnections and southern annular mode represented by AAO54. 553 

Table S3 summarizes the contributions of proxies to inter-annual surface ozone variability. 554 

Contributions vary significantly across the stations with the largest contributions from HF (78%) 555 

followed by AAO (21%), QBO (18%), SF (15%), and PV (11%). AOD and MEI have contributions 556 

less than 7% at all stations, and HF predominately affects the coastal stations, whereas QBO mostly 557 

influences the inland stations. The analyses thus demonstrate that the variability of surface ozone 558 

is primarily regulated by atmospheric dynamics represented by the heat flux and polar vortex. The 559 

assessment also reveals that the tropical teleconnections and southern oscillation have a substantial 560 

effect on the surface ozone variability in Antarctica, as shown in the case of tropospheric ozone. 561 

The assessment of the tropospheric ozone column (Table S3) shows that AAO (21%) is the largest 562 

contributor to inter-annual ozone variability, and is followed by the contributions from QBO (18%), 563 

HF (12%), PV (11%) and SF (11%). It is interesting to note the contributions from MEI, which is 564 

about 5% and is smaller than the contributions from other proxies; suggesting a negligible influence 565 

of ENSO on the ozone column variability there. As discussed for surface ozone and tropospheric 566 

ozone profiles, the contributions of HF, AAO, and QBO are also very important in the column 567 

changes. 568 
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In summary, the study of tropospheric ozone trends in remote locations like Antarctica is limited 569 

by the dearth of ground-based ozonesondes measurements due to inhospitable conditions and 570 

extreme remoteness. Additionally, the available measurements have a huge amount of missing data; 571 

rendering inappropriate the station-wise trend analysis. Therefore, we have compiled a tropospheric 572 

ozone dataset from all available ozonesondes measurements accounting for the differences among 573 

various stations and their uncertainties. The analysis of clusters reveals the predominance of 574 

tropopause height on the clusters. Ozone in the upper troposphere and lower stratosphere drives the 575 

clustering at these Antarctic-based stations. The analysis identifies the Antarctic plateau as the most 576 

dominant source region especially in the summer season for near-surface ozone; complemented by 577 

long-range transport especially from the Southern tip of the South American continent in the lower 578 

troposphere. Furthermore, transport from the stratosphere also contributes significantly to the 579 

tropospheric ozone even in the lower troposphere. 580 

Atmospheric ozone shows an increasing trend in the lower and middle troposphere, but a decreasing 581 

trend in the upper troposphere over the period. Meanwhile, the analysis of the surface ozone 582 

measurements corroborates this increasing ozone trend shown by the ozonesondes in the lower 583 

troposphere. The increasing trend is significant even after accounting for natural variability arising 584 

from intra- and inter-annual processes; suggesting rising ozone values in Antarctica. This  585 

increasing trend may be due to increased emissions from neighboring continents, tourist visits to 586 

Antarctica57 and other modes of climate variabilities; not accounted for in this study. As the 587 

tropospheric ozone has a positive feedback relationship with global warming, it surfaces a serious 588 

concern about the change in climate in the Antarctic region. Consequently, this change in the 589 

Antarctic climate would have important long-term implications, such as the melting sea-ice, 590 

changes in water mass, and negative impacts on the ecosystem. 591 
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