
1.  Introduction
The influences of the land-surface properties on the atmosphere have been demonstrated in a large number 
of studies with regional and global models. These effects include the predictability of weather, planetary 
boundary-layer evolution and cloud formation, afternoon convection, and tropical cyclone intensification 
(Santanello et al., 2018) on time scales from days to weeks. Since land-surface properties are highly heter-
ogeneous across a wide range of spatial-temporal scales, it is still a challenge to fully represent these het-
erogeneities in modeling (e.g., Blöschl et al., 2019; Clark et al., 2015; Dirmeyer et al., 2018; Fan et al., 2019; 
Santanello et al., 2019; Trier et al., 2004; Vrese & Hagemann, 2016). This deficiency in land-surface rep-
resentation causes meteorological biases in weather and climate forecast models (Santanello et al., 2018; 
Vrese & Hagemann, 2016).

Snow can induce sharp spatial heterogeneity of land-surface properties causing complexity in bounda-
ry-layer dynamics and energy-exchange processes. Snow is a crucial component of the land surface, and 
it can cover a large fraction of the Northern Hemisphere land area seasonally (Krinner et al., 2018). The 
surface properties with and without snow are completely different since albedo of snow can be more than 
four times as large as that of soil, and thermal conductivity of snow can be many times smaller than that 
of soil. These differences lead to the vertical fluxes of latent and sensible heat being completely different 
over snow-covered versus snow-free surfaces. The spatial variability of snow within a computational grid 
cell of a numerical model is often referred to as subgrid variability of snow (e.g., He, Ohara, & Miller, 2019; 
Helbig et al., 2015; Liston, 2004; Skaugen & Weltzien, 2016). It has been well known that subgrid variabil-
ity of snow has a remarkable impact on atmospheric circulation (e.g., Aas et al., 2016; Meng, 2017; Mott 
et al., 2015, 2017; Nitta et al., 2014; Younas et al., 2017). For example, the High-Resolution Rapid Refresh 
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(HRRR) model, a NOAA operational regional weather forecast model (Benjamin et al., 2016), experiences 
difficulties in simulating surface air temperature in late fall and early spring in the areas with patchy snow. 
Younas et al. (2017) showed that inclusion of a subgrid-scale snow parameterization, which considers el-
evation bands and prescribed slope angles on four aspects, into a regional climate model can improve its 
snowpack and hydrological simulations. Mott et al. (2015) numerically investigated the boundary-layer flow 
development and associated heat-exchange processes over a gradually decreasing snow cover in spring. 
Mott et al. (2017) also conducted a field experiment through three entire snow-ablation seasons. Their ex-
perimental study gives a clear evidence of the strong influence of land-surface variability on the atmospher-
ic boundary-layer flow and the heat exchange over snow. Land-surface models (LSMs) developed to supply 
accurate lower-boundary conditions to atmospheric models usually assume snow is uniformly distributed 
within a grid cell, and they can simulate reasonably well the lower-boundary conditions for grid cells that 
are fully covered with snow or completely snow-free. However, it is still a challenge to represent grid cells 
that are partially covered with snow.

Subgrid variability of snow is still not effectively parameterized in LSMs although a number of studies 
have been conducted on representing subgrid variability of snow. In summary, three approaches are com-
monly used in current numerical models for representing subgrid variability of snow (e.g., Blöschl & Siva-
palan, 1995). The first approach uses parametric probability distributions in representing subgrid variability 
of Snow-Water Equivalent (SWE) with assumption of spatially uniform snow melt (e.g., Liston, 2004; Luce 
et al., 1999). However, as mentioned by Essery and Pomeroy (2004) and Clark et al. (2011), the assumption 
of spatially uniform snow melt is questionable. Also, representativeness of these parametric probability dis-
tributions is limited as they cannot represent the dynamic evolution of subgrid variability (e.g., Skaugen & 
Randen, 2013; Egli & Jonas, 2009; He, Ohara, & Miller, 2019). The second approach uses a depletion curve, 
a relationship between SWE and snow-covered area, in representing subgrid variability of snow (e.g., Dutra 
et al., 2010; Essery & Pomeroy, 2004; Niu & Yang, 2007; Sellers et al., 1996; Swenson & Lawrence, 2012; 
Yang et al., 1997). Although different curves are used in different studies, a problem with most depletion 
curve methods is that their parameters are not directly computable from observed data and, hence, are 
much harder to estimate (Clark et al., 2011). The third approach divides a grid cell into tiles with different 
snow accumulation and ablation processes (e.g., Aas et al., 2016; Newman et al., 2014; Younas et al., 2017). 
This method may give more accurate representation of ablation processes and the overall SWE distribution 
in the grid cell. It also has potential for allowing horizontal transfers of energy and water among the tiles. 
The disadvantages of this method are increased computational costs with high-resolution tiling, as well as 
necessity for high-resolution input data for each tile, such as meteorological forcing, soil properties, and 
land-use data.

A physically based stochastic snow model considering subgrid variability of snow has been developed by He 
and Ohara (2019). The model is named the Fokker-Planck Equation (FPE) subgrid snow model (hereafter, 
the FPE-snow model), and the mechanism behind this model is different from these previously mentioned 
approaches. In the FPE-snow model, subgrid variability of snow in each grid cell is represented by a proba-
bility density function (PDF) of snow depth or SWE. The main advantage of this model is that the PDF is not 
static but dynamic in both space and time. It is obtained from the solution of an advection-diffusion equa-
tion. This means that the time evolution of the subgrid variability of snow can be simulated through the 
FPE-snow model. The results of He and Ohara (2019) demonstrated that the FPE-snow model has promis-
ing potential in improving the representation of snow subgrid variability in grid cells partially covered with 
snow. In the framework of the FPE snow model, different physically based methods for considering subgrid 
variability of snow and calculating snow cover fraction of a grid cell can be incorporated. More details on 
the FPE-snow model are given in Section 2.

The RUC LSM (Smirnova et  al.,  2016) is the land-surface component in the operational NOAA Rap-
id Refresh (RAP) (Benjamin et al., 2016) over its North American domain and in the HRRR (Benjamin 
et al., 2016; Smith et al., 2008) over its conterminous U.S. (CONUS) and Alaska/Arctic domains. The RUC 
LSM considers the subgrid variability of snow through separate treatment of snow-covered and snow-free 
portions of the grid cell. The grid-cell snow fraction is evaluated from an assumed linear depletion curve. 
The surface energy fluxes are aggregated every time step as the weighted average of fluxes computed over 
snow-covered and snow-free portions. More details on the RUC LSM will be given in Section 2.
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In this study, the FPE-snow model was integrated into the RUC LSM for better representation of the subgrid 
scale variability of snow and, consequently, for a more accurate and physically based estimate of the snow 
fraction - A critical parameter in RUC LSM's snow model for grid cells with partial snow cover. An accu-
rate snow cover fraction is the prerequisite condition for properly simulating the boundary-layer flow and 
surface fluxes. For example, overestimating snow cover fraction leads to a cold bias, while underestimating 
snow cover fraction leads to a warm bias. Therefore, the objectives of this study are to improve the snow 
subgrid parameterization in the RUC LSM (applicable also to other LSMs) through including the FPE-snow 
model and to evaluate the effects of subgrid variability of snow on the simulated energy exchanges between 
surface and atmosphere. This treatment can lead to improved weather forecasts especially during seasonal 
snow melting period.

2.  Methods
2.1.  The FPE Subgrid Snow Model

The FPE subgrid snow model is a stochastic snow model developed by He and Ohara (2019) based on the 
previous work of Kavvas (2003) and Ohara et al. (2008). The purpose of developing this model is to sim-
ulate subgrid variability of snow, a process that is, generally not well-parameterized but definitely needed 
in gridded earth-system modeling. The core equation of this prognostic model can be written in terms of 
snow-water equivalent (SWE) as
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where P is the probability of SWE, t is time [s], W  is SWE [m], tF  and iffD  are advection [m/s] and diffusion 
[ 2m /s] coefficients, E is sublimation rate [m/s], rM  is snowmelt rate [m/s], sn is new snowfall rate [m/s], q 
is snow redistribution rate [m/s], s is time lag, x is spatial vector,  is ensemble average operator, cov( ) is co-
variance operator. Equation 1 is a nonlinear advection-diffusion equation, and solutions of this equation are 
PDFs of W  at different times t. Equation 1 is a general form of the Fokker-Planck equation (Fokker, 1914; 
Heinz, 2011; Planck, 1917).

Equation 1 is derived from the point-scale mass conservation equation of SWE

     .r
dW E M sn q
dt

� (2)

Briefly, there are two steps to obtain Equation 1 from Equation 2. The first step is upscaling the point-scale 
SWE conservation equation, Equation 2, into the grid scale, which is a stochastic partial differential equa-
tion. The second step is deriving the Fokker-Planck equation, which determines the probability density of 
SWE, through Van Kampen's Lemma (Kavvas, 2003; Van Kampen, 1976) and ensemble averaging. More 
details on deriving Equation 1 are described by He and Ohara (2019).

2.2.  Diffusion Coefficient

Equation 1 is an advection-diffusion equation of probability density for SWE in the grid cell. In this equa-
tion, the advection coefficient is determined by the grid-cell-averaged behaviors, such as sublimation, melt-
ing, and snowfall. These variables can be calculated from the general deterministic equations on these 
processes. The diffusion coefficient of Equation 1 is determined by the stochastic processes, which are the 
spatial variability of snow redistribution and snow melting. The diffusion coefficient is not easy to estimate, 
as the characteristics of spatial variability have to be included and such information is difficult to obtain. 
A feasible way to evaluate the diffusion coefficient is given below. The diffusion coefficient has two parts, 
snow redistribution and snowmelt, that need to be evaluated separately.
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2.2.1.  Snow Redistribution

From He and Ohara  (2019), the snow redistribution term, meaning the snow non-uniform distribution 
caused by wind and topography, can be evaluated as
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where cv is density of snow in the control volume [kg/ 3m ], ms is density of mobile snow [kg/ 3m ], cvh  is 

thickness of the control volume [m], var( ) is a variance operator, 2 is the Laplacian operator,  z x  is ground 
surface elevation [m],  u x  is wind speed [m/s], and k  is a velocity-based snow drag coefficient. This equa-
tion is derived based on the work of Ohara (2014). Based on this equation, snow redistribution depends on 
the variance of topographic curvature and wind speed in the grid cell.

2.2.2.  Snowmelt

Although He and Ohara (2019) successfully evaluated the contribution of snowmelt to the diffusion coeffi-
cient in their study, their method is not sufficiently general and difficult to apply widely. A new method for 
estimating the contribution of snowmelt to the diffusion coefficient has been developed and is presented 
in this study. This method is based on the subgrid variability of net solar radiation (He, Smirnova, & Benja-
min, 2019), and it can be used for a variety of situations. The energy conservation equation of snowmelt rate 
can be written as (DeWalle & Rango, 2008)
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where  mQ  is melt energy [W/ 2m ], w is the density of liquid water [kg/ 3m ], fL  is the latent heat of fusion 
[0.334 × 610  J/kg], and B is thermal quality of the snowpack [0.95–0.97, dimensionless]. The melt energy is 
generally calculated from the energy-budget equation of the snowpack (DeWalle & Rango, 2008)
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where nsQ  is net shortwave radiation [W/ 2m ], nlQ  is net longwave radiation [W/ 2m ], hQ  is sensible heat flux 
[W/ 2m ], eQ  is latent heat flux [W/ 2m ], gQ  is ground heat flux [W/ 2m ], and iQ  is change in snowpack internal 
heat storage [W/ 2m ]. According to Natural Resources Conservation Service (2009) and other studies (e.g., 
Boudhar et al., 2016; Neale & Fitzharris, 1997), nsQ  and nlQ  contribute 60%–90% of the energy budget  mQ . 
Generally, nlQ  is a dominant factor in winter while nsQ  dominates during the main melting season in spring. 
Based on this fact, all terms on the right-hand side of Equation 5, except for nsQ , are ignored in snow melt-
ing season for simplicity. By substituting simplified Equation 5 into Equation 4, and then into the diffusion 
coefficient in Equation 1, we have
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With two assumptions: (a) atmospheric conditions and the sun's location parameters (i.e., elevation and 
azimuth angle) are homogeneous within the same grid cell, and (b) the spatial correlation of shortwave 
radiation is weak and can be ignored, Equation 6 can be further simplified as
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The validity of these two assumptions have been verified by He, Smirnova, and Benjamin (2019). To use 
Equation 7, the variance of net shortwave radiation incident on the variable subgrid surface within the 
grid cell has to be known. However, no information on the variance of net shortwave radiation is provided 
although the grid-cell mean of downward shortwave radiation can be obtained from the meteorological 
forcing for each grid cell. Therefore, we should find a way to estimate the variance from the given mean. 
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He, Smirnova, and Benjamin (2019) has proposed such a method to estimate the variance of net shortwave 
radiation from the given mean using the subgrid topographic information. The equation is written as:
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where nsQ  is grid-cell mean net shortwave radiation [W/ 2m ], mC  is a subgrid topographic coefficient for 
grid-cell mean net shortwave radiation, vC  is a subgrid topographic coefficient for grid-cell variance of net 
shortwave radiation, i is the slope of a subgrid topographic element with index i,  i is the aspect of a subgrid 
topographic element with index i (North is zero, and is measured positive to the East), s is elevation angle 
of the Sun,  s is azimuth (aspect) angle of the Sun,  is ensemble average operator, and  denotes fluctuation 
terms.

In Equation 8, the subgrid topographic related variables, ,n iA , have three components (n=1, 2, 3) that need 
to be calculated from the subgrid topographic information, and such information can be obtained from 
high-resolution Digital Elevation Model (DEM) data. These three geometrical components account for 
topographic effects on downward solar radiation. Each component is a combination of slope and aspect. 
Specifically, 1, iA is the component in the eastern direction, 2, iA  is the component in the northern direction, 
and 3, iA  is the component in the horizontal plane (Sproul, 2007). Equation 8 builds a bridge to connect the 
high-resolution DEM data and the coarser-resolution model grid cell. This means that the high-resolution 
topographic information can be accounted for even if the model grid cell is at a coarser resolution. Another 
important advantage of Equation 8 is that it is not computationally expensive as the subgrid topographic 
information is pre-processed and treated as a static input.

The equations introduced in Sections 2.2.1 and 2.2.2 are sufficient to calculate the diffusion coefficient in 
Equation 1. Then, Equation 1 can be solved numerically by the same numerical scheme as implemented in 
He and Ohara (2019).

2.3.  RUC LSM

The RUC LSM was developed initially by Smirnova et al. (1997) to provide accurate lower boundary condi-
tions for the hourly updated NOAA RUC weather model (Benjamin et al., 2004) developed then for short-
range aviation and severe weather prediction. Later, the RUC LSM became a land-surface option of the com-
munity WRF model (Skamarock et al., 2008, 2019) and applied to the WRF-based RAP and HRRR models. 
Recently, RUC LSM has also been implemented in the Common Community Physics Package (CCPP, 2020) 
in the NOAA Unified Forecasting System (UFS) as part of the RAP/HRRR physics suite. A brief summary 
of the RUC LSM characteristics is given in Table A1 of the Appendix.

Over the years, several improvements have been implemented in its snow and frozen soil processes (Smirno-
va et  al.,  2000). Also, the non-linear averaging of emissivity and transpiration parameters, described in 
Smirnova et al. (2013), has been implemented for more accurate energy budget. To improve predictions of 
surface fluxes over both snow-covered and snow-free areas, roughness length has been computed as a grid-
cell “effective” roughness length following the technique from Mason (1988) (Smirnova et al., 2016). The 
performance of RUC LSM has been extensively evaluated in off-line experiments, such as Phase 2(d) of the 
Project for Intercomparison of Land-surface Parametrization Schemes (PILPS-2(d)) (Luo et al., 2003; Slater 
et al., 2001), Snow Models Intercomparison Project (SnowMIP) (Etchevers et al., 2004), SnowMIP2 (Essery 
et al., 2009; Rutter et al., 2009), and the Earth System Models (ESM)-SnowMIP (Krinner et al., 2018; Menard 
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et al., 2020). While RUC LSM intentionally uses simplified parameterizations to avoid excessive sensitivity 
to multiple uncertain parameters (Smirnova et al., 2016), it has been competitive with other more sophisti-
cated snow parameterizations participating in SnowMIP experiments (e.g., Menard et al., 2020).

However, the latest enhancement of the RUC snow model, which treats separately snow-covered and snow-
free portions of the grid cells, needs more accurate definition of snow cover fraction (SCF) since this param-
eter becomes critical for realistic representation of surface fluxes for partially snow-covered grid cells. The 
original SCF formulation does not take into account subgrid variabilities of snow and uses a simple linear 
depletion curve approach:

  min 1.0, / cc W W� (9)

where c is snow cover fraction, W  is SWE, and cW  is threshold SWE for fractional snow (currently set to 
32 mm). This curve can only represent the partially snow-covered case when SWE of the grid cell is smaller 
than the constant value of SWE threshold. Such a formulation cannot represent physical processes contrib-
uting to the subgrid variability of snow; for example, it does not reflect the differences in the snow cover evo-
lution between flat and mountainous areas, which could lead to substantial errors in surface predictions in 
the mountains. Another challenge is to predict duration of partially snow-covered period accurately, which 
is problematic without taking into account subgrid variability of snow melting processes. To address these 
challenges, integrating a stochastic snow model described in Sections 2.1–2.2 into RUC LSM has been con-
ducted to capture subgrid-scale snow processes and to improve accuracy of estimated snow cover fraction.

2.4.  RUC-SS LSM

For a more realistic representation of the snow subgrid variability, the FPE-snow model (Section 2.1) has 
been coupled into the RUC LSM, and the new merged model is named RUC-Stochastic Snow (SS) LSM.

The main difference of RUC-SS LSM compared to RUC LSM is the algorithm for estimating snow cover 
fraction: RUC LSM uses the depletion-curve approach (Equation 9) while RUC-SS uses the FPE-snow mod-
el to calculate snow cover fraction from the PDF of SWE. The effects of wind, topographic characteristics, 
and incoming short-wave radiation on snow cover fraction are considered in the SS model, while calculating 
snowmelt rate, sublimation rate, and density of snow is still done inside the snow model of the RUC LSM 
(Smirnova et al., 2000, 2016). Each grid cell has its own dynamic PDF of SWE, and it is obtained through 
solving Equation 1 at every time step. The PDF of SWE is the core state variable of the SS model (Equa-
tion 1), and the snow cover fraction, c, is computed from the PDF of SWE as follows:

   1 0c P W� (10)

where   0P W  means the probability that SWE is equal to zero.

The grid-area averaged SWE,   E W , is also calculated from the PDF of SWE as

      i iE W W P W� (11)

where iW  is a discretized SWE in numerically solving Equation 1,  iP W  is the probability for SWE to be 
equal to iW . A forecast interval usually consists of upper and lower limits between which the future value is 
expected to lie with a prescribed probability (Nechval, 2013). The limits are called prediction bounds, and the 
interval is called the prediction interval. The SWE lower-prediction bound, lW , and upper-prediction bound, 

uW , with a prescribed probability  , are calculated from the PDF of SWE as follows:
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The mean and prediction interval of snow depth can be calculated from the mean and prediction interval 
of SWE, respectively. Because the RUC-SS predicts the variation of SWE over an area, it is impossible to 
evaluate its ability to represent subgrid variability by verifying its prediction at a single point. Thus, simu-
lations have to be conducted at the grid cell covering a finite area. This is different from the general LSMs, 
whose skill is generally verified in off-line one-dimensional experiments for the well-instrumented refer-
ence sites with zero area. The required meteorological forcing variables and parameters for the RUC-SS 
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LSM are the same as for the RUC LSM, although the point-scale meteorological forcing in the RUC-SS LSM 
is interpreted as the mean for the grid cell. The high-resolution topographic information has to be provided 
to estimate the variance of net shortwave radiation (Equation 8) that goes into the estimation of the diffu-
sion coefficient in Equation 1. Thus, the RUC-SS LSM computes snow cover fraction by taking into account 
the effects of physically based stochasticity on the subgrid variability of snow. This method to compute 
snow fraction is a substantial improvement over the depletion curve method used in the RUC LSM, as will 
be demonstrated in Section 4.

3.  Study Areas and Data
3.1.  Study Areas

Three ESM-SnowMIP sites in the US (Krinner et al., 2018), Reynolds Mountain East (rme) in Idaho, Senator 
Beck (snb) in Colorado, and Swamp Angel (swa) in Colorado, are used to test the performance of the RUC 
LSM versus RUC-SS LSM. From Reba et al. (2011), we know that there are actually two sites in Reynolds 
Mountain East within 500 meters of each other: One site is in a sheltered location while another one is ex-
posed; therefore, we refer to these sites as rme_sh and rme_ex in this study. In total, there are four sites used 
in this study, and Table 1 is a summary of their basic information.

As mentioned earlier, the FPE-snow model is an upscaled model to represent subgrid variability, and it is 
necessary to apply RUC-SS LSM in a grid cell covering a finite area to fully test its performance. To fulfill this 
requirement, two grid cells with 13-km  13-km area were configured around the sites in Table 1. Figure 1 
shows locations of the two grid cells that include four sites. Grid 1 covers sites rme_sh and rme_ex, and Grid 
2 covers sites swa and snb. The forest-covered fractions for Grids 1 and 2 are 31% and 32%, respectively, ac-
cording to the National Land Cover Database (NLCD; Homer et al., 2015).
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Site rme_ex rme_sh swa snb

Location (116.758W, 43.064N) (116.754W, 43.066N) (107.71W, 37.91N) (107.73W, 37.91N)

Elevation 2,094 m 2,019 m 3,371 m 3,714 m

US state Idaho Idaho Colorado Colorado

Soil Silty clay Silty clay Loamy sand Bedrock

Vegetation Grassland Grassland Grassland Tundra

Table 1 
A Summary on the Basic Information of the 4 Study Sites

Figure 1.  Locations of the two grid cells and four sites. Aspect rose maps, slope histograms, and hypsometric curves of two grid cells are also given on the left.
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3.2.  Data

Through the ESM-SnowMIP project, three-hourly forcing data have been extracted from the Global Soil 
Wetness Project Phase 3 (GSWP3) data. The spatial resolution of GSWP3 is 0.5° with a 3-h temporal reso-
lution, and that data were corrected with elevation information for the reference sites and interpolated to 
hourly time steps (Krinner et al., 2018) before distribution by the ESM-SnowMIP project. The provided at-
mospheric variables: surface downward longwave radiation [W/m2], surface pressure [Pa], 2-m specific hu-
midity [kg/kg], rainfall rate [kg/m2/s], snowfall rate [kg/m2/s], surface downward shortwave radiation [W/
m2], 2-m air temperature [K], and 10-m wind speed [m/s], are used as the meteorological forcing data in this 
study. In order to estimate subgrid terrain information, 0.333 arc-second Digital Elevation Model (DEM) 
data are downloaded (https://www.usgs.gov/core-science-systems/ngp/tnm-delivery/) and resampled into 
50-m resolution for Grids 1 and 2. Then, the required nine topographic variables (variance and covariance 
in Equation 8) are calculated from the 50-m resolution data for each grid cell.

Two types of validation data are used in this study. The first type of data is point-scale observations, and 
they are snow depths from site measurements. Point-scale observations only represent the condition at the 
measured point. If the spatial variability of a variable such as snow depth is large, point-scale observations 
have a very limited capability in representing the average condition of the grid cell (e.g., Grünewald & Leh-
ning, 2015; Trujillo & Lehning, 2015). The second type of data is grid-scale data, which include remote sens-
ing data and data-assimilation system products. The remote sensing data include snow cover conditions 
from 30-m spatial resolution Landsat fractional data (Selkowitz & Forster, 2016), 500-m MODIS daily snow 
cover data (MOD10A1, Hall & Riggs, 2016), and skin temperature from1-km MODIS daily land surface tem-
perature (LST) data (MOD11A1, Wan, 2014). The products of data assimilation systems include 1-km snow 
depth and snow cover fraction from SNOw Data Assimilation System (SNODAS) (National Operational 
Hydrologic Remote Sensing Center, 2004) and 4-km Interactive Multisensor Snow and Ice Mapping System 
(IMS) Daily Northern Hemisphere Snow and Ice Analysis data (Helfrich et al., 2007; National Snow and Ice 
Data Center, 2008). The IMS snow and ice data are not ideal for studying the subgrid variability of snow due 
to the limitation of their spatial resolution, but its daily time resolution is still valuable. Snow cover fraction 
of 13-km  13-km grid cell is computed from IMS, MODIS, Landsat, and SNODAS data. The temporal res-
olution of Landsat and MODIS data is 16-day and 1-day, but given missing data for cloudy days, the actual 
temporal resolution varies with time.

4.  Results
4.1.  Snow Cover Fraction

The algorithms for calculating snow cover fraction in RUC LSM and RUC-SS LSM are quite different as 
described above. Again, RUC LSM uses the linear depletion curve while RUC-SS LSM calculates it from the 
probability density of SWE. Snow cover fraction values from RUC and RUC-SS LSMs were verified against 
MODIS, Landsat, IMS, and SNODAS data. The results are shown in Figure 2.

Snow cover fraction (SCF) from remote sensing and data assimilation products are not consistent. During 
the snow accumulation phase in October–November 2005 and 2006, data assimilation products (i.e., IMS 
and SNODAS) showed more fully snow-covered period than the remote-sensing products (i.e., MODIS and 
Landsat) in these 13-km  13-km grid cells. Although SCF of IMS and SNODAS are larger than SCF of 
Landsat and MODIS, consistent snow-cover recessions in the melting season still can be observed from 
early April to the end of May in Grid 1 and from late April to the end of June in Grid 2. There are several 
possible explanations for the low values of SCF from MODIS and Landsat including the forest effect on 
satellite-diagnosed SCF. For example, Wang et al. (2020) mentioned that the algorithm used in MODIS and 
Landsat in mapping SCF cannot effectively distinguish snow-covered forests from snow-free forests, which 
may lead to the underestimation of SCF in the forest area.

The most noticeable difference between RUC LSM and RUC-SS LSM occurs in the April–May snow melting 
period for Grid 1 and May-June snow melting period for Grid 2. For these melting periods, RUC-SS extended 
the duration of partial snow cover from 2 to 4 days in the original RUC LSM up to more than 50 days, and its 
decreasing SCF trend during spring is more gradual. For other time periods, the calculated snow cover frac-
tions from RUC LSM and RUC-SS LSM were similar to each other. Comparing against the remote-sensing 
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and data assimilation products, the SCF recession from RUC-SS LSM agreed better with these products in 
above-mentioned snow melting periods of Grid 1 and Grid 2. RUC-SS agreed especially well with SNODAS 
and IMS data for Grid 2 in May-June of both years. We found that RUC-SS agreed well with IMS data, but 
SNODAS SCF values appeared to be much smaller than in RUC-SS and also in other satellite products and 
in-situ observations in Grid 1. After communicating with SNODAS developing team (Gregory Fall, NOAA), 
it was discovered that the SNODAS product for Grid 1 was not reliable in year 2005–2007 due to the lim-
itation of the available observation data. Therefore, to avoid confusions, SNODAS data for Grid 1 was not 
shown in Figure 2.

Finally, we also noted that RUC-SS better captured SCF during the snowfall events both in the early snow 
accumulation and in the late snow melting periods. In October 2006 for Grid 2, the simulated SCF from 
RUC-SS reached the maximum of 1.0 after snowfall events while maximum SCF from RUC LSM was 
around 0.3. Usually during such snowfall events in early snow seasons, the snow accumulates and melts 
very quickly, and the stochastic snow model demonstrated its ability to capture these processes well. Some 
abrupt increases of SCF due to snowfall events were also captured by RUC-SS in the snow melting seasons 
(Figure 2a).
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Figure 2.  Comparisons of snow cover fractions from Rapid Update Cycle (RUC) and RUC-SS LSMs against MODIS, Landsat, IMS, and SNODAS information. 
The top panel is for Grid 1 and the bottom panel is for Grid 2.
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4.2.  Snow Depth

The simulated snow depths from RUC and RUC-SS LSMs are compared to SNODAS data and site observa-
tions (Figure 3). Both Grid 1 and Grid 2 include two sites, where snow depth was measured. As mentioned 
earlier in the description of Equation 12, the FPE-snow model can also estimate the prediction interval of 
snow depth from the predicted PDF of SWE. The 70% prediction intervals of snow depth from RUC-SS are 
shown in Figure 3 in gray shading. Since the spatial resolution of SNODAS snow depth is 1 km, a 13-km 
 13-km grid cell includes about 160 SNODAS pixels. Based on these 160 pixels, mean snow depth and 
15th and 85th percentiles of snow depth were calculated from SNODAS for Grid 2. The lower and upper 
boundaries of the areas shaded in blue are from the 15th and 85th percentiles of SNODAS (Figure 3b). As 
mentioned earlier in the description of Figure 2, SNODAS products for Grid 1 location are not reliable for 
2005–2007 and therefore not shown in Figure 3a.

We noted that the observed spatial variability of snow depth was pronounced in these areas. The in situ 
snow depth data showed that the measured snow depth difference between sites rms_sh and rme_ex within 
Grid 1 could be up to 1.0 m and the measured snow depth difference between sites swa and snb within Grid 
2 could be up to 0.75 m.
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Figure 3.  Simulated mean snow depth in Grid 1 (top) and Grid 2 (bottom) compared to the 4 site observations and mean snow depth from SNODAS. 
Observations are represented in dashed lines, results from RUC LSM are in cyan solid lines, and results from RUC-SS are in red solid lines. The 70% prediction 
intervals of snow depth from RUC-SS are shown in gray shading, and SNODAS percentiles are given in blue shades.
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The grid-average snow depth should not be very different either with or without considering subgrid snow 
variability. The results showed that the maximum difference of the simulated grid-average snow depth 
between RUC-SS and RUC LSM was less than 0.06 m in Grid 1. The maximum difference was less than 
0.1 m in 2006 in Grid 2, but was up to 0.3 m in 2007. Both RUC and RUC-SS LSMs grid-average snow depth 
matched the SNODAS grid-average snow depth reasonably well in Grid 2, but RUC LSM was even closer to 
SNODAS than RUC-SS LSM.

We also noted that the simulated 70% prediction intervals of snow depth from RUC-SS LSM covered the in 
situ measurements of Grid 1 and Grid 2 for most of the snow seasons. Exceptions occurred later in snow 
melting periods. The prediction interval statistically provides information on the possible snow depth with-
in the grid cell. As Figure 3 showed, the range of prediction interval from RUC-SS could be up to 2.0 m, 
meaning that maximum and minimum snow depths within the grid cells could be up to 2.0 m different. The 
15th and 85th percentiles of snow depth from SNODAS were within the prediction interval of the simulated 
in RUC-SS snow depth for Grid 2.

4.3.  Skin Temperature and Surface Fluxes

Subgrid variability of snow affects energy exchange between the surface and the atmosphere. It is essential 
to investigate how the simulated energy components and skin temperature from RUC-SS are different from 
RUC LSM for the late snow melting period when the differences between the two models are the largest. 
The simulated latent and sensible heat fluxes and skin temperature for such period are shown on Figure 4. 
Also, SCF from RUC and RUC-SS were compared to IMS, MODIS, Landsat, and SNODAS data for the same 
time. The modeled skin temperatures of Grid 1 and 2 were verified against the mean values of 1-km MODIS 
Land Surface Temperature (LST) over the 13-km grid cell. The temporal resolution of MODIS LST is about 
12 h (for each day, with one daytime value and one nighttime value), so it cannot provide hourly variation 
of the skin temperature.

These results revealed some positive characteristics of the RUC-SS. First, the simulated SCFs did not match 
IMS, MODIS, or Landsat exactly; however, SCF from RUC-SS with its gradual decline fitted within the ob-
served range better than SCF from RUC LSM for both Grid 1 and 2.

Second, RUC-SS extended the modeled duration of partial snow cover from 2 to 4 days in RUC LSM to more 
than 50 days (SCF, Figure 4), and this affects the simulated sensible and latent heat fluxes and the skin 
temperature. The results (Figure 4) showed that the simulated sensible and latent heat fluxes and skin tem-
perature increased gradually through the melting season in RUC-SS while they increased abruptly within a 
couple of days in RUC LSM, consistent with the abrupt decrease of SCF from one to zero.

In addition, the snow-depth measurements from the two sites inside Grid 1 and 2 (bottom panels, Figure 4) 
indicate that the grid cells were partially snow-covered when measured snow depth from one of the two 
sites was zero while it was non-zero at the second site. This information is an indication of whether the grid 
cell was partially or fully snow-covered although it only provided a minimum time period for the transition 
from fully snow-covered to a snow-free condition.

Finally, the MODIS LST data showed that the grid-averaged skin temperature of Grid 1 and 2 (skin T, Fig-
ure 4) started to exceed 0°C in the daytime around April 13, 2006 in Grid 1 and April 26, 2007 in Grid 2. For 
RUC LSM, daytime skin temperature started to exceed 0°C with the delay in time: 21 days delay (around 
May 4, 2006) in Grid 1 and 42 days delay (June 8, 2007) in Grid 2 due to the overestimated SCF. In contrast, 
RUC-SS LSM started to have daytime skin temperature above 0°C on time (around April 13, 2006) in Grid 1 
and with 12 days delay (around May 26, 2007) in Grid 2. These results showed that RUC-SS LSM captured 
the variation of the daytime skin temperature better than RUC LSM because of more accurate prediction 
of SCF. The results of skin temperature also showed that the simulated skin temperature from RUC was 
warmer than MODIS LST after June 9, 2007 in Grid 2 when RUC LSM melted all snow, but RUC-SS with 
partial snow cover for this period was slightly colder than MODIS LST.

For the partially snow-covered periods, the simulated energy components and skin temperature highly 
depend on the accuracy of the simulated snow cover fraction (Figure 4). There could be two scenarios in 
skin temperature simulations: The first is when cold bias in skin temperature is caused by the overestimated 
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Figure 4.  Simulated sensible and latent heat fluxes and skin temperature from the last couple months before the 
end of a snow season. The top panel is for the Grid 1 in 2006 and the bottom panel is for the Grid 2 in 2007. For each 
subplot, the variable name is labeled on the vertical axis, and SCF on the top panel represents snow cover fraction.
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SCF, and the second situation is when warm bias is caused by the underestimation of SCF. The illustration 
for the first scenario for Grids 1 and 2 is shown in Figure 5.

In Figure 5, MODIS, Landsat, SNODAS, and IMS data showed that the grid cells are partially snow-covered. 
The performance of RUC-SS was consistent with the remote sensing observations and also had a partial 
SCF. As a result, the skin temperature from RUC-SS got above 0°C during the day, similar to MODIS LST, 
while RUC LSM, with grid cells still fully covered with snow, kept daytime skin temperature at 0°C. The 
mean Root Mean Square Error (RMSE) of the skin temperature from RUC-SS LSM against MODIS LST 
was 3.7°C in Grid 1 from April17–25, 2006, and 5.7°C in Grid 2 from June 1–9, 2007. For the same periods, 
the RMSE of the skin temperature from RUC LSM against MODIS LST was much larger, 5.1°C in Grid 1 
and 9.1°C in Grid 2. The averaged cold bias of skin temperature in RUC LSM was reduced from −3.2°C to 
−1.06°C in RUC-SS in Grid 1 and from −5.7°C to −1.99°C in Grid 2 for this first scenario.

As mentioned earlier, when SCF is underestimated in the model, it may lead to a warm bias. Figure 6 illus-
trates this second scenario for Grid 2.
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Figure 5.  Comparison of the simulated skin temperature against MODIS LST over eight-day long period. SCF and observed snow depth were also included in 
the plots. The top panel is for April 17–25, 2006 from Grid 1 and the bottom panel is for June 1–9, 2007 from Grid 2. Variables in each subplot are labeled along 
the vertical axis.
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MODIS, Landsat, SNODAS, and IMS snow data showed that the Grid 2 is still partially snow-covered for the 
period shown in Figure 6. Additional support for this partial snow cover diagnosis is that the snb site in Grid 
2 had snow on the ground while the swa site was snow-free. The snb site still had snow as it is located in the 
tundra zone at the elevation 343 m higher than that of the swa site. The RUC-SS model is capable to account 
for such snow depth variability caused by topography, and the top panel of the figure showed that the simu-
lated SCF from RUC-SS was comparable with the observations, while RUC LSM had already melted the en-
tire snowpack in the grid cell. As a result, RUC LSM overestimated skin temperature during this period, and 
RUC-SS with partial snow cover improved skin temperature simulation. It should be noted that for 5 days 
out of 8 shown on the figure, daytime skin temperature in RUC-SS was even colder than the MODIS LST. 
To quantify the improvements in RUC-SS, the mean RMSE and bias of the skin temperature against MODIS 
LST for June 10–18, 2007 have been computed for both models. The RMSE of skin temperature for RUC 
LSM is 8.2°C while it is reduced to 6.2°C for RUC-SS LSM. The unrealistic daytime warm bias from RUC 
LSM was reduced in RUC-SS LSM although it even introduced an undesirable cold bias. The mean bias in 
RUC LSM was 6.3°C, and −5.4°C in RUC-SS LSM. The statistical verification showed that RUC-SS LSM was 
capable of taking into account the subgrid snow variability and reduce the RMSEs of skin temperature for 
this scenario. Further development of RUC-SS LSM is needed to correct cold daytime temperatures.

5.  Discussion
In comparisons of predicted RUC and RUC-SS snow cover fraction with IMS, MODIS, Landsat and SNOD-
AS data, RUC-SS LSM better simulates the snowmelt recession limb of SCF than RUC LSM. The simulated 
duration of the partially snow-covered period from RUC LSM with its depletion-curve approach is underes-
timated to only 2–4 days for selected melting seasons in two grid cells in Idaho and Colorado, while RUC-SS 
with its physically based FPE model is capable of extending the simulated duration of partially snow-cov-
ered period up to more than 50 days, which is consistent with the observed values from IMS, MODIS, Land-
sat, and SNODAS for these two grid cells. The improved extension into spring of the partially snow-covered 
melting period in RUC-SS LSM results from taking into account snow subgrid variability in the stochastic 
FPE snow model. Based on results for Grid 2 in Colorado, the SCF from RUC-SS matches snow data assim-
ilation product (i.e., SNODAS) better than the satellite-based validation datasets (IMS, MODIS, Landsat). 
The satellite products generally use a binary snow/non-snow mapping algorithm (SNOMAP) in retrieving 
snow cover fraction (Hall et al., 1995), which tends to underestimate the amount of snow cover in forest 
regions (Wang et al., 2020). Both MODIS and Landsat use SNOMAP algorithm, and with 31% and 32% forest 
fractions for Grids 1 and 2, respectively, the SCF in these regions from MODIS and Landsat are most likely 
underestimated, but these datasets are still useful to evaluate the SCF trends during snow-melting seasons.
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Figure 6.  Same as Figure 5, but for 10–18 June 2007 in Grid 2 (Colorado).
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In the RUC-SS LSM, snow depth and SWE of each grid cell are treated as stochastic variables, and they are 
represented by a dynamic PDF of SWE. The shape of the PDF determines the spatial variability of snow 
within the grid cell, and the grid-averaged snow depth and SWE in the grid cell can be calculated from 
the PDF, as illustrated in Equation 11. In contrast, snow depth and SWE in RUC LSM are deterministic 
variables and are calculated from the mass balance directly, and this deterministic approach gives uniform 
snow depth and SWE for each grid cell. This shortcoming can be overcome by adding a stochastic snow 
component to the RUC LSM snow model. Satellite snow observations demonstrate that the spatial heter-
ogeneity of snow distribution within the grid cell could be substantial (e.g., Grünewald & Lehning, 2015; 
Liston, 2004; Helbig et al., 2015; Skaugen & Weltzien, 2016; Trujillo & Lehning, 2015). This study confirms 
this and shows that it would be more reasonable to treat snow depth and SWE as stochastic rather than 
deterministic variables. Pronounced heterogeneity of snow distribution results in differences of snowmelt 
over time and space. The prolonged melting seasons in RUC-SS accounting for snow heterogeneity, can be 
caused by longer melting in the portions of the grid cell with a deeper layer of snow accumulated on the 
ground. This is consistent with findings from Winstral and Marks (2002) showing that the melting periods 
in Reynolds Mountain East, which is a sub-area of Gird 2, can last more than 50 days. Similar results have 
been shown in Brauchli et al. (2017).

Prediction intervals shown on the RUC-SS snow depth and SWE plots give statistical evaluation of the pos-
sible snow amount within a grid cell. Although it is generally considered to be a rule of thumb to use site 
observations in evaluating snow model's performance. In reality, snow depth and SWE from a land-surface 
model are grid-cell averages while in situ measurements represent samples of snow depth or SWE from 
within the grid cell. Using prediction intervals from this method provides a more reasonable way to evaluate 
model's performance using in situ measurements.

Although the SNODAS products are not the ‘real’ observations, they can be used as a reference in this 
study. Anderson (2011) found that SNODAS underestimates SWE throughout the winter for most of the Dry 
Creek Experimental Watershed, which is within the Grid 1 of this study. The finding of Anderson (2011) 
is consistent with our results showing that SNODAS data underestimates SCF compared to MODIS and 
LANDSAT data in Grid 1 (Figure 4a). After communicating with the SNODAS development team, we con-
cluded that the SNODAS data in Grid 1 are not reliable since the available observation data in that location 
were very limited. However, Clow et al. (2012) found that SNODAS can well capture the mean snow depth 
and SWE in the Colorado Rocky Mountains included in Grid 2, although it has a limited capability in cap-
turing variance, especially in the forested areas. This explains why SNODAS data agrees well with SCF and 
snow depth from RUC-SS LSM in Grid 2, but the 70% prediction interval from SNODAS is smaller than that 
from RUC-SS LSM. Another reason why SNODAS cannot capture well spatial variability of snow is that its 
1-km spatial resolution is too coarse. As the computational capability improves, hyper-resolution simula-
tion will become possible at small regions (e.g., Marsh et al., 2020), and this may provide an improved way 
to validate snow subgrid parameterization in larger-scale models.

The results of this study demonstrate that RUC-SS and RUC LSM have the largest differences during the 
partially snow-covered periods when energy budgets of snow-covered and snow-free areas are computed 
separately and then combined using the value of snow fraction. Thus, the accuracy of SCF is very important 
during the periods with partial snow cover. The skin temperature composited over snow-covered and snow-
free regions can be above 0°C when a large portion of a grid cell is snow-free. Figures 5 and 6 show that a 
more accurate method in calculating SCF leads to a more accurate simulation of a grid-cell averaged skin 
temperature. The simulated skin temperature from RUC-SS LSM during the transition period from fully 
snow-covered to snow-free conditions matches MODIS LST data better than skin temperature from RUC 
LSM. MODIS LST data may be not ideal when subpixel and sub-daily variabilities are important, but it still 
could provide valuable information for verifying the grid-averaged values of the simulated skin tempera-
ture. MODIS LST shows that grid-averaged skin temperature can be positive during the daytime more than 
a month before snow is completely melted (Figure 6). This means that the grid-averaged skin temperature 
should increase gradually during the transition period from fully snow-covered to snow-free conditions, an 
evolution captured by RUC-SS LSM.
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6.  Conclusion
In this study, the FPE-snow model, a stochastic subgrid snow model for representing subgrid variability 
of snow, is coupled into the RUC LSM. The new model is named RUC-SS LSM. In the RUC-SS LSM, the 
original method of RUC LSM (i.e., linear depletion curve method) for calculating snow cover fraction is 
replaced with a method physically taking into account snow subgrid variability, the FPE-snow model. In 
this model, SWE is treated as a stochastic variable and calculated from the PDF of SWE. The PDF of SWE 
is the solution of the advection-diffusion equation (i.e., Equation 1) derived from a mass conservation of 
SWE. Performance of RUC and RUC-SS LSM is compared over two 13-km  13-km grid cells, each of them 
including two ESM-SnowMIP sites (Krinner et al., 2018; Menard et al., 2020). The results demonstrate that 
RUC-SS has a better capability in simulating snow cover fraction than RUC LSM, and this improves their 
energy and water exchange simulations further. Such improvements will improve performance of numeri-
cal weather prediction (NWP) models.

From the results of this study, we can draw some conclusions on the subgrid variability of snow and its 
effects on the energy and water exchanges simulations in surface-atmosphere interactions:

1.	 �Subgrid variability of snow distribution is substantial for mountainous regions, therefore snow depth 
and SWE should be treated as stochastic rather than deterministic variables in numerical models. 
The proposed approach to account for snow subgrid variability improves predictions of SCF and skin 
temperature.

2.	 �The most noticeable differences between RUC and RUC-SS LSM happen late in the snow-melting period 
when the grid cell is partially covered with snow. RUC-SS extends the simulated partially snow-covered 
period from 2 to 4 days up to more than a month by representing variation of snow depth within the grid 
cell. The RUC-SS gradual SCF decrease during the melting seasons leads to consequent gradual modifi-
cations in the simulated surface fluxes and skin temperature, while in RUC LSM the transition from fully 
snow-covered to fully snow-free surface state happens too abruptly.

3.	 �RUC-SS corrects cold or warm biases of skin temperature from RUC LSM caused by errors in SCF. Using 
a linear depletion curve method, the simulated partially snow-covered period from RUC LSM is not cap-
tured accurately. Thus, RUC LSM may introduce a cold bias in the simulated skin temperature when SCF 
is overestimated, typical for the early snow melting stage, or a warm bias when SCF is underestimated, 
typical for the late snow melting stage. RUC-SS LSM, which includes the stochastic FPE-snow model, 
reduces such biases as its estimate of SCF from the PDF of SWE is more accurate based on shown veri-
fication against the remote sensing data.

4.	 �Comparing with RUC LSM, the simulated state variables and energy-balance components from RUC-SS 
evolve gradually during a snow-melting stage consistent with the gradual change of SCF. In both RUC 
and RUC-SS LSM, the grid-scale averaged state variables and energy components are calculated based 
on the weighted average of snow-covered and snow-free fractions of a grid cell. Thus, more accurate 
snow cover fraction in RUC-SS reduces RMSEs in skin temperature simulations during the periods with 
partial snow cover.

Although the proposed comprehensive and physically based parameterization scheme for representing sub-
grid variability of snow in land-surface models shows improvements in surface predictions with partial 
snow on the ground, it also has several deficiencies. First, the vegetation effects on the variability of snow 
are not (yet) explicitly included at subgrid scales for NWP-scale models. It is well-known that vegetation 
affects wind speed, radiation, horizontal snow redistribution, and rain/snow interception and that different 
vegetation types have different characteristics. However, a method that can include all these effects into the 
stochastic snow model hasn't been developed yet. Second, the accuracy of the calculated SCF in RUC-SS 
depends on the numerical scheme in solving the advection-diffusion equation (Equation 1). Although a 
second-order numerical scheme, the Monotonic Upstream-centered Scheme for Conservation Laws (MUS-
CL), is adopted in this study, numerical errors may still exist, especially when mean SWE is very small and 
variance of SWE is large.

In summary, off-line multi-year testing of the RUC-SS LSM with given atmospheric forcing presented in this 
study has demonstrated its capabilities to adequately capture subgrid variability of snow. In the future, a test 
in a fully coupled atmospheric model will be conducted by integrating RUC-SS into the NOAA operational 
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weather prediction systems: RAP, HRRR, and a regional model using the Unified Forecast System (UFS). 
The subgrid snow treatment applied in RUC-SS is usable also with other LSMs. Fully coupled testing with 
continuous cycling of surface and snow variables will be used to further evaluate the skill of the RUC-SS 
LSM and quantify its effects on snow evolution, surface fluxes, and boundary-layer structure.

Appendix 

Data Availability Statement
Source code of the RUC-SS LSM can be accessed through https://doi.org/10.5281/zenodo.3825277. MODIS 
MOD10A1 data can be accessed through https://nsidc.org/data/mod10a1, MODIS MOD11A1 data can 
be accessed through https://lpdaac.usgs.gov/products/mod11a1v006/, Landsat Fractional Snow Covered 
Area data can be accessed through https://www.usgs.gov/land-resources/nli/landsat/landsat-fraction-
al-snow-covered-area, SNODAS data can be accessed through https://nsidc.org/data/g02158, and IMS data 
can be accessed through https://nsidc.org/data/g02156.
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Processes Representation in RUC LSM

Soil •	 �1-D water transport from Richard's equation (Equation 4, Smirnova et al., 1997)
•	 �1-D heat diffusion equation (Equation 1, Smirnova et al., 1997)
•	 �Johansen approach for thermal conductivity (Johansen, 1975)
•	 �Staggered vertical grid with 9 levels (Smirnova et al., 1997, 2016)
•	 �Parameterization of thawing/freezing processes in soil (Smirnova et al., 2000)
•	 �Weighted average of all soil types in the grid cell for soil parameters (Smirnova, 

et al., 2017a)

Vegetation •	 �A “one-leaf” concept for the vegetated portion of the grid cell (Equation 20, Smirnova 
et al., 1997)

•	 �Evapotranspiration (Equations. 9, 16, 18, Smirnova et al., 1997)
•	 �Surface parameters (emissivity, transpiration parameter, roughness length) as a non-

linear weighted average of all vegetation types in the grid cell (Smirnova et al., 2013)
•	 �Seasonal variation of roughness length for a cropland category (Smirnova et al., 2013)
•	 �Simple irrigation model for a cropland category (Smirnova et al., 2015)
•	 �Interception of snowfall by the vegetation canopy (Smirnova et al., 2016)

Snow •	 �Snow model with up to 2 snow layers (Smirnova et al., 2000)
•	 �Two-iteration implicit energy budget algorithm for snow melting (Smirnova et al., 2016)
•	 �Separate treatment of energy budgets of snow-covered and snow-free portions of the 

grid cell based on snow cover fraction (Smirnova et al., 2016; Smirnova et al., 2017b)
•	 �Aggregate surface energy components of snow-covered and snow-free areas every time 

step (Smirnova et al., 2016)
•	 �Time-dependent density of snow pack on the ground (Smirnova et al., 2016)
•	 �Time dependent snow albedo (Smirnova et al., 2016)

Surface fluxes •	 �Implicit solution of energy and moisture budgets for a layer spanning the ground 
surface (Equations. 21–22, Smirnova et al., 1997)

Precipitation forcing •	 �Option to accommodate mixed-phase precipitation forcing (Smirnova et al., 2000)
•	 �Variable density of solid phase precipitation depending on the hydrometeor type 

(Smirnova, Brown, & Benjamin, 2017)

Surface runoff •	 �Koren-Schaake runoff scheme accounting for spatial variability of hydrological 
processes (Schaake et al., 1996)

Sea ice •	 �1-D heat diffusion equation (Equations. 1–5, Smirnova et al., 2016)
•	 �Snow processes on top of sea ice is simulated using 2-layer snow model (Smirnova 

et al., 2016)

Table A1 
A Brief Summary on the Characteristics of the RUC LSM for Different Processes

https://doi.org/10.5281/zenodo.3825277
https://nsidc.org/data/mod10a1
https://lpdaac.usgs.gov/products/mod11a1v006/
https://www.usgs.gov/land%2Dresources/nli/landsat/landsat%2Dfractional%2Dsnow%2Dcovered%2Darea
https://www.usgs.gov/land%2Dresources/nli/landsat/landsat%2Dfractional%2Dsnow%2Dcovered%2Darea
https://nsidc.org/data/g02158
https://nsidc.org/data/g02156
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