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1. IRTRODUCTION

Multiple range testing, used to detect principal contributora toward heterogeneity
within a set of treatment meane, has long been regarded as a useful and practical
experimental tool, As new and different approaches toward eclving the multiple
range testing problem heve evolved, however, 5o the controversy as to what consti-~
tutes the most equitable base test standard has Increaped. Researchers wish to
know which of the multiple range testing techniques 1s best suited to thelr
particuler experimertsel situation as reflected by the cnus placed on the null

and alternative hypotheses in question.

In thie paper, the "per comparison," "per experiment," and "experimentwise"
approaches of Student, Fisher, and Tukey, respectively, are exemined and defined.
The "improved ccmparisonwise" spproaches of Hewman-Keuls and Duncan are contrasted
with the three tests mentioned above, apd the concept of the sequential approach
to multiple range testing is lovestigoted iz some detall.

2. AFPLICATZON OF FIXED RANGE HYPOTHESES TESTING TRECENIQUES

The basic F-test, following a conventional analysis of variance or analysis of
coveriance, determines whether there may be considered equality of several treat-
ment means, If the findings of the F-teet favor the alternate hypothesis, very
little of a specific nature may be determined concerning scurces contributing

to the deciaion. It is often desirable to know why the mull hypothesie of equel
treatment effe¢ts hag been rejected. TIndeed, thia may often be the crucisl point
of the entire analysis, and the contrast examination afforded by multiple range
hypotheses testing technlques may be employed to augment the F-test by providing
an answer to thls question.

The difference in velue between the highest and lowest obgervations, within a eet
of quantitstive data representing the cutcome of some experiment, has probebly
always been the most obvious general mespure of the varisbility of that date when
comparad with scme calculated standard range seceptable for homogeneity, If the
obeerved difference should exceed the standard calculated test range, then the
hypothesle of homogeneity for the data examined would be discerded in favor of
one of heterogeneity.

The problem of establishing rellahle parameters for the steandard test range is
one that may be interpreted in both s methematical and heuwristic fashion, Some
of the resuitant teats commonly used by astatisticians are compared as to their
effect upen the cutcome of & hypothetlesl, but ideal, fishing gerr experiment in
Example A in this section.

Range tests are designed to test the slgnificsnce of the range of p out of n
ordered meens of semples of mize N, where p = 2,3 ....., {(n-1}, n, Typically,

one commences by testlog the significance of the total range of all n means by
cowparing it with the critical range demsigneted by the appropriate teble cell

for the particuler level of pignificance deemed most suiteble. If the oversll
range of all the means is determined as significant, the range nwmber p issde-
creased by one, and the range of {n-1) successive meens is tested for eignificance
by drepping the largest and then the smellest mean out of the test, It ashonid be
noted that there is zo priority t¢ the order in which thie reduction of the p
value is cerried out. If the (n-1) successive mean tests prove signifieant, the p
value l1g again decreesed by 1 to (n-2) and the resulting experimental mean range
is compared with the appropriste criticel range value for detection of significance.

This reduction and testing process continues until a certain range of &

subgroup of means 1is demonstrated to be non-significant, thus indicating

that all the mesans within that subgroup are of homegeneous nature and that n? i
further imveatigation of subgroups nwaller then the value p need he tessed within
that particular range of meuns.

For the same baze level of sipnificmnce various multiple range hypotheses testing
techniques will yield differing standard critical ranges for the sane va}ugs of

p and n. The difference is mainly & Teature of the two scparate and definite
spproaches to the designatien of zignificant levels as p, the number_of means
contained within & range, increases. ‘(raditiocnelly, uw ripgid unchanglng l?vel of
significance is assigned to all values of p, (1}, {7y, and (10) but this 1? con—
sidered by some as a rather conservative approach and so the more m?dern, though
as yet mathematlically inexsct, approach favera a merc liberal changing scale of
significance levels based on the value of p, {2}, (3}, and {9). Bome of the
more popular fixed range teste are defined in this section, whereas the sequential
testing approach is discussed in the following section.

In the 1935 first edition of his universally accepted treatise on "hesign of‘
Experiments," Fisher expressed the idea that it would be unwise to apply & fixed
range test of the multiple "t" type if the overall between-treatment F-test
indicated homogeneity. If the F-test indicates overall non-significance, then
a1l sub-differences comtained in the overall range are to he declared not
significant.

Of the range tests that employ a single fixed test standard {against which'all
pocsible pairwise ranges are tested for significance), perhaps the P.?.D.,l.@.,
"least Significant Differenece” test, together with the somewhat modified F.S5.D.
and T.S.D. tests established by Fisher and Tukey, respectively, are the ones )
featured most prominently in svailable literature on the sublect of range testing,
(1Y, (2), (&), (7}, (9), (11}, and (1h). These three fixed tests designate a
standard difference between any two out of n means of samples of size W which,

when exceeded, indicates significant difference at the particular @ level {fer Type 1

error of erronecusly sccepting alternate hypothesis) upon which the test %3 based,
Diagram 1. Theze palrwise standard ranges for the three fixed tests mentioned
gbove are as defined in the follgwing:

1. "Studemt" t, L.5.D. = tlo, vJSE = aqfa, 2, V)SE (L}

Where v is the number of degrees of freedom for the error, t {a, v} is the two
tailed level of Student's t with v degrees of freedom

2 1/2
§- is the stapdard error of the meen, S_ = (3°/N)
%

SE is the standerd error of the difference between the means,

= { 92/1\1)1/2 = @S;

il

g (@, 2, ¥) is the upper o point of the studentised range of 2 observations with
v degrees of freedom for S.

2. Tisher's Test, F.3.D. = qla/nce.2,v) 5; (23

In the F.5.D. test, the a level of significance fer type 1 error that was assigned
to each pairwise range test in the L.5.D. test is distributed equally botween



the n2 pairwise comparisons of the F.3.D. test to give an overall o level.
The L.8.D. approsch tc the applicetion of the a level of significance may be
referred to as the "per compsrison™ approach, while the division of & between
the individusl comparisons featured by the F.2.D, test may be termed the

"per experiment™ approsach.

3. Tukey's Test, T.5.D. = qfa, n, v}S; (3}

where n = total number of treatment means in the range. In this cese the &

level of significance is awarded @t the n level overall range, and is effectively
reduced as the number of means tested for significance of range is deereased,

This approach is generally regarded as unnecessarily conservative and would appear
te zgive an unrealistically expanded zone of acceptance within individusl subranges
which could be primary contributors to heterogeneity. The Tukey method of
awarding o is supposediy sensitive to the overall experiment and is therefore
sometimes referred to as the "experimentwise™ approach to Type 1 error designation.

Thus, for the three fixed range tests examined, there are three vastly different
medes of dispersing the base level of significance which results in three somewhat
different standard test ranges for the same a significance of the test. By far
the most simple approach to the problem of multiple range testing is effected by
extending the symmetrie two-tail t-test {commonly used to decide the equality,
superiority, or inferiority of ome treatment to another in the two-trestment t
case, Diagram 1) to the multiple treatment problem of answering the seme question
for each and every pair of treatments concerned, This o level multiple 4 rule,

as this simultaneous multiple t-testing procedure is often emlled, isolates each
pair of treasiments for a marginal test., The fact that the difference between

eech pair is compared with the same level t standarad, regardless of how many
treatment means Intervene in the range of ordered means, has csused a certain
amount of intuitive dissatisfaction with the so-called "u level multiple t range
test" and has resulted in the establishment of varicus alternatives,

The importance of deciding upon & realistie value for the level of significance
which is sensitive to the nature of the experiment is discussed further in the
next section as rationalized by the sequential appreoach to range testing, but the
following three definitions by W.T. Federer, (7), appesr to be relevant at this
stage.

1) Error rate per comparison = mupiber of erroneous inferences which is the
proportion of all cemparison dec€§?85£ ggpéggggeggeﬁeﬂggggggg&s when the null
hypothesis is true.

number of erronecus inferences

number of experiments

which is the expected number of erronsous statements per experiment when the null
hypothesis is true.

2} Error rate per experiment =

. ) number of experiments with one or mor rronecus
3) Experimentwise error rate = P TnFefe )

number of experiments
which is the expected proportion of experiments with one or more erroneous statement,
when the null hypothesiz is true.
Furthermore, to avold econfusion when referring to error and power of tests, the
following convention is adopted for use herein:

PRCTECTION = No. of correct decisions made under the Rull Hypothesis x 100
Total no. of decisicns under the Null Hypothesis

TYDE 1 ERROK = Yo. of incorrech decislons made under the Hull Hyvothesis x 100
{co-protection) Total no. of decisions under the Kull Hypothesis

POWER = Na. of correct decisions made under the Alternate Hypothesis x 100
ToLal no. of decizions under the Alternate Hypothesis

1YPE 2 ERROR = No, of incorreci decicions made under the Altermate Hypothesis x 160
{co-power) Total no. of decizions under the Alternate Hypothesis

The relaticnship between these four test Tactors is most readily apprectated in
its most basic form with Just twe means consldered. The effect on each of the
factors caused by an alteratiom in the level of significance can easily be
construed from Diagram L.

The threc fixed range tests by Student, Fisher, and Tukey provide standard
significant differences, and 3¢ the logical method of cemparison would seem Lo

be through these standard differences for & given base level of significance,
This is attempted by means of the following example with an individuval confidernce
interval worked for a per comparison, per experiment and experimentwise approach,
using the L.S.D., F.5.D., and 7.5.D. tests, respectively.

EXAMFLE A

A hundred fishing vessels were divided randomly into five groups of twenly vessels
each. Five trawl nets of different design were to evaluated for fishing efficiency
as reflected by catching rate und 20 trawls of one design provided for each group
of fishing vessels, one for each boat.

If a convenient standard error of the sample mean of unity is adopted, the above
test standards are to be compared with all pairwise ranges and if exceeded, will
indirate neterogeneity between the particular peir of treatments, {in this case
trawl nets} tested. Thus the pairwise 95 percent confidence interval not to be
exceeded, if the null 4ypothesis of homogeneity for a given pair of treatments is

+ +
to be accepted, will vary from o low of - 2,82 for the L.3.D. test, through — 3.94

for the T.5.D. test to a high of il L.05 for the F.5.D. test, Tf the base level
of significance iz lowered to .01 to give & 99 percent confidence interval, the

+
resulting test ranges for the example will be extended to & low of - 3.72 for the

L.5.D. test, through & L.7h for the T.G5.D. test, to 2 high of = k.80 for the
F.S.D. test. The standsrd test values for t or g at varicus degrees of freedom
and levels of significance are contained in refs, {12} and {13} or any complete
text on experimental statistics such as ref. (6}, Approximate values may be
obtained from interpelatien of Table L.

The difference in the values of the test ranges is a direct function of the
manner in which the basie error rate is dispersed, and the sapproackes shown here
clearly display this difference, However, m base level of signi ficance of .S
could be selected for the per experiment approach, and therefore eguation (2)
would yleld:

F.5.D. = = al 7/502,2,.95) 8; = L 1{.09, .95) /2 5



and so the eonfidence interval resulting would have been the same as for a per

comperisen teast, using the L.G5.D. teat with a .05 level of significance but the
two ndopted levels of significence would have been vastly different. Thus the

difference between the per comparison and per experiment test range is entirely
due to the manner in which the adopted level of significance is applied.

The difference between the per comparison appreach of the L.5.D. test and the
experimentwise approach of the T.8.D. test is due to the adoption of the o lsvel
of significance st the p = 2 level 1n the L.G.D.

Thus total degrees of freedom = ul - 1 = (5.20) - 1L = 99
Treatment degrees of freedom between nets = m -1 =5 =1 = k4
Error degrees of freedom between boates = nk - n = (5.20) - 5 = 95

A preliminary F-test indicated a very significant difference between nets or
treatments. The ordered sample means were = T = §.27, = = 11.7h, % = 13.06,
a b s

= 1T7.10, i - 23.60

%4 e

{a) Error rate base per comparison uwsing L.S.D, for a 9% percent confidence
interval, eguation (1}

N
X, - x, = — gfoey, 2, v} Si

%, - %, =72q(.05, 2, 95)s_

% - %, =11(.05, 95 /2 52

~ — o+
% - Xj_ - 2.00(1.h1h}si

X, - % =t2.825—
1 J x

(b} Error rate basc per experiment using F.S.D. for 95 percent confidence
ipterval, equation (2)

% - % =% gla/mez, 2, Vs,

%, - % =~ ale/see, 2, 95)s;

- - +

SRR qi{nfl0, 2, 9;}8;

% - % =% 4(.005, 95} /2 =-
i 3 *

X -x =1 2.95(1.k14 )<

|
|
1+

L_05 s)_(

(¢} Experimentwise error rate bese using T.8.D. for 95 percent confldence
intervel, equation {3)

Ei - Y ala, n, ¥)Sg

%, - %, =+ q{.05, 5, 95)8
xl-xj - ql .05, 5, §
- - +

X -xy = - 3.9h5;

test apd the p = n level in the T.5.D. teat. The difference between the per
experiment and experimentwise approaches of the F,3.D. and T.3.It, range tests is
glzo due to the mapner in which the level of eignificance is set and dispersed.
These two tests are compared in the most directly contrasting way possidle by
awarding the per comparison level of significance st the common .05 level for

a two-fold L.5.D. test and noting the resultant per experiment levels of signi-
ficance necessary to effect this st higher levels under the F.B8.D. test. These
results are shown In Table 1 together wlth the resultant levels of significance
caused by assuming 8 .05 level for the experimentwise T.5.D. test, thus contrasting
the resulting intermediate levels of significance and test protection levels

due to the most liberal and conservative designetion of the common .05 level of
significance from the F.S.D. and T.5.D. tests respectively.

o for F.5.D.

o for T.5.D. 2 3 L 5 10 20 30
a 05 .12z .203 .286 627 .918 1
B 95 878 797 11k .373 .0B2 ,016
o L0002 . 0005 . 001 .002 00T .025 405
Pp .9993 9905 -399 998 .993 975 =95

Table 1 TFReszultant Per Experiment Error Eate anup and Protection Levels Pn' Pp From
A .05 Level L.5.D. and T.5.7. Test, Respectively

The vese dlfference between the three approaches masy be clearly discerned from
Table 1, where for the parameters adopted it requires a per comparison level of
only .0002 under the T.S5.D, teat to give a resultant experimentwise error of .0S5.
It is thiz reduction of the level of significance at lower levels that suggests
apparent conservetism ag a critiecism of the Tukey T.5.D. teat, but Judicial
adjustment of the overall experimentwlse error rate can result in a more reasonceble
set of values for lower levels of p, This principle is mlec applicable when
compering the F.5.D. and I.5.D. or per experiment to per comparison epproaches, as
previously indicated.

3. APPLICATION OF SEQUENTTAY, RANGE HYPOTHESES TESTING TECENIGUES

It can readily be determined from Table 1 that the difference between the levels
eof significance by the per comparison and experimentwise approach to range
testing incremses az the number of treatment means involved in an experiment



increases. This feature has been strongly condemned by advocates of the sequen-
tial approach to multiple range testing, who ergue that an aceceptable level of
sigrificance for the experiment by the experlmentwlse approach often renders the
regultant level of significence for comparisons unrealistically small, and thus
prone to Type 2 errors, Disgrem 1, Furthermcre, an acceptable level of signifi-
cance for compariscns by the per comparison approach often renders the oversll
experimentwice level of significance too lerge to be of practicel use. Hence this
unascceptable relationship between the per comparisen and experimentwise error
rates leads to the foundation of sequential tests providing levels of significance
following some "middle ground"” between the per comparison and experimentwise
levels, heing sensitive to the number of treatment means involved in a given test.

The New Multiple Range Test by D.B. Duncan, (2), (3), (4), end (5}, attempts

to utilize some of the more favoreble characteristics of the aforementioned fixed
range tests while employing a special protection levels system, based on degrees
of freedam, This protection is achfeved by considering every possible slternative
+o the hypothesis of homogeneity 25 an individusl case, defined by its own power
characteristics. For example, the most basic test of homogenelty is when p = 8
and Juet twe semple populations are to be equated. Duncen's Multiple Range Test
considers each of the three decisions possible:

1) El and i2 are not significantly different

2) ¥, is significantly smeller than x

1 2

3) EQ ie significantly smeller than il
Whereas scme testing procedurea consider 2} and 3) ebove grouped to form 8

two decipion test:

D x, and X

1 2 are not significantly different

2) il and E? are significently different
As Duncan stated, (3), "function which combines probabilities of correct
decisions with probabilities of serious errors in this way ls of not value

in measuring desirable or undesirable properties.”

If the mumber of means Teatured in an experiment is increased to three or
more, the number of possible alternatives to the hypothesis of homogeneity
rises sharply. For exemple, when three means are involved, there are 19
possible decisions that c¢ould be made when investigating the ranking status
of thoge means: when n = 6, there are 57 possible decisions. A deteiled
treatment of the power structure and definition of the alternative situations
for n » 2 is provided in refs. (3) and {11)}.

The effective difference between the most commonly accepted and used multiple
range tests is a function of the method employed to arrive at the rcollective
significance level set for each subrenge of p means within the total set of
n means involved, For example, if the protection levels of the two mean

tests for each of the Multiple t, Newman Keuls {7) and (8) and Duncan's

Few Multipie Range Test are all set at 95 percent then, because of the
different considerations used in allowing for increase in alternatives as

the number of means tested together increases, the resultant protection
levelp at higher ranges will vary sccordingly. For the total null hypothesis
concerning three means, that is, when n = 3, the resultant proftection lewvels
for the three tests mentioned are: 8O7.8 percent for the Multiple t-test,
Table 1, 95 percent for the Newman-Keuls Test and 90.2% percent for Duncan's
Hew Multiple Range Test, {12} and (13}.

The differences between these mssigned protection levels, upon which the

test parameters are based, are a result of the particular type of protection
sought by the persons respensible for constructing these tests. The relatively
nigh level of significance in the case of Just three means for the Multiple
t-Test where o = 12,2 would seem in meny cases to present an unreslistic

risk. 1In this cese, the chance of rejlecting the Wull Hypothesis, when it

iz indeed true, could be a5 high as 12.2 percent. However, this test does
provide good protection against Type 2 errors, and for this reason {when
optimization of the alternative situation is sought} may in some circumstances
provide the most attraetive ftest conditions.

To the other extreme, the Newman-Keuls Test maintains s constant protection
level with a relatively low level of significence of five percent, thus
allowing a greater probability for Type 2 errors, DHagrem 1. For this Ieason
the Newman-Keuls Test could be consldered generally insensitive to the
incressing number of slternatives to the Null Hypothesis as the number of
means involved increases. MHowever, this test base may be attractive for
circumstances that render a conservative approach to the Null Hypothesis a
desirable festure. The Wew Multiple Fange Test by Duncan establishes standard
conditions with the intention of the Null Hypothesis being protected, and yet
remaining sensitive in the abllity to detect Type 2 errors st each level

of p from 1 to n.

The apparent insensitivity of fixed range tests at intermediate wvalues for

p between 1 and n is countered in two different ways by the Newman-Keuls and
Tuncan sequential range testa. The Newman-Keuls or N, K.M. standerd test
range for p out of n ordered means of samples each of size W 1s based on
the studentised range of p observations instead of on the studentised range
of n observetions as in the T.5.D. test. Thus when p = n the test standards
of the N.X.M. and the T.3.D. are the same, and when p = 2 the test standards
of the N, X.M. and the L.3.0. are the same. For other values of p between

2 and n the resultant N.K.M. test standard will be established at some
intermediate level hetween the fixed test standards of the L.2.D. and T.5.D.
tests. The p level choice for the seguential range test by Newman-Keuls

is as follows:

NEM : o =a (W)

The New Multiple Range Test proposed by Duncan approsches the problem in

8 similar seguential manner, but based upon the number of degrees of freedom
avallable. Duncan reesons that one has {p - 1) degrees of freedom for testing
p means apd 1t is therefore possible to meke {p - 1) independent tests, each
with its own (1-a) protection level. Thus the Joint protection level for the
range of p means is (1-¢)P~l, which is the probability of finding no signifi-
cant differenceg in making (p-1) independent tests (each with its own level
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10
of pignificanea) under the hypothesis that all p population means ia = B.27 )-Lh = 11.7h  x = 13.06 ¥, = X0 x =2y e}
are equal., The p level choice for the seguential range test by
Duncan is as follows: L.3.D. @ = .05
pAM.: & =1 - (1-a)? "1 ; D.N.Moa = .05
v NEM a=.05
Thus the difference between the sequential multiple range tests L.3.D., o= .01
- i i i = 2 N
of YWewman-Keuls and Duncan lies in the choice of ap’ T » 3, B . DB, o= .0l
{n - 1), (n}.
i HEM a= .0
These two sequential range tests are compared and contrasted with T.8.D. @ = .05
the three fixed range tests, {(previously defined in Section 2) in e '
the fellowing sgection. F.8.D. a = .05
i T.8.D. o = .01
L. COMPARISON OF MULTIPLE RANGE HYPOTHESES TESTING TECHNIQUES
F.53.0. a = .01
The resultant factors by which S; must be nmultipled to obtain the
eriticual teet renges for the fixed and sequentisl methods discussed TABLE 3 NONSIGNIFICANT RANGES #0R TEN RANGE TEETS ON EXAMPLE A
in the previous two sectlons are contalned in Table 2. A convenient
SE of uynity has been assuhed for the data contained in example A in order to The fundemental principles of range testing mullify the range testing of observed

subranges conteined within a larger nonsignificant range, Thus the comparisons
between the observed and test standard ranges are carried cut in a routine and
methodical manner commencing with the largest value of p (p = 5 in FExample 4}
and reducing the p fector by 1 unti}l p = 2 or until a range of nonsignificance
is reached, The procedure is somewhat guicker for the fixed range tests which
require only one test standard to he computed for comparison with the obgerved
ranges at all levels of p.

afford direct comparison «f the factors shown in the Table with the ranges
between the sample means of the exsmple.

TEST STANDAKLS for v= 95, p = 2,3,h,5,si =1.0

TE3IT CODE p=2=2 p =73 p=L p =5
The test standerds presented in Table 2 are reproduced in greph form in Diagram 2

- - in an attempt to 1llustrate the trend of seguentiel range tests in & continous
L.8.D. & P05 2.61 2.8 .81 2.81 manner. The test values appear on the y axis and may be selected for the
D.N.M. a = .05 2.6 2.96 3.09% 3.13 correspending values of p which constitute the x aexis.
L.5.D. a = .01 3.73 3.73 3.73 3.73
N.K.M., @ = .05 2.8t 33T 3.70 3.94
T.5.D. a4 = .05 3.585 3.6% 3.9% 3.95
F.5.0. @ = .05 h.o5 L.05 L.05 h.os 5. CONCLUSICN
D.N.M. a = .01 3.73 3.89 3.99 ko7 From the preceding Table and Diagram it way be deduced that for the ten test
HEM. a= .01 3.72 L, 22 4,53 L.T4 standards computed, four different situations of homogeneity were demonstrated.

_ - These situations vary from the rather liberal approacih to protection of the
T.8.D. @ = .0k 476 b.76 b6 b.16 homogeneity hypothesis of the L.5.D., @ = .05 test to the more conservative
F.5.D. a4 = .01 L. 80 k. 80 4,80 L. 8o approach of the F.5.D., @ = .01 test. That is from just (xh = xc) for the

. L.8.D., ¢ = .05 test to {xa R and x, = xd) at the @ = ,01 level for

TABLE 2 TEST STANDARDS FOR FIVE MULTIPLE RANGE TESTS ON EXAMPLE A the F.5.D. teat,
The ten different test standards, for the five different approaches to the However, it is clearly illustrated Ly Table 3 that the trawl nets of d and e
miltiple range testing problem at two bmse levels of significance, produce design were proven signifiecantly more efficient catehers than the other 3 nets
the inferences suggested by Tahle 3 when applied to the dats in Example A. {for the zsmple triasls of Example A} by seven out of the ten range tests.
The wvarious test standards are compared to the ordered sample mean ranges and Furthermore, the e type trawl net was proven significantly betier than all the

non-significant ranges due to each test are underlined. Hence, for each test
procedure, only those means which are not connected by an unbroken line in
Table 3 are judged to be significantly different.
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other net designs by sll ten of the multiple range tests applied. In experiments Tuble b DISTRIBUTION OF THE STUDENT t VALUES BY THE PROBABILITY AND THE
of this nature, it would mppear that selection of & single range test standard WUMBER OF "DEGREES OF FREEDOM" (Hoel, 19h7)1
is best governed by the physical consideraticns of the partlicular experiment.
If the primary comcern is for protection of the null hypethesis of homogenelty, .

P
a conservative approach 1s dictated, such as afforded by a low level F.3.D. of . Humber of robebllity to become larger than t
T.5.0. test. Should the experimental emphasis be towards optimization of the "Degress of Freedom" 0.005 ) 0025 oos o1 %15

poweT of the altermative hypothesis then the higher level, less protective

approach of the L.3.D. test can be applied. From Diagram 2 it cen be seen i 63.65T 31.821  12.706 6.71k 3.078  1.963
that judicial selection of the test level will provide = range standard geared , 2 9.925 6.965 L. 3032 2.920 1.886 1.386
towards a less biased approach, and certainly the data can ecasily be subjected to 3 5,841 k.o5k1 3.182 2.353 1.638  1.350
two or three fairly representative multiple range test comparlisons before L . 604 3.747 2.776 2.132 1.533 1.190
conclusive results on the various hypotheses are finalized. 5 L.n32 3.365 2.571 2.015 1.476  1.156
[ 3.707 3.143 2.hy7 1.0L43 1.hbg 1.13d

T 3.h99 2.998 2.365 1.895 1.415  1.11%

8 3.355 2,896 2.306 1.860 1.397  1.108

9 3.250 2821 2.262 1.833 1.383 1.100

10 3.163 2. 764 2.228 1.812 1.372  1.093

11 3,106 2,718 2,201 1.796 1.363 1.088

12 3.0%5 2.681 2.179 1.782 1.356  1.083

13 3.012 2.650 2,160 1.771 1,350 1.079

1k 2.977 2,62k 2,145 1.761 1.3k5 1.076

15 2.9LT 2,602 2.131 1.753 1.3 L.07k

16 2,921 2.583 2.120 1.7k6 1.337 L.o71

1T 2.858 2.567 2.110 1.7Lko 1.333  1.069

13 2.878 2.552 2.101 1,730 1.330 1.0687

19 2.861 2.539 2.093 1.72% 1.328  1.066

20 2.8L5 2,528 2,086 1.72% 1.32% 1.064

21 2,831 2.518 2.080 1.721 1.323  1.063

22 2.819 2,508 2.07h 1.717 1.321  1.061

23 2.807 2.500 2.069 1.71k 1.319 1,060

24 2.797 2. b2 2.064 1,711 1.318  1.05%9

25 2.787 2.h8s 2.060 1.708 1.316 1.058

26 2.779 2.k719 2.056 1.706 1.315 1,058

27 2,771 2.h73 2.052 1.703 1.314  1.057

28 2.763 2. heT 2,048 1.701 1.213 1.056

29 2.756 2. k62 2. 0ks5 1.699 1.311 1.055

30 2.750 2.457 2.0Lz 1.697 1.31¢ 1.055

o 2.516 2,326 1.960 1.645 1.282  1.036

Note: When the absclute value is used, the probability must be doubled.

lPaul G. Hoel; Introduction to Methematical Statistices, John Wiley and
Sons, Ine., 1947.
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type 1 arror type 2 ermor

{a)Small lavel of
significance

(b} Medium levei of
significance

(c) Large level of
significance

DIAGRAM 1 TYPE I AND TYPE II ERROR RELATIONSHIF FOR & TWO
DECISION TEST

13

5.0 -

F.5.D. & = .01

4.5 4

F.$.D. &K=

.05
DN.M. X =01

DIAGRAM 2 COMPARISON OF TEST STANDARDS PCR TRAWL NET EXAMPLE A
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