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1. IHTRODUCIIOH

Multiple range testing, used to detect principal contributors toward. heterogeneity
within a set of treatment means, has long been regarded as a useful and practical
experimental tool. As new and diff'erent approaches tovard solving the multiple
range testing problem have evolved., havever, so the controversy as to what consti-
tutes the most equitable base test etandsrd hae increased. Hesearchers wish to
hnov vhich of the multiple range testing techniques ie beet suited to their
particular experimental situation as reflected by *he anus placed on the null
and alternative hypotheses in question.

In this paper, the "per comparison,n "per experiment," and "experimentvise"
approaches of Student, Fisher, and Tulrey, respectively, sre examined and defined,
The "improved camparisonwises approaches of Hewman-Keuls and Duncan are contrasted
vith the three teste mentioned above, and the concept oi' the sequential approach
to multiple range testing is 1nvestigsted in some detail.

2. APPLICATK!H OF FIXED RAHGE HYPOTHESES TESTIHG TECHHI UER

This reduction and testing proces., contircues until a certain ranve af c.
subgroup of means is demonstrated to be rien-significant, thus indic atirig
that all the means within that subgroup are of homogeneous nature and that no
further investigation of subgroups . mailer than the value p need be ten=ed wl .hiri
that particular range of mean -.

For the same base level of igeificccnce various multiple range ?~vpatheces teat irig
techniques will yield dif oring ntanciard critical ranges rar the scuric values of
p and n. The difference is mainly a feature of the two nc.parate end definite
approaches ta the designation of significant levels as p, the number of menu.
contained within a range, increases. Traditions!.:!y, u rigid unchariging level o~
significance is assigned to sll values of p, �!, �!, and �0! 'but this is corr-
sidered. by some as a rather conservative approach and so the rcore modern, haugii
as yet mathematically inexact, approach favors a morc liberal ehangiug scale of
significance levels based on *he value af p, �!, �!, aud  9!. Some of the
more popular fixed range te t are defined in this section, wherca" the sequential
testing approach is discussed in the following sectio n.

The basic F-test, following a conventional analysis of variance or analysis of
covariance, determines vhether there may be considered equality of' several treat-
ment means, If the findings of' the F-test favor the alternate hypothesize, very
little of * specific nature may be determined concerning sources contributing
to the decision. It is often desirable to know why the null hypothesis of equal
treatment effects hae been reJected. Indeed, this may often be the crucial poi~t
of the entire analysis, and the contrast examination afforded by multiple range
hypotheses testing techniq~es msy be employed to augment the F-test by providing
an ansver to this question.

The difference in value betveen the highest and lovest observations, vithin a set
of quantitativ'e data representing the outcome of some experiment, has probably
always 'been the most obvious general measure of the variability of that data when
canrpared vith same calculated. standard range acceptable far homogeneity, If the
observed difference should exceed the standard. calculated test range, then the
hypothesis of homogeneity f' or the data examined vauld be discarded in favor of
one of heterogeneity.

The problem of establishing reliable parameters for the standard test range is
one that may be interpreted in bath a mathematical and heuristic fashion, Same
of the resultant tests connnanly used by statisticians sre compared. as to their
effect upon the outcome of a hypothetical, but ideal, fishing gear experiment in
Example A in this section,

Range tests are designed to test the signif'icance af the range of p out of n
ordered means of sampjes of sine H, where p = 2,3 .....,  n-l!, n, Typically,
one connnences by testing the sigaificance of the total range of all n means by
comparing it with the critical range designated by the appropriate table cell
for the particular level of significance deemed most suitable. If the overall
range of all the means is determined as significant, the range number p issde-
creased by one, and. the range of  n-1! successive means is tested. for significance
by dropping the largest and then the emslleet mean out of' the teet. It should be
noted that there is no priority to the order in which this reduction of the p
value is carried out. If the  n-1! successive mean tests prove significant, the p
value is again decreased. by 1 to  n-2! and the resulting experimental mean range
is compared with the appropriate critical range value i' or detection of signii'icance.

In the 1935 first edit,ion of his universally accepted treatise on cbcsign of
Experiments," Fisher expressed the idea that. it ~auld be unwise to apply a fixed
range test of the multiple "t" type if the overall between-treatment, F-test
indicated homogeneity, Ii the F-te t. indicat.es overall con-significance, then
all sub-differences containeR in the overall range are to be declared not
significant,

Of the range tests that employ a single fixed test standard  against. which all
possible pairwise ranges are tested for significance!, perhap" the L.S.D.,i.e.,
'Least Sigrificant Difference" test, together with the somewhat modified F.S.D.
nnd T.S.D. tests established by Fisher and Tukey, respectively, are the ones
featured most prominently in available literature on the subJect of range testing,
�!, �!, �!, �!,  9!, �1!, snd �4!. These three fixeii test,s designate a
standard difference between any two out of n means oi' samples af size H which,
when exceeded, indicates signifiean* difference at the particular cc level  for Type 1
error of erroneously accepting alternate hypothesis! upon which *be test. i" based,
Diagram 1. The e pairwise standard ranges for the three fixed tests meritioneci
abave are as defined in. the follow ingr

] . "Student" t, L.S.D. = t cc v!.,� = q ui 2,

Where v is the number of degrees Of freedom foc' the errar, t  a, v! in the two
tailed level af Student'c t with v degrees af freedom

I/2
S- is the standard or~or of the mean, S- =  S /N!x x

S- is the standard error af the dift'erenee between *he means,
d

S- =   S /N! = rr2S-

a,,v is a 2 v! is the upper cr point of the studentised range of 2 observations with
v degrees of freedom for S.

2. Fisher's Test, F.S.D. = q a/nC2,2,v! S- �!
In the F.S.D. test, the a level of significance for type 1 error. that was assigned.
to each pairwise range test in the L.S.D. test is distributed equally between



the nC2 pairwise comparisons ot' the F.S.D. test to give an avera11 u level.
The L.S.D. approach to the application of the a level of' significance may be
ref'erred to as the "per camparison" approach, while the division of tr between
the individual comparisons featured hy the F.S.D. test may be termed the
"per experiments approach.

�!3. Tukey's Test, T.S.D. = q tr, n, v!S-
X

where n = total number' Of' treatment means in the range. In t.his case the tr
level of' significance is awarded at the n level overall range, and is effectively
reduced as the number of means tested for significance of' range is decreased,
This approach is generally regarded as unnecessarily Conservative and would appear
to give an unrealistica11y expanded zone of acceptance within individual subranges
whi.eh could be primary contr.ibutors to heterogeneity. The Tukey method of
awarding cr is supposedly sensitive to the overall experiment and is therefore
sometimes referred to as the "exper'imentwise" approach to Type 1 error designation.

Thus, f' or the three fixed range tests examined, there are three vastly different
modes af dispersing the base level of signif'icance which results in t;hree somewhat
d.if'ferent sta.ndard test ranges for the same ct significs.n.ee of the test. By far
*he most simple approach to the problem of' multiple range testing is eff'ected by
extending the symmetric two-tail t-test  commonly used to decide the equality,
superiority, or inferiority of one treatment to another' in the two-treatment t
cas*, Diagram 1! to the multiple treat!sent problem of answering the same question
for each and every pair of treatments concerned. This tr leve1. mult,iple t rule,
as this simultaneous multiple t-testing procedure is of'ten called, isolates each
pair of treatments for a marginal tert, The f'act that the difference between
each pair is compared with the same level t standard, regardless of how many
treat!sent means i.ntervene in the range of' order'ed !scans, has caused a certain
amount of intuitive dissatisf'action with the so-called em level multiple t range
test" and has resulted in the establishment of various alternatives.

The importance of deciding upon a realistic value f' or the level of significance
which is sensitive to the nature of the experiment is discussed further in the
next section as rationalized by the sequential approach to range testing, but the
following three definitions by W.T. Federer, �!, appear ta be relevant at this
stage.

1! Error rat* per comparison = number of erroneous inferences which is thenumber of inference~ attemntedproportion of all comparison decisions expected to Ce erroheous when the null
hypothesis is true.

2! Error rate per experiment number of erroneous inferences
number of experiments

which is the expected number of erroneous statements per experiment when the null
hypothesis is true.

3! E ri entwise error r t number ot' exPer iments with one or morP erroneousn erenees
number of experiments

which is the expected proportion of experiments with one or more erroneous statement,
when the null t4ypothesis is true,
Furthermore, to avoid confusion when referring to error and power of tests, the
following convention is adopted f' or use herein:

PROTECTIOf  = No. of correct decisions made under the Bull H athesis x 100
Total no. of decisions under the Null Hypothesis

TYPE 1 ERROR = Vo. of inca.rect decisions made unde" the Hull H oathesis x 100
 eo-protection! Total no, of decisions under the ftull Hypothesis

Na. of correct deci.,iona node under the Alternate t! o 'nesis x 100POWER
Total na. of dec isior!s under the Alternate Hypothesi

TIPE 2 ERROR = I'fo. of' incorrect derisions made under the Alternate H athesis x 100
 co-power! Tot.al na. of deci iona under the Alt,create Hypothes!s

The r'elationship between these four test factors is most. readily appreciated. in
its most basic form with Just two mean" considered, The effect on eaci: ot the
factors caused by an alterat.ion in the level of sigeif'icance cnn easilv be
corstrued from Diagram 1,

The three fixed range tests by Student., Fisher, and Tukey provide standard
significant diff'erences, and so the logical method of compari"on would. seem to
be thraugh these standard differences i'or a given base level of signi.ficanee.
This is attempted by means of the following example with an irdividual confidence
interval wo! ked for a. per comparison, per experiment and experimentwise approach,
using the L.S, D., F.S.D., and. T,S.D. tests, respectively,

EXAMPLE A

A hundred fishinp vessels were divided randomly into five group of twenty vessel
each. Five trawl nets af different. design were to evaluated for fishing efficiency
as reflected by catching rate and 20 t.rawls of' one design provided for each group
of' fishing vessels, one for each boat,

If a convenient standard error of the sample mean of unity is adopted, the above
test standards are to be compared with all pairwise ranges and if exceeded, vill
indicate heterogeneity between the particular pa.ir of tree.tments,  in this case
trawl nets! tested, Thu. the pairwise 95 percent confidence interval not to be
exceeded, if the null hypothesis of homogeneity for a given pair of treatments is

+ +
to be accepted, will vary from s. low of � 2.62 for the L,S.D. test, throuph � 3.94

efor the T.S.D, test to a high of � 4.05 for the F.S.D. test, If the base level
of si.gnif'icance i" lowered to .01 to give a 99 percent confidence interval, the

e
resulting test ranges f' or the exa!cple vill be extended to a low of � 3,7? for the

+
L,S,D, t.est, through � 4.74 for the T.S.D. test, to a high of � 4.80 for the
F.S.D. test.. The standard test values eor t or q st various degrees of freedom
and levels of significance are contained in refs, �2! and �3! or any co!aplete
text; on experimental statistics such as ref. �!. Approximate values may be
obtained fram interpolation of Table 4.

The difference in tha values of' the test ranges is a, direct function of the
manner in which the basic error rate is dispersed, and the approaches shown here
clearly di play this difference, However, a. base level of signi ficance of ,5
could be selected. for the per experiment approach, snd therefore equation �!
would yield!

+
F.S,D, = � q ' /5C2,2,.95! S- = � t, .05,,95! v2 S-x X
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and so the confidence interval resulting wou1d have been the same as for a. per
comparison test., using the L.S.D. test. with a .05 level of significance but the
twa adapted leve1s of significance would have been vastly diff'erent. Th ls the
d.ifference between tbc per comparison and per experiment test range is entirely
due to the manner in which the adapted level of significance is applied.

The difference 'between the per comparisan approach of the I,.S.D. test and the
experimentwise apploach of the T.S.D. test ie due ta the adoption of the C< level
af significance at the p = 2 level in the L.S.D.

Thus total degrees oi' fzeedam = nR � 1 = �.20! � 1 = 99
Treatment degrees af' freedom between nets = n � 1 = 5 � 1 =
Error degrees of freedom between boat = nit � n = �.20! � 5 = 95

A preliminary F-test indicated a very significant difference between nets ar
tz eatments. The ordered sample means were = � = 8.27, � = 11.74, � = 13.06,X X Xa b c

 a! Error rate base per comparison using L,S.D, far a 95 percent confidence
int.erval, equation  I!

 b! Error rate base per experiment using F.S.D. for 95 percent confidence
interval, equation �!

 c! Experimentwise error rate base using T.S.D. for 95 percent confidence
interval, equation �!

test and the p = n level in the T.S.D. test,. The difference between the per
experiment and experimentwise approaches of the F.S.D. and T.S.D. range tests is
also due to the manner in which the level of significance is set and dispersed.
These two tests are compared in the most d.irectly contrasting way possi'ble 'by
awarding the per comparison level oi' significance at the common .05 level for
a twa-fold L.S.D. test and noting the resultant per experiment levels of signi-
ficance necessary ta effect this at higher levels under the F.S.D. test. These
results are shown in Table 1 together with the resultant levels of significance
caused by assuming a .05 level far the experimentwise T.S,D. test, thus contrasting
the resulting intermediate levels of' significance and test protection levels
due to the most liberal and conservative designation of' the common .05 level of
significance from the F,S,D, snd T,S.D. tests respectively.

n for F.S.D.
for T.S.D, 2 3 4 10 20 30

F a ~0 .122 .203 .286 .627 .918 .984n

P .95 .878 .797 714 .373 .082 .016
D

.999 .998,993,975 ~5

Table 1 Resultant Per Experiment ErrOr Rate a C< and Protection Levels P, P Fram
p p

A . 05 LeveI. L.S.D. and T.S.D. Test�Respectively

The vase difference bet~san the three approaches may be clearly discerned from
TabI.e 1, where for the parameters adopted it requires a per comparison level of
Only,0002 under the T,S.D. teat tO give a reaultant experimentwise error of
It is this reducbion of the level of signif'icance at lower levels that suggests
apparent conservatism as a criticism of the Tu3<ey T.S.D. test, but Judicial
adJustment of' the overall experimentwise error rate can result in a mors reasonable
set of' values for lower levels of p. This principle is also applicable when
comparing *he F,S.D. and L,S .D. or per experiment to per comparison approaches, as
previously indicated.

3. APPLICATXOR OF SE UERTIAL RARGE RYPOTRESES TESTIRG TECRNI UES

It can readily be determined. from Table 1 that the difference between the levels
of significance by the per comparison and experimentwise approach to range
testing increases as the number of treatment means involved in an experiment



2! x is significantly smallez t'hsn x2

3! x is significantly smaller than xl

2! x and x are significantly different
2

�!N.K.M.: Iz = c
P

increases. This feature has been strongly condemned by advocates of the sequen-
tial approach to multiple range testing� who argue that an acceptable level of
signif'icance foz' the experiment by the experimentwise approach often renders the
resultant level of significance for comparisons unrea3.istically small, snd thus
prone to Type 2 ezrors, Dis~~m 1. Furthermore, an acceptable level of signii'i-
cance for comparisons by the per comparison approach often renders the overall
experimentwise level of significance too large to be of practical use. Hence this
unacceptable relationship between the pez compazison snd experimentwise error
rates leads *o the foundation of sequential tests providing levels of significance
following some "middle ground" between the per co~parison and experimentwise
levels, being sensitive to the number of treatment means involves in a given test.

The New Multiple Range Test by D.B. Duncan, �!, �!, �!, and �!, attempts
to utilize some of the more favorable characteristics of the aforementioned fixed
zsnge test,s while employing a special protection levels system, based on degrees
of fr edom. This protection is achieved by considering every possible alternative
to the hypothesis of homogeneity as an individual case, def'ined by its own power
characteristics. For exemple, the most basic test of homogeneity is when p = 2
snd Just two sample populations are to be equated. Duncan's Multiple Range Test
considez's each of the three decisions possible;

1! x snd x sz'e not significantly different

Whereas some testing procedures consider 2! snd 3! above grouped to form s
two decision test:

I! x and x are not significantly different
1

As Duncan stated, �!, "function which combines probabilities of correct
decisions with probabilities of' serious errors in this way is of not value
in measuring desirable or undesiz'able properties."

If' the numbez' of means f'eatured in an experiment is increased to three oz
more, the number of possible alternatives to the hypothesis of homogeneity
rises shszply. For example, when three means sre involved, there are 19
possible decisions that could be made when investigating *he ranking status
of' those means: when n = 6, there are 57 possible decisions. A detailed.
treatment of the power structure and definition of' the alternative situations
f' or n > 2 is provided in ref's. �! and  ll!.

The effective difference between the most commonly accepted and used multiple
range tests is a function of the method employed to arrive at the collective
significance level set for each subrange of p means within the total set, of
n means involved. For example, if the protection levels of the two mean

tests f' or each of the Multiple t, Newman Keuls �! and  8! and Duncan's
New Multiple Range Test are all set at 95 percent then, because of the
diff'erent considerations used in allowing for increase in alternatives ss
the number of means tested together increases, the resultant protection
levels st higher ranges vill vary accoi.dingly, For the total null hypothesis
concezning three means, that is, when n = 3, the resultant pz'otection level
for the three tests mentioned are: 87.8 pezcent for the Multiple t-test,
Table 1, 95 percent for the Newman-Keuls Test and 9I3,25 percent for Duncan's
New Multiple Range Test, �2! and �3!.

The differences between these assigned protection levels, upon which the
test parameters sr e based, are s result of the particular type of protection
sought by the persons responsible for constructing these tests. The relatively
high level of significance in the case of Just three means for the Multiple
t-Test, where a = 12,2 would. seem in many cases to present an unrealistic
risk. In this case, the chance of reJecting the Null Hypothesis, when it
iz indeed true, could be as high ss 12,2 percent. However, this *est does
provide good protection against Type 2 errors, and foz' this reason  when
optimization of the alternative situation Is sought! may in some circumstances
pzovide the most attractive test conditions.

To the other extreme, the Newman-Keuls Test maintains a constant protection
level with a relatively low level of significance of five percent, thus
allowing a greater probability foz. Type 2 errors, Diagram 1. For this reason.
the Newman-Keuls Test could be considered generally insensitive to the
increasing numbez of SlternstiveS to the Null Hypothesis ss the number of
means involved increases. However, this test base may be attractive for
circumstances *hat render a conservative approach to the Null HypOtheeis a
desirable feature. The New Multiple Range Test by Duncan establishes standard
conditions with the intention of the Null Hypothesis being protected, and yet
z'emsining sensitive in the ability to detect Type 2 errors at each level
of p from I to n.

The apparent insensitivity of fixed range tests at intermediate values for
p between 1 and. n is countered in two different ways by the Newman-Keuls and
Duncan. sequential range tests. The Newman-Keuls or N,K.M. standard test
range for p out of n ordered means of samples esc'h of size N is based on
the studentised range of p observations instead of on the studentised range
of n observations as in the T.S.D, test. Thus when p = n the test, standards
of the N.K.M. snd the T.S.D. are the same, and when p = 2 the test, standards
Of the N,K.M. and the L.S.D. are the Same. FOr Other ValueS Of p between
2 and n the resultant N.K.M. test standard will be esta'blished at some
intermediate level between the fixed. test standards of the L.S,D. and T.S.D.
tests. The p Ievel choice for the sequential range test by Newman-Keuls
is as fo13.ows:

The New Multiple Range Test proposed by Duncan approaches the pz oblem in
a similsz sequential manner, but based upon the number of degrees of freedom
availab3.e. Duncan reasons that one hss  p � 1! degrees of freedom for testing
Iz means snd it is therefore possible to make  p � 1! independent tests, each
with its own  I-a! protection level. Thus the Joint protection level for the
range of' p means is �-a!P 1, which is the probability of' finding no signifi-
cant differences in making  p-1! independent tests  each with its own level
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x = 8.27aof significance! undez' the hypothesis that sll p population means
s.re equal. The p level choice for the sequentis.l rs.nge test by
Duncan is as f'ollows: L.S.D. a = .05

D.N.M. a = .05

N,K,N. a = .05
D,N.M.: a = 1 �  I � a!

Thus the dif'fer ence between the sequential multiple range tests
of' Newman-Keuls and Duncan lies in the choice of a , p = 2,3,...,
 n � 1!,  n!.

These two ~ equential z ange tests are compared and contrasted with
the three fixed range tee*a,  previously def'ined in Section 2! !n
the following section.

4. COMPARISON OF MULTIPLE RANGE HYPOTHESES TESTING TECHNIQUES

The resultant f'aetoz s by which S � must, be mult ip1.ed to obtain thex

critical tes rar gee f' or the fi xed end sequential methods discus ed
in the Previous t«o sections are contained in Table 2. A convenient
S � of nzty has been assumed for' the data contained in example A in order to

x
afford direct eomparisoz. o' the factors shown in the Table with the ranges
between the sample means of the example.

TABLE 3 NO!IISIGNIFICANT RANGES OR TEN RANGE TESTS ON EXAMPLE A

The f'undamental principles of' range tes*ing nullify the range testing of' observed
subranges contained within a larger nonsignificant range, Thus the comparisons
between the observed and test standard ranges are carried out in a routine and
methodical manner commencing with *he lazgest value of p  p = 5 ir. Fxsmple A!
snd reducing the p factor by 1 untii. p = 2 or until a range of nonsignificance
is reached.. The Proeeduze is somewhat quicker for the fixed range tests which
require only one test stan'dard to be computed f' or comparison wi*h the observed
ranges at all levels of p.

TEST STANDA!.DG f' or v= 95, p = 2,3,4,5,S- = 1.0

p=4p=3 p = 5TEST CODE
The *est standards presented in
in an attempt to iilustzate the
manner. The test values appear
corresponding values of' p which

2. 61. 2,812.81a= .05

a = .05

L,S,D,

2,81 3.13D,N,M.

I,.S.D. a = .01 3,73

2.81a = .05

a = .05T.S.D.

5. CONCLUSIONF.S.D. a = .05

D.5I.M. a = .01

N,K.M. a = .01

T,S.D. a = .01

F.S.D. a = .01

From the preceding Table and Diagrszn it may be deduced that f' or the ten test
standard computed, f'our different situations of homogeneity were demonstrated.
These situations vary from the rather liberal approach to protection of the
homogeneity hypothesis of the L.S.D., a = .05 test to the more conservative
approach oz the F.S.D., o = .01 test. That is f'rom fust I,x = x ! for the

L.S,D,, a = .05 test to  x = x = x and. x = x ! st the a = ,01 level for
b e d

the F.G.D. test.TABLE 2 TEST STANDARDS FOR FIVE MULTIPLE RANGE TESTS ON EXAMPLE A

However, it is c1esrly illustrated by Table 3 that the trawl nets of' d. and e
design were proven signif'icantly more efficient catchers than the other 3 nets
 for the saznple trials of Example A! by seven out of the ten range tests.
Furthermore, the e type trawl net was proven significantly better than all the

The ten different test standards, for the five different approaches to the
mulr.iple range testing problem st two base levels Of signif'icanee, produce
the inferences suggested by Table 3 when applied. to the data in Example A.
The various test standards are compared to the ord.ered sample mes.n ranges and.
non-significant ranges due to each test are underlined. Hence, for each test
procedure, only those means «hieh sre not connected by an unbroken line in
Table 3 are !udged to be significantly different,

3 95

4.05

3 73

3.72

4.76

4,80

2.81

2.96

3,73

3.37

3 ' 95

4.05

3.89

4.22

4.76

4.80

3 05

3 73

3.70

3 ' 95

4.05

3 99

4.53

4.76

4,80

3.73

3. 94

3 95

4.05

4.07

4.74

4,76

4.80

L.S.D.

D.N.N.

N.K,M.

T.S,D,

F.S.D.

T.S.D.

F.S.D.

a= .01

. 01

,01

a = .05

a = .05

a= .01

a= .01

x� = 11 74 x = 13 06 x = 1j 10 x = 23 60c e

Table 2 are reproduced in graph f'orm in Diagrazn 2
trend of sequential range tests in a eontinous
on the y axis and may be selected for the
constitute the x axis.
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6.314
2.920
2.353
2.132
2.015

3.078 1.963
1.886 1.386
1.638 1.250
1.533 1.190
1.476 1.156

12.706
4.3o3
3.182
2.776
2.. 571

63.657
9.925
5,841
4.6o4
4.032

31. 821
6.965
4. 541
3.747
3.365

1.943
1.895
I.. 86o
1.833
1.812

1. 440 1.134
1.415 1.119
1.397 1.108
1.383 1,100
1.372 1.093

2.447
z.365
2.3o6
2.262
2.228

3.143
2.998
2,896
2.821
2.764

6 7 8
9

10

3 707
3. 499
3,355
3.250
3.16g

1.363 1.088
1.356 1.083
1.350 1.079
1.345 1.076
1.341 1.074

2. 718
2. 681
2. 650
2. 624
2,602

1..796
1.782
1. 771
1, 761
l. 753

3.106
3.055
3.012
2.977
2.947

ll
12
13
14
15

2.201
2.179
2.160
2.145
2.131

2. 583
z. 567
2. 552
2. 539
Z. 528

1.746
1.740
1.734
1.729
I.. 725

16
17
18
19
20

2 ' 921
2.898
2.878
2.861
2.845

1.337 1.071
1.333 1.069
1.330 1.067
1.328 1.066
1.325 1.064

2.120
2.110
2.101
2.093
z,o86

2.831
2.819
2.807
2.797
2.787

2. 518
2, 508
2. 500
2. 4g2
2.485

2.oBo
z.o74
2.069
2,o64
2.060

1.323 1.063
1.321 1.061
1.319 1,060
1.318 1.059
1.316 1.058

1. 721
1 ~ 717
l. 714
1. 71l
l. 708

21
22
23
24
25

2.479
2.473
2.467
2.462
2.457

1. 706
1. 703
1.701
1.699
1.697

1.315 1.058
1.314 1.057
1,313 1,056
1.311 1.055
1.310 1.055

26
27
28
29
30

2.o56
2.052
2.048
2.045
z.o42

2.779
2,771
2.763
2.756
2. 750

other net designs by all ten of the multiple range tests applied. In experiments
of' this nature, it would appear that selection of a single range test standard
is best governed by the physical considerations of the particulaz expez'iment.
If the primary concern is i' or protection of the null hypothesis of homogeneity,
s. conservative approach is dictated, such as afforded by a low level F.S.D. oi'
T.S.D. test. Should the experimental emphasis be towards optimization of the
power of the alternative hypothesis then the higher level, less protective
sppzoach of the L.S.D. test can be applied. From Diagram 2 it can be seen
that !udicial selection of the test level will provide a range standard geared
towards s. less biased approach, and certainly the date. csn easily be subJected to
two or three fairly representative multiple range test comparisons befOre
conclusive results on the various hypotheses are finalized.

Table 4 DISTRIBUTION OF THE STUDENT t VALUES BY THE PROBABILITY AND THE
NUMBER OF "DEOBEES OF FREEDOM '  Noel, 1947	

Probability to become larger than t
Number of

"De rees of Freedom" 0,005 0.01 0.025 0.05 0.1 O.I.

2. 76 2.326 l. 60 1.64 1.282 1,036

Note. When the absolute value is used, the probability must be doubled.

Paul G. Hoel; Introduction to Mathematical Statistics, John Wiley and
Sons, Inc., 1947.



14

type 2 errortype t error

 a! S

5.0

4.5

4.0
 b! M

3.5

3.0

P=4 p=5

 c! La
8

DIAGRAM 1 TYPE I AND TYPE II ERAOR RELATIONSHIP FOR A TWO
DECZSIOM TEST

2,5
p- 2

DIAGRAM 2 COMPARISOB OF TEST ST~ FOR TRAWL MET EXAMPLE A
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