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Boundary Layer Processes in Coastal Meteorology:
Prospects for Remote Sensing Applications

C.W. Fairall

Abstract. Recent advances in observing systems and models have
led to a renewed interest in the special problems of coastal
meteorology. In this report the boundary layer aspects of the
coastal regime are examined. The current state of understanding
iIs assessed for homogeneous boundary layers, surface
interactions, 1internal boundary layers, and various inhomogeneous
conditions. The i1nhomogeneities can be due to topography, land-
ocean contrast, land-surface horizontal variations, or clouds.
Surface-based remote sensing systems are i1deal for studying the
boundary layer on coastal scales. Six recently developed systems
are described and their prospects for coastal studies discussed.

1. BACKGROUND

The boundary layer is that part of the lower troposphere
which, through turbulent transport processes, iInteracts directly
with the surface. Because a coast defines the boundary between
two drastically different surfaces, a coastal region has by
definition an i1nhomogeneous surface. In any such region, we
expect that boundary layer interactions will be of primary
importance in determining the nature of dynamical processes and
the evolution of atmospheric structure. The boundary layer can
also be viewed as a buffer zone that interacts both with the
"free" tropospheric flow at i1ts upper interface (through
entrainment processes) and with the surface (through surface
exchange processes).

Past studies of the atmospheric boundary layer (ABL) have
greatly emphasized certain idealized, near-equilibrium, and
horizontally homogeneous boundary layer regimes (Wyngaard, 1988).
For example, Stull®s (1988) comprehensive reference on boundary-
layer meteorology devotes only about 5% of its discussion to
geographic effects. In fact, many common ABL conditions are
still poorly understood, even for homogeneous surfaces. The
horizontally inhomogeneous and rapid temporal forcing conditions
typical of coastal regions dictate consideration of problems that
to date have rarely been i1nvestigated. Furthermore, even those
aspects of the physical processes that are generally regarded as
being well understood (e.g., bulk parameterization of surface
fluxes) must be reconsidered for application to coastal
environments

In this report we examine the current state of understanding
of boundary layer processes and identify some important
deficiencies. Following the introductory material on sources of
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knowledge about boundary layers, we examine generic problems in
boundary layer processes. Then we consider special coastal
problems involving surface fluxes, internal boundary layer
growth, baroclinicity, and a variety of phenomena that are either
inherently iInhomogeneous or associated with inhomogeneous
forcing. Finally, we discuss several mature surface-based remote
sensing technologies and their potential impact on coastal
boundary layer research problems.

2. CURRENT UNDERSTANDING AND CHALLENGES

The ABL has been extensively investigated and certain
aspects are considered to be well understood. This understanding
has developed from a combination of iInformation sources: (@H)
laboratory models (e.g., Willis and Deardorff, 1974; Deardorff
and Willis, 1982), (2) three-dimensional, primitive equation
large eddy simulations (e.g., Deardorff, 1974; Deardorff, 1980;
Moeng, 1984), and (3) atmospheric measurements with aircraft and
tethered balloons (e.g., Lenschow, 1973; Kaimal et al., 1976;
Lenschow et al., 1980; Brost et al., 1982; Nicholls, 1984).

A variety of models of ABL behavior are now available.
Because a model represents the reduction of a problem to its
important components, it not only is a useful tool but also can
serve as an expression of our understanding of the physics.
Linear regression and crude parameterizations often imply little
or no understanding. Today a hierarchy of complexity is
available in atmospheric models. Similarity models are the
simplest but typically are applicable only to idealized
situations. One index of our understanding iIs the existence of
simplified conceptual models and useful scaling laws. By this
measure, the cloud-free, convective ABL is clearly the best
understood regime.

Numerical solutions to systems of physical equations form
the basis of the more sophisticated models commonly used iIn
meteorology. Two approaches are used, depending on whether
solutions are sought for the ensemble average or volume average
atmospheric budget and state equations. Ensemble average models
are often referred to as higher-order closure models and volume
average models are usually referred to as large eddy simulations
(LES). These approaches are fundamentally different; an LES
model produces an explicit simulation of a single realization of
a three-dimensional, time-dependent atmospheric structure whereas
an ensemble average model predicts or describes the relationships
between the moments of the atmospheric variables (the first
moments are the averages of the variables and the second moments
are the variances and fluxes). LES are currently used strictly
for research purposes (such as developing parameterizations);
ensemble average models have a variety of practical as well as
research applications.



2.1. The Generic ABL

Scaling theories have their origins in dimensional analysis;
important variables of the problem are selected and other
properties are calculated from dimensionally consistent
combinations of those variables. Modern ABL similarity theories
are now based on arguments about the relative variability and
magnitude of the various terms in the mean and turbulent budget
equations. In the ABL the similarity regimes are broken down by
the vertical scale, assuming that the horizontal fields are
statistically homogeneous. Historically, this process has
proceeded from the ground up. Figure 1 depicts schematically the
typical mean structure of the ABL under convective, well-mixed,
horizontally homogeneous conditions in a synoptic regime having
sufficient subsidence to ensure the presence of a capping
inversion. Compared to the ABL, the overlying free troposphere
can be considered essentially nonturbulent

Surface layer similarity theory is based on scaling
parameters obtained from surface fluxes (Wyngaard, 1973). The
theory is considered valid in the region near the surface where
various terms (particularly the gradients) in the turbulent
kinetic energy (TKE) and scalar variance budget equations are
considerably more dependent on height than are the fluxes. Thus,
the assumptions on which the theory is based are generally valid
in the lowest 10% of the ABL. For the convective ABL, we also
have mixed-layer similarity (Moeng and Wyngaard, 1984) and
inversion region similarity (Wyngaard and LeMone, 1980). For the
stable ABL, no mixed layer exists; rather there is a gradual
transition from the surface layer to the iInversion layer. A
local similarity theory (Nieuwstadt, 1984) has been proposed for
a stable ABL in steady state or slowly evolving conditions. This
theory has, however, exhibited shortcomings in general
application

In terms of simple models, the present 'state of
understanding”™ of the generic ABL can be crudely stated. Given
the complexity of ABL dynamics, 1t is natural to classify the
conditions under dynamical regimes of increasing complexity:
cloud free, convective; cloud free, shear driven; baroclinic;
stable; stratocumulus; tradewind cumulus; and broken clouds.
Coastal meteorology encompasses all seven of these regimes.
Cloud-modified and stable boundary layers are still essentially
unsolved problems. A general similarity theory that can handle
all possible cloud regimes does not exist. Higher-order closure
models have yet to demonstrate detailed agreement for even the
simplest cases (Holt and Raman, 1988) and recent LES studies
(Moeng and Wyngaard, 1989) have called into question the
transport and dissipation closures used In most second-order
models. Transport and dispersion properties of the ABL are
strongly dependent on the characteristics of coherent structures
and the higher-order moments (Weill, 1990). These are properties
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that are only now being studied for the homogeneous, convective
ABL (Moeng and Wyngaard, 1989/ Moeng and Rotunno, 1990).

Although there are areas where we believe we do have some
understanding of the generic ABL, our understanding in the
inhomogeneous situations typical for the coastal region 1is
extremely limited. For example, Fig. 2 shows coastal atmospheric
profiles that obviously deviate substantially from the idealized
situation depicted in Fig. 1.

2.2. Surface Interactions

Surface fTluxes can be measured iIn homogeneous and moderately
inhomogeneous terrain using the eddy correlation technique
(Businger, 1986; Wyngaard, 1988; McMillen, 1988). It is
considered to be the measurement standard. In numerical models
(or when the direct method is not available or applicable), bulk
transfer coefficients and surface-layer similarity are used to
relate the fluxes to the near—surface mean meteorological
variables and the surface properties. This approach is often
quite successful over the open ocean (in the absence of
significant sea surface temperature anomalies) but cannot be
straightforwardly applied over land where terrain, soil and plant
canopy interactions greatly complicate the physics (Priestly and
Taylor, 1972; Sellers et al., 1986). That is the situation for
the local coastal climatology where the intensity of the land-sea
breeze circulation is, relatively, much stronger with dry,
lightly vegetated coastal lands (Segal et al., 1988) .

Inhomogeneous surfaces cause special problems because it is
difficult to relate the point measurements used to characterize
the surface to the larger scale mean fluxes (Schuepp et al.,
1990). Also, the bulk expressions are intended to relate the
average flux to the average bulk variables. Since an ABL-scale
eddy turnover time is about 15 minutes, it takes about a 1-h
average over ABL variability to obtain a representative sample.
In that hour, a parcel of air in the ABL can easily travel
horizontally about 20 km. Thus, another related critical issue
is our reliance on Monin-Obukhov similarity expressions that are
obtained from 1-h averages of field measurements over homogeneous
terrain in models with 1-min time steps applied over 10 x 10 km
horizontal grids. For example, Beljaars and Holtslag (1991)
found that to characterize momentum transfer on horizontal scales
of a few kilometers required an "effective” roughness length
considerably greater than the local value. The situation for
moisture and sensible heat transfer is even more difficult. To
quote Beljaars and Holtslag (1991), "More complicated land
surface schemes are certainly available to describe the physics
in more detail, ... however, it is not clear whether all the
parameters that specify the land surface in such models can
easily be determined.” There is also a distinction between a
patchy surface that is statistically homogeneous and a
"nonstationary' situation where the average properties vary with
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position and time. The applicability of surface-layer similarity
and the implications for the bulk transfer coefficients for these
conditions are virtually unexplored.

On the ocean side of a coastal region we are also faced with
special problems in interfacial transfer. For the open ocean, a
reasonable set of bulk transfer coefficients (e.g., Smith, 1988)
iIs available that appears adequate for many applications. These
coefficients represent air-sea transfer processes for average
surface wave conditions as a function of mean wind speed. Wind
speed, the wave spectrum, and bulk transfer coefficients have
been related theoretically (Geernaert et al., 1986; Huang et al.,
1986), but field measurements in coastal regions (e.g., Geernaert
et al., 1987; Smith et al., 1990) have demonstrated greatly
increased drag coefficients in shallow water (Fig. 3).

It is clear that fetch and shallow water effects upset the
normal, equilibrium wind-wave relationships. Fetch is primarily
an issue for offshore wind conditions but the distortion of the
open ocean directional wave spectrum in coastal shallow regions
Is important, regardless of wind regime and becomes increasingly
important as wind speeds increase. The effects on the heat
fluxes and gaseous fluxes are also unknown. See Geernaert (1990)
for a comprehensive review of these concepts. Because the
evolving wave field is influenced by the wind stress but the
stress vector produced by a given wind field is dependent on the
directional wave fTield, predictions of wind and wave fields on
the continental shelves are strongly coupled. Significant and
unexplained differences between the mean wind direction and the
mean stress direction have been observed in coastal regions
(Geernaert, 1990). Substantial hydrostatic stability modulation
of stress and of surface wind fields has also been observed in
association with sea surface temperature variations typical of
coastal regions. A comprehensive theoretical and experimental
study of wind/wave/stress/scalar flux relationships on the
continental shelves should be an important component in a coastal

meteorology research program.
2.3. Internal Boundary Layers

Alr that is modified by flow over an abrupt change in
surface properties is said to be confined to an internal boundary
layer (IBL). Here we are concerned with the effects of a
boundary between two different but individually homogenous
surfaces, as opposed to the boundary layer effects of more
general forms of i1nhomogeneity discussed in Section 2.4. When
the surface heat flux changes at such a boundary, a thermal
internal boundary layer (TIBL) (Lyons, 1975; Garratt, 1987) is
formed on the downwind side. The growth in the depth of the IBL
is usually parameterized in terms of the downwind distance from
the interface. Typically, the form is that of a power law, but a
profusion of different formulas are available. Convective
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conditions promote rapid growth; thus, the IBL depth quickly
reaches the existing capping inversion. In this case IBL
considerations are 1mportant only close to the transition.

Stable, convection—suppressing conditions downwind of the
transition result in slow IBL growth, and the tendency is to form
a permanent surface-based inversion (Mulhearn, 1981). The
situation i1s similar to the afternoon-evening transition for the
overland convective ABL (Zeman and Lumley, 1979). In this case
any turbulence above the new surface-based inversion will be cut
off from the surface source of energy and will, 1in the absence of
other sources, begin to decay. In an LES study of the decay of
convective turbulence, Nieuwstadt and Brost (1986) found that the
ABL depth divided by the convective mixing velocity formed a
characteristic decay time scale, but the behavior of various
turbulent variables was not easily parameterized.

Currently, the standard approach to describe near-surface
meteorological profiles is to use surface similarity expressions
with one set of scaling parameters for the IBL, a second set for
the old ABL above, and the constraint that the profiles must
match continuously at the IBL interface. This approach assumes
that the dynamics above the IBL are unaffected by the formation
of the IBL. This approximation can be valid only fairly close to
the transition region. More sophisticated model studies (e.g.,
Claussen, 1987) have shown that substantial mean vertical motions
are also induced by the transition, even outside of the IBL.
Because the IBL exists for such a short distance in convective
conditions, the formation and growth of the stable IBL are more
critical. Here a key 1issue is the physics of the entrainment
processes at the top of the IBL and the associated induced
vertical velocity fields.

2.4. The Inhomogeneous ABL

Understanding ABL development and evolution in regions of
abrupt or gradual changes of surface properties (coastal zones,
ice-to-water surface transitions, ocean surface temperature
fronts, etc.) involves consideration of horizontal advection,
baroclinic forcing, nonequilibrium turbulence effects (e.g., the
time derivative of the TKE is not negligible), the special
influence of local clouds, and fully three-dimensional dynamical

processes.

A simple way to view this three-dimensional problem is to
break i1t down iInto a conceptual model consisting of a surface
grid with each surface point occupied by a mean and turbulence
profile governed by one-dimensional turbulent mixing processes.
Adjacent grid points are coupled in the normal manner through
horizontal advection and horizontal pressure gradients. This
approach has enjoyed some success with mixed-layer models (Stage
and Businger, 1980; Steyn and Oke, 1982; Overland et al., 1983;
Davidson et al., 1984; Reynolds, 1984) and higher-order closure
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models (Bennett and Hunkins, 1986; Wai and Stage, 1990;
Tjernstrom, 1990) . However, decoupling of the turbulence
dynamics from the horizontal structure is a simplifying
assumption that has never been tested. Clearly, similarity
approaches (e.g., mixed-layer models) that are tuned to quasi-
equilibrium conditions must have limits of applicability in
inhomogeneous conditions. However, these limits have not been
established. It may be that the techniques used in highly
inhomogeneous urban boundary layer models (e.g., Uno et al.,
1989) are adaptable to coastal problems.

Both land-sea breeze cycles and cold-air outbreaks have been
examined with models, but a comprehensive and extensive program
to compare the model results with measurements has not been
attempted. Baroclinic effects associated with a sloping
inversion (Brost et al., 1982; Overland et al., 1983) are known
to be substantial, especially in west coast regimes, but they too
are virtually unstudied.

The relative lack of experimental studies of boundary layer
physics in coastal zones is not the only reason to question our
dependence on present day boundary layer models. A recent LES
study (Moeng and Wyngaard, 1989) of second-order closure
parameterizations suggests that their rather modest successes in
homogeneous conditions (e.g., Holt and Raman, 1988) are not
expected to carry over to the coastal regime because homogeneous
conditions do not severely test the parameterizations. To quote
Moeng and Wyngaard (italics added for emphasis), "Most
observational and model studies show that in the absence of
abrupt changes i1n boundary conditions, the heat flux profile is
indeed essentially linear in the mixed layer. Thus, given the
proper boundary conditions, second-order models will tend to have
the correct vertical profile of buoyant production rate within
the mixed layer, regardless of the fidelity of their closure
parameterizations.” Moeng and Wyngaard also point out that,
under homogeneous conditions, the mean value of the rate of
dissipation of TKE in the mixed layer is also nearly independent
of closure approximations.

2.5. Boundary Layer Clouds

Clouds within the ABL greatly complicate the physical
processes because they represent a form of vertical
inhomogeneity, significantly affect the dynamics, and couple
strongly with atmospheric radiation. It 1s well known that the
structure and dynamics of the ABL are modified by radiative
processes associated with cloud development. For example, marine
stratocumulus clouds may play a role in varying stress divergence
within the lower part of the ABL due to effects of the radiative
heating. During the day, if the cloud layer warms faster than
the subcloud layer, the cloud may become decoupled with a
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corresponding increase in wind stress and heat flux divergence
between the top of the subcloud layer and the surface (Hignett,
1991; Koracin and Rogers, 1992).

Stratiform clouds are persistent features of cool, upwelling
coastal regions, such as along the west coast of the United
States, and cool climate regions, such as the Arctic. Recent
studies of the global radiation budget have highlighted the
possible role of stratiform clouds as an ameliorating influence
on the warming of the atmosphere by high altitude clouds
(Ramanathan et al., 1989). Although a number of experiments have
provided, and continue to provide, considerable insight into the
processes that control the development and dissipation of
stratiform clouds (Randall et al., 1984), the effect of the
variability of the coastal ocean, topography, and the marine ABL
on these clouds has received much less attention. The effect of
coastally trapped waves on the depth of the marine layer may also
play an important role in the persistence of these clouds; the
effect of the sea breeze on subsidence and the mesoscale pressure
gradients may also be an important mesoscale process that
controls the lifecycle and fractional coverage of coastal
stratus. In turn, the stratus clouds can substantially modulate
the sea-breeze cycle by moving ashore and reducing inland solar-
induced convection. Skupniewicz et al. (1991) have presented the
only measurement and model examination of the diurnal evolution
of the coastal stratocumulus cloud edge and its dramatic effect
on sea breeze front dynamics.

2.6. Gravity Waves

Gravity waves can exist iIn regions of the atmosphere that
are hydrostatically stable. Gravity waves are generated by
vertical displacements of the flow associated with terrain and
convection. They may also receive energy from the mean flow in
regions of significant velocity shear through Kelvin-Helmholtz
instability; the flow becomes unstable to the growth of wave
disturbances when the Richardson number, Ri, becomes less than
the critical value of 0.25. Above the ABL, the atmosphere is, on
average, stable and a significant fraction of free atmospheric
variability is thought to be due to a broad spectrum of gravity
wave disturbances (VanZandt, 1982). It has been suggested that
the persistent background of small scale turbulence In the free
atmosphere is caused by local, intermittent breaking of these
waves (VanZandt et al., 1979; Fairall et al., 1991).

Gravity waves have received little consideration in
traditional turbulence-oriented treatments of the ABL. The
dominant features of the vertical structure and dynamics of the
convective ABL can be described and simulated with no
consideration of gravity waves. For example, in a recent case
study of a convective ABL that included observations of gravity
waves (Zhou et al., 1985), the authors do not even mention these
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waves in their conclusions. However, the iInteraction of the
convective ABL with the overlying inversion and the growth of the
ABL (i.e., the entrainment process) may require consideration of
gravity wave interactions, particularly in the presence of wind
shear. One-dimensional entrainment closure models often
initially include a term to account for energy lost from the
inversion layer by gravity wave radiation (e.g., Tennekes and
Driedonks, 1981); this term is later set to zero because I1ts
value is unknown and, therefore, assumed small. Carruthers and
Moeng (1987) point out that convectively—generated gravitK waves
with buoyancy frequencies between that of the free atmosphere and
the iInversion will be trapped in the inversion layer. They use
LES to show that these waves can substantially increase the
vertical velocity variance of other turbulence moments in the
inversion layers. Numerous remote sensing observations of the
convective ABL inversion region indicate breaking gravity waves
(e.g-., Merrill and Grant, 1979) and imply that the entrainment
process iIs very intermittent under these conditions (Carruthers
and Hunt, 1986).

Observations of stable boundary layers give ample evidence
of the presence of gravity waves (e.g., Gossard et al., 1985;
Neff, 1987; Cheung, 1991). In fact, examination of a randomly
selected 24-hr backscatter facsimile from an over land acoustic
sounder (sodar) 1is almost certain to reveal wave disturbances of
elevated scattering layers at night. Measurements of turbulence
in stable conditions typically show highly intermittent events
dominate the fluxes. A few studies have explicitly linked this
intermittency to breaking gravity waves (Sethuraman, 1980). This
intermittency 1is thought to be one explanation for the frequent
break down of surface-layer similarity in stable conditions.
Most numerical models of the ABL treat gravity wave processes
implicitly. Simple first-order models accomplish this through
turbulence length scale and diffusivity parameterizations that
depend on Ri in stable conditions. Second-order closure models
often have closure constants selected to yield a critical Ri on
the order of 0.25 (e.g., Duynkerke, 1988). For these 1-
dimensional models gravity-wave dynamics is ignored - turbulence
magically appears when Ri is less than the critical value. One
problem with this approach is that the vertical scale of the
disturbance is often many times the scale of the region with Ri
less than 0.25 and the time scale for the growth and breakdown of
the disturbance is finite. This implies nonlinearities that are
being ignored.

Gravity waves and Kelvin-Helmholtz instabilities can appear
explicitly in 2-dimensional .and 3-dimensional models (e.g., Sykes
and Lewellen, 1982). The most striking demonstration of the
importance of these processes for coastal meteorology is
contained in the recent 2-dimensional model simulation of a
sea/land breeze by Sha et al. (1991). Their simulations
indicated that the structure and variability of the ABL near the

9



sea breeze front was dominated by ABL scale horizontal vortices
caused by Kelvin-Helmholtz instability. Frictional force caused
by the iInduced turbulent mixing significantly retarded the inland
enetration of the front. The wavelength of these structures was
etween 0.5 and 3.0 km, suggesting that their effects must be
parameterized in coarser-scale models.

3. SURFACE-BASED REMOTE SENSORS

A variety of surface-based remote sensors are now being used
for meteorological research. All are appropriate for coastal
studies. Recent massive iIncreases in minicomputer and
microprocessor computational capabilities have led to explosive
growth in surface-based remote sensing technologies. There have
been order of magnitude iImprovements in spatial and temporal
resolution, height coverage, and the number of atmospheric
variables that are detectable. A broad inventory of systems has
been developed and maintained at government laboratories (NCAR,
NOAA, NASA) and the atmospheric science and engineering
departments at roughly a dozen major universities.

Remote sensors are usually classified as active or passive.
Passive sensors simply detect radiation emitted by the
environment. Active sensors emit their own radiation and detect
echoes scattered from the environment (Lenschow, 1986). Both
acoustic and electromagnetic radiation are used. The usable

s of the electromagnetic spectrum include visible and
infrared light and microwave and shortwave radio wavelengths.
The most commonly used active remote sensors are radar and the
lightwave (lidar) and soundwave (sodar) analogs. In general, the
shorter the wavelength, the smaller the atmospheric entity that
dominates scattering of the radiation. Thus, scattering is
primarily from refractive index turbulence for shortwave radars
and sodar, precipitation for microwave radars, cloud particles
for millimeter wavelength radars, and,atmospheric aerosols for
lidar. In addition to yielding concentration profiles of the
scattering entity, active systems can be given Doppler capability
to provide wind information. Such systems can have volume
scanning capabilities or yield only profiles. A special form of
Doppler radar (called codar) can provide two-dimensional maps of
ocean surface currents and wave spectra by scattering from ocean
surface waves. Passive remote sensors include microwave,
Infrared, and visible light radiometers. Such systems can yield
only integral properties of the atmosphere (e.g., total
precipitable water vapor) or can yield some information about
vertical distribution by mathematical inversion of
multiwavelength radiances.

In this short report we do not attempt to describe all
possible remote sensing technologies (see Kaimal, 1990, for more
information), but we do highlight a few that can dramatically
improve Tfuture coastal fTield programs. The systems we have
chosen to highlight are
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(1) Scanning radars of centimeter wavelength (operated in
dual mode)

(2) High frequency (915 MHz), high resolution ABL wind
profilers

(3) Doppler lidar

(4) Millimeter wavelength cloud radar

(5) Multichannel microwave radiometers (moisture and
temperature)

(6) Codar

3.1. Scanning Radars

Although scanning radars of 1-10 cm wavelength have been
used primarily for research on deep convection and precipitating
storms, they also have great potential for ABL and coastal
meteorological research. Studies of the ABL can use naturally
occurring scatterers (pollen, insects, etc.) or chaff dispersed
by aircraft. Single systems can provide considerable information
on ABL turbulence and dynamics (Kropfli, 1986a), and dual systems
can provide volume scans of horizontal winds on scales of tens of
kilometers with resolution as fine as 150 m. Figure 4 shows an
example of a coastal application of a dual-Doppler system in the
Santa Barbara Channel (Kropfli, 1986b). Note the clear
definition of a small scale eddy in the center of the volume.
This 1s the only known application of the dual-Doppler radar
technique specifically for a coastal meteorology research
project

3.2. Wind Profilers

A recent iInnovation in radar technology 1is the development
of continuously operating Doppler *clear-air™ (i.e., able to
detect scattering from refractive index fluctuations not
associated with clouds or precipitation) radars capable of
providing measurements of wind and turbulence profiles on 1-min
time scales (Balsley and Gage, 1982). Because of the great value
of the around-the-clock wind data, these systems have been given
the generic name of wind profilers. The higher frequency (915
MHz) systems (Ecklund et al., 1988) have sufficient vertical
resolution (60 m) to be useful for ABL-scale studies. Their
relatively low cost and transportability suggest that 10 to 20
units could be deployed in a coastal mesoscale meteorology field
program. Such a network combined with a mesoscale numerical
model would represent two orders of magnitude iImprovement in
definition of the coastal wind structure. Figure 5 shows an
example of diurnal wind speed variations observed in a coastal
experiment with a 404 MHz radar. The radar was sited at San
Nicolas Island (about 100 km west-southwest of Los Angeles,
California). The strong wind jet feature at 400 m height
occurred just before midnight local time and was associated with
a minimum in the ABL depth. When combined with an appropriate
acoustic source, the Doppler spectra can be processed to yield
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temperature profiles with the same resolution as the wind
information. This radio acoustic sounding system (RASS) 1is a new
innovation in wind profiler technology and i1s still being
evaluated, but i1t suggests that wind profilers can continuously
monitor the wind and thermodynamic structure in both the ABL and
the free troposphere 1mmediately above it.

3.3 Lidars

Through various techniques, lidars are capable of providing
profile information on winds, temperature, moisture, and
concentration of aerosols and trace gases such as 03, S02, and NO2
(Schwiesow, 1986). Both airborne and surface-based Doppler
systems hold great promise for coastal meteorological research.
The LAnd/Sea Breeze Experiment (LASBEX), held in Monterey,
California, 1in 1987 is the only use to date of a land-based
Doppler lidar in a coastal region (Olivier et al., 1991). Figure
6 shows a four hour period with a transition from a land-breeze
regime to a sea-breeze regime in the late morning (sunrise is at
about 1400 UTC). Note that in this example the land breeze
ceases Tirst over the land and the sea breeze is most iIntense
right at the coast. The LASBEX lidar offer a unique picture of
the small-scale structure of the land/sea breeze system. The
major advantage of lidar over the centimeter-wavelength radar
discussed above is the ubiquitous presence of atmospheric
aerosols; thus, chaff are not needed even in very clean marine
environments. Lidars are also capable, at least in principle, of
significantly better resolution than the centimeter-wavelength
radars. The major disadvantage of lidars is their i1nability to
penetrate clouds. Therefore, the application is best suited for
cloudfree or subcloud studies. A combined lidar and millimeter
wavelength radar program would be an excellent way to study

coastal stratocumulus regimes.

3.4. Cloud Radars

Millimeter—-wavelength radars are able to detect scattering
from water droplets in clouds and are often referred to as cloud
radars. Early work was done with derivatives of military surplus
systems at 35 GHz (8.6 mm wavelength). A few 35 GHz systems have
been constructed specifically for meteorological research
(Pasqualucci et al., 1983), and in the last 5 years three 94 GHZ
(3.2 mm wavelength) systems have been constructed (Lhermitte,
1986), but only the most preliminary results have been published.
Because of the extremely short pulse lengths and narrow beams of
these systems, spatial resolution of about 3m is practical. This
permits us to study small-scale cloud processes, such as
entrainment, that are usually impossible to observe with
conventional methods. Because cloud radars are quite new and
only a few systems are available, they have not yet seen
extensive use iIn meteorological fTield programs. They have not
yet been used in coastal work. However, their unique ability to
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examine details of cloud dynamical and microphysical processes
suggests they are very well suited for studies of coastal cloud.

3.5. Microwave Radiometers

Microwave radiometers capable of providing limited
resolution profiles of temperature and humidity are standard on
meteorological satellites. A few upward—looking systems have
been constructed specifically for ground-based use. Dual channel
systems can provide integrated water vapor (precipitable water)
and liquid (Hogg et al., 1983) on 1-min time scales.

Multichannel systems in the 60 Ghz atmospheric oxygen absorption
bands can provide temperature profiles, although with limited
resolution. Figure 7 shows an example of a time series of
integrated cloud liquid water content for coastal stratocumulus
clouds at San Nicolas Island (Albrecht et al., 1990). The
measured time series is compared with values computed using the
adiabatic relationship employed in most stratocumulus cloud
models. Other periods (not shown) had significant departures
from the adiabatic relationship, indicating that cloud decoupling
and drizzle processes were important. These data were also used
in a unique study of cloud-radiation parameterizations (Fairall
et al., 1990) in the coastal zone.

3.6. Codars

Radio waves scattered from the sea surface at wavelengths of
about the ocean wavelengths produce a characteristic Doppler
3ﬁ§ctrum often referred to as the Bragg scattering_ spectrum.

This spectrum can be evaluated to estimate the radial component
of the sea surface current. Two iIndependent systems separated by
tens of kilometers will give two-dimensional maps of the surface
vector current. This technique is called the coastal ocean
dynamics applications radar (codar). This technology (Frisch and
Weber, 1982) was developed in the late 1970s and early 1980s but
it has seen only limited application in coastal oceanographic and
meteorological research programs in the United States. With the
recent appearance of commercially available systems, this should
change. Figure 8 shows an overlay of two codar derived surface
current vector maps taken 2-h apart. A tidally driven gyre 1is
evident in the center of Monterey Bay. Tidal rotation of the
current vectors can be seen at a number of locations. Once the
tidally driven currents are removed, the codar—derived surface
currents will be a sensitive indicator of air-sea wind coupling.
The Bragg spectrum can also be processed to obtain the ocean
directional wave spectrum. This, however, is much more
complicated than simply deducing the surface current. Codar has
the potential to become a powerful tool for observing the
modification and evolution of directional ocean wave spectra in
the coastal zone.
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4. SUMMARY AND CONCLUSIONS

Our understanding of coastal boundary layer processes will,
to some extent, be improved by general advances in boundary layer
science. However, some problems are more specific to the coastal
regime and require immediate study. Theoretical developments,
modelling studies, and field measurements programs are required.
Surface-based remote sensors are well suited for application to
many aspects of these problems and are expected to play a major
role in this research. A summary of the coastal ABL issues
discussed iIn this report is given below:

*Fundamental work on ABL properties for inhomogeneous and non-
equilibrium conditions including suitable surface flux and mixed-
layer similarity parameterizations and the general relationships
of the ensemble average first and higher-order turbulence
variables

*Fundamental theoretical relationships between the ocean wave
spectrum, the surface fluxes, and bulk properties.

*The physical process of the growth of the top of the stable IBL,
both entrainment and induced mean vertical velocity effects, and
decay processes of turbulence above a newly formed IBL.

*Coastal marine stratocumulus and overland fair weather cumulus
cloud regimes and their influence on land/sea breeze cycles.

*The role of gravity waves and Kelvin-Helmholtz instability.

The theme of all of these issues i1s centered on a break with
the simple homogeneous mixing concepts that have been the basis
of most of our thinking in micrometeorology and boundary-layer
meteorology. This attitude is reflected In the inside joke,
"Micrometeorologists are like Dorothy, they always want to go
back to Kansas.'" Patchy surfaces, broken cloud structures, and
three-dimensional dynamics have led us to repudiate the Dorothy
viewpoint, even for Kansas. For the coastal regime, we must go
back and re-examine all conventional wisdom for dealing with
boundary layers.

Acknowledgments. Portions of this document were originally
written as contributions to a report of the Panel on Coastal
Meteorology convened by the National Academy of Sciences,
Committee on Meteorological Analysis, Prediction, and Research.
The author wishes to acknowledge the contributions of the other
members of that panel, particularly Carl Friehe, Gary Geernaert,
Roger Pielke, and Dave Rogers. Thanks also to Dennis Thomson and
Phil McGillivary for a very careful reading and many useful
suggestions.

14



5. REFERENCES

Albrecht, B.A., C.W. Fairall, D.W. Thomson, A.B. White, J.B.
Snider, and W.H. Schubert, 1990: Surface-based remote sensing of

the observed and the adiabatic liquid water content of
stratocumulus clouds. Geophvst Res. Lett.. 17, 89-92.

Balsley, B.B., and K.S. Gage, 1982: On the use of radars for
operation wind profiling. Bull. Am. Meteor. Soc.. 63, 1009-1018.

Beljaars, A.C.M., and A.A.M. Holtslag, 1991: Flux
parameterizations over land surfaces for atmospheric models. J.

Atmos. Sci., 30, 327-341.

Bennett, T.J., and K. Hunkins, 1986: Atmospheric boundary layer
modification in the marginal ice zone. J. Geoohvs. Res.. 91.
13033-13044. e

Brost, R.A., J.C. Wyngaard, and D.H. Lenschow, 1982: Marine
stratocumulus layers. Part Il. Turbulence budgets. J. Atmos.
Sci.. 39, 818-836.

Businger, J.A., 1986: Evaluation of the accuracy with which dry
deposition can be measured with current micrometeorological
techniques. J. Clim. Appl. Meteor.. 25, 1100-1124.

Carruthers, D.J., and J.C.R. Hunt, 1986: Velocity fluctuations
near an interface between a turbulent region and a stably
stratified layer. J. Fluid Mech.. 165, 475-501.

Carruthers, D.J., and C.-H. Moeng, 1987: Waves in the overlying
inversion of the convective boundary layer. J. Atmos. Sci.. 44.
i801-1808. mmmmm e

Cheung, T.K., 1991: Sodar observations of the stable lower
atmospheric boundary layer at Barrow, Alaska. Bound.-Laver
Meteor., to appear.

Claussen, M., 1987: The flow in a turbulent boundary layer
upstream of a change in surface roughness. Bound.-Laver Meteor
40, 31-86. e

Davidson, K.L., C.W. Fairall, P.J. Boyle, and G.E. Schacher,
1984: Verification of an atmospheric mixed—layer model for a
coastal region. J. Clim. Appl. Meteorol.. 23, 617-636.

Deardorff, J.W., 1974: Three-dimensional numerical study of
turbulence in an entraining mixed layer. Bound.-Laver Meteor

7, 199-226. e

15



Deardorff, J.W., 1980: Stratocumulus-capped mixed layers derived
from a three-dimensional model. Bound.-Layer Meteor., 18, 495-
521.

Deardorff, J.W., and G.E. Willis, 1982: Dependence of mixed-layer
entrainment on shear stress and velocity jump. J: Fluid Mech.,

115, 123-149.

Duynkerke, P.G., 1988: Application of the E - e closure model to
the neutral and stable boundary layer. J. Atmos. Sci., 45, 865-
880.

Ecklund, W.L., D.A Carter, and B.B. Balsley, 1988: A UHF wind
profiler for the boundary layer: Brief description and initial
results. J. Atmos. Oceanic Technol., 5, 432-441.

Fairall, C.W., K.L. Davidson, and G.E. Schacher, 1982:
Meteorological models for optical properties in the marine

atmospheric boundary layer. Optical Engin., 21, 847-857.

Fairall, C.W., J.E. Hare, and J.B. Snider, 1990: An eight-month
sample of marine stratocumulus cloud fraction, albedo, and

integrated liguid water. J. Clim., 3, 847-864.

Fairall, C.W., A.B. White, and D.W. Thomson, 1991: A stochastic
model of gravity-wave-induced clear-air turbulence. J. Atmos.
Sci., 48, 1771-1790.

Frisch, A.S., and B.L. Weber, 1982: Applications of dual-Doppler
HF radar measurements of ocean surface currents. Rem. Sens.
Environ., 12, 273-282.

Garratt, J.R., 1987: The stably stratified internal boundary
layer for steady and diurnally varying offshore flow. Bound.-

Laver Meteor., 38, 369-394.

Geernaert, G.L., 1990: Bulk parameterizations for the wind stress
and heat fluxes. Chapter 5 in Surface Waves and Fluxes. Vol 1
- Current Theory, G.L. Geernaert and W.J. Plant, Eds., Kluwer
Academic Publisher, 336 pp.

Geernaert, G.L., K.B. Katsaros, and K. Richter, 1986: Variation
of the drag coefficient and its dependence on sea state.
Geophys. Res., 91, 7667-7679.

Geernaert, G.L., S.E. Larsen, and F. Hansen, 1987: Measurements
of the wind stress, heat flux, and turbulence iIntensity during

storm conditions over the North Sea. J. Geophys. Res., 92,
13127-13139.

16



Gossard, E.E., J.E. Gaynor, R.J. Zamora, andW.D. Neff, 1985:
Finestructure of elevated stable layers observed by sounder and
in situ tower sensors. J. Atmos. Sci.. 42, 2156-2169.

Hignett, P., 1991: Observations of the diurnal variation in a

Eiggd—capped marine boundary layer. J. Atmos. Sci.. 48. 1474-

Hogg, D.C., F.O. Guiraud, J.B. Snider, M.T. Decker, and E.R.
Westwater, 1983: A steerable dual-channel microwave radiometer
for measurement of water vapor and liquid in the atmosphere. J.
Appl. Meteor.. 22, 789-806.

Holt, T. and S. Raman, 1988: A review and comparative evaluation
of multilevel boundary layer parameterizafions for first-order

%g? %&gbulent kinetic energy closure schemes. Rev. Geophvs.. 26.

Huang, N.E., L.F. Bliven, S.R. Long, and P.S. DelLeonibus, 1986: A
study of the relationship among wind speed, sea state, and the
drag coefficient for a developing wave field. J. Geophvs. Res.,
91, 7733-7742.

Kaimal, J.C. (editor), 1990: Remote atmospheric profiling systems
for tropospheric monitoring. NOAA Tech. Memo. ERL WPL-175, NOAA/
Environmental Research Laboratories, Boulder, CO, 72 pp.

Kaimal, J.C., J.C. Wyngaard, D.A. Haugen, O0.R. Cote, Y. Ilzumi,
S.J. Caughey, and C.J. Readings, 1976: Turbulence structure Iin
the convective boundary layer. J. Atmos. Sci., 33, 2152-2169.

Koracin, D., and D.P. Rogers, 1992: Radiative transfer and
turbulence in the cloud-topped marine atmospheric boundary layer.
J. Atmos. Sci., submitted.

Kropfli, R.A., 1986a: Radar probing and measurement of the
planetary boundary layer: Part Il scattering from particulates.
In Probing the Atmospheric Boundary Laver, D.H. Lenschow, Ed.,
American Meteorological Society, Boston, MA, 183-200.

Kropfli, R.A., 1986b: Airflow characteristics in the marine
boundary layer over the Santa Barbara Channel during SCCCAMP:
Part I. Summary of dual-Doppler radar observations. NOAA Tech.
Memo. ERL WPL-141, NOAA/Environmental Research Laboratories,

Boulder, CO, 105 pp.

Lenschow, D.H., 1973: Two examples of planetary boundary layer
modification over the Great Lakes. J. Atmos. Sci., 30, 568-581.

Lenschow, D.H., 1986: Probing the Atmospheric Boundary Laver.
American Meteorological Society, Boston, MA, 269 pp.

17



Lenschow, D.H., J.C. Wyngaard, and W.T. Pennell, 1980: Mean-field
and second-moment budgets in a baroclinic, convective boundary
layer. J. Atmos. Sci., 37, 1313-1326.

Lhermitte, R., 1986: A 94 Ghz Doppler radar for cloud
observations. J'. Atmos. Oceanic Technol., 4, 36-48.

Lyons, W.A., 1975: Turbulent diffusion and pollutant transport in
shoreline environments. In Lectures on Air Pollution and
Environment Impact Analysis, D.A Haugen, Ed., AMS, 136-208.

McMillen, R.T., 1988: An eddy correlation technique with extended
applicability to non-simple terrain. Bound.-Laver Meteor .,
43, 231-245.

Merrill, J.T., and J.R. Grant, 1979: A gravity wave-critical
level encounter observed in the atmosphere. J. Geophvs. Res.,
84, 6315-6328.

Moeng, C.H., 1984: A large-eddy simulation model for the study of
planetary boundary layer turbulence. J. Atmos. Sci., 41, 2052-
2062.

Moeng, C.H., and J.C. Wyngaard, 1984: Statistics of conservative
scalars i1n the convective boundary layer. J. Atmos. Sci., 41,
3162-3169.

Moeng, C.H., and J.C. Wyngaard, 1989: Evaluation of turbulent
transport and dissipation closures in second-order modeling. J.
Atmos. Sci., 46, 2311-2330.

Moeng, C.H., and R. Rotunno, 1990: Vertical-velocity skewness in
the buoyancy-driven boundary layer. J. Atmos. Sci., 47, 1149-
1162.

Mulhearn, P.J., 1981: On the formation of a stably stratified
internal boundary layer by advection of warm air over a cooler
sea. Bound.-Laver Meteor., 21, 247-254.

Neff, W.D., 1988: Observations of complex terrain flows using
acoustic sounders: echo interpretation. Bound.-Laver Meteor.
42, 207-228.

Nicholls, S., 1984: The dynamics of stratocumulus: Aircraft
observations and comparisons with a mixed-layer model. Quart. J.
Roy. Meteor. Soc., 110, 783-820.

Nieuwstadt, F.T.M., 1984: The turbulent structure of the stable,
nocturnal boundary layer. J. Atmos. Sci., 41, 2202-2216.

Nieuwstadt, F.T.M., and R.A. Brost, 1986: The decay of convection
turbulence. J. Atmos. Sci., 43, 532-546.

18



Olivier, L.D., J.M. Intrieri, and R.M. Banta, 1991: Doppler lidar
observations of a land/sea breeze transition on a day with
offshore flow. Proc. Fifth Conference on the Meteorology and
Oceanography of the Coastal Zone, May 6-9, Miami, FL, American
Meteorological Society, Boston, MA, 138-142.

Overland, J.E., R.M. Reynolds, and C.H. Pease, 1983: A model of
the atmospheric boundary layer over the marginal ice zone. J.
Geophvs. Res., 88, 2836-2840.

Pasqualucci, F., B.W. Bartram, R.A. Kropfli, and W.R. Moninger,
1983: A millimeter-wavelength dual-polarization Doppler radar.
J. Clim. Appl. Meteor., 22, 758-765.

Priestly, C.H.B., and R.J. Taylor, 1972: On the assessment of
surface heat flux and evaporation using large-scale parameters.
Mon. Wea. Rev., 100, 81-92.

Ramanathan, V., R.D. Cess, E.F. Harrison, P. Minnis, B.R.
Barstram, E. Ahmed, and D. Hartman, 1989: Cloud-radiative forcing
and climate: Results from the Earth Radiation Budget Experiment.
Science, 243, 57-63.

Randall, D.A., J.A. Coakley, C.W. Fairall, R.A. Kropfli, and D.H.
Lenschow, 1984: Outlook for research on subtropical marine
stratiform clouds. Bull. Am. Meteor. Soc., 65, 1290-1301.

Reynolds, R.M., 1984: On the local meteorology at the marginal
ice zone of the Bering Sea. J. Geophvs. Res., 89, 6515-6524.

Schuepp, P. H., M.Y. LeClerc, J.l. MacPherson, and R.L.
DesJardins, 1990: Footprint prediction of scalar fluxes from
analytical solutions of the diffusion equation. Bound.-Laver
Meteor., 50, 355-373.

Schwiesow, R.L., 1986: Lidar measurement of boundary-layer
variables. In Probing the Atmospheric Boundary Laver, D.H.
Lenschow, Ed., American Meteorological Society, Boston, MA, 139-
162.

Sethuraman, S., 1980: A case of persistent breaking of internal
gravity waves in the atmospheric surface layer over the ocean.
Bound.-Laver Meteor., 19, 67-80.

Sellers, P., Y. Mintz, Y.C. Sud, and A. Dachler, 1986: A simple
biosphere model (SiB) for use within general circulation models.
J. Atmos. Sci., 43, 505-531.

Sha, W., T. Kawamura, and H. Ueda, 1991: A numerical study on
sea/land breezes as a gravity current: Kelvin-Helmholtz billows

and inland penetration of the sea-breeze front. J. Atmos. Sci.,
48, 1649-1665.

19



Skupniewicz, C.E., J.W. Glendenning, and R.F. Karaada, 1991:
Boundary layer transition across a stratocumulus cloud edge in a
coastal zone. Mon. Wea Rev., to appear.

Smith, S.D., 1988: Coefficients for sea surface wind stress, heat
flux, and wind profiles as a function of wind speed and
temperature. J. Geophvs. Res., 93, 15467-15472.

Smith, S.D., K.B. Katsaros, W.A. Oost, and P.G. Mestayer, 1990:
Two major experiments in the Humidity Exchange Over the Sea
(HEXOS) program. Bull. Am. Meteor. Soc., 71, 161-172.

Stage, S.A., and J.A. Businger, 1980: A model for entrainment
with a cloud-topped marine boundary layer, 1: Model description
and application to a cold-air outbreak episode. J. Atmos. Sci.,

38, 2213-2229.

Steyn, D.G., and T.R. Oke, 1982: The depth of the daytime mixed
layer at two coastal sites: A model and its validation. Bound.-
Laver Meteor., 24, 161-180.

Stull, R.B., 1988: An Introduction to Boundary Laver
Meteorology, Kluwer Academic Publisher, 666 pp.

Sykes, R.I., and W.S. Lewellen, 1982: A numerical study of
breaking Kelvin-Helmholtz billows using a Reynolds-stress
turbulence closure method. J. Atmos. Sci., 39, 1506-1520.

Syrett, W.J., 1988: Hourly wind, potential temperature, and
Richardson number profiles at San Nicolas Island during project
FIRE. FIRE Technical Report No. 2, Department of Meteorology,
The Pennsylvania State University, University Park, PA, 49 pp.

Tennekes, H., and G.M. Driedonks, 1981: Basic entrainment
equations for the atmospheric boundary layer. Bound.-Laver
Meteor., 20, 515-531.

Tjernstrom, M., 1990: A numerical study of the perturbations in
stratiform boundary layer cloud fields on the mesoscale. Proc.
9th Symposium on Turbulence and Diffusion, April 30 to May 3,
Roskilde, Denmark, American Meteorological Society, Boston, MA,
35-38.

Uno, I., H. Ueda, and S. Wakamatsu, 1989: Numerical modeling of
the nocturnal urban boundary layer. Bound.-Laver Meteor., 28,
693-704.

VanZandt, T.E., 1982: A universal spectrum of buoyancy waves in
the atmosphere. Geophvs. Res. Lett., 9, 575-578.

VanZandt, T.E., K.S. Gage, and J.M. Warnock, 1979: A statistical
model for the probability of turbulence and the calculation of

20



vertical profiles of turbulence parameters. Proc. Fourth
Symposium on Turbulence and Diffusion, Reno, NV, American

Meteorological Society, Boston, MA, 52-55.

Wai, M.M.—K., and S.A. Stage, 1990: Influence of mesoscale sea

surface temperature on the break-up of boundary-layer clouds.
Proc. 9th Symposium on Turbulence and Diffusion, April 30 to May
3, Roskilde, Denmark, American Meteorological Society, Boston

MA, 39-42.

Weill, J.C., 1990: A diagnosis of the asymmetry in top-down and
Bgtthauglgiffusion using a Lagrangian model. J. Atmos. Sci..

G.E., and J.W. Deardorff, 1974: A laboratory model of the
unstable planetary boundary layer. J. Atmos. Sci.. 31, 1297-

Winant, C.D., C.E. Dorman, C.A. Friehe, and R.C. Beardsley, 1988:
The marine layer off Northern California: an example of a
supercritical channel flow. J. Atmos. Sci.. 45, 3588-3605.

Wyngaard, J.C., 1973: On surface-layer turbulence. Workshop on
Micrometeoroloqy, D.A Haugen, Ed., AMS, Boston, MA, 101-149.

Wyngaard, J.C., 1988: Structure of the PBL. Chapter 1 in
Lectures on Air Pollution Modelling. A Venkatram and J. Wyngaard,
Eds., American Meteorological Society, Boston, MA, 9-61.

Wyngaard, J.C., and M.A. LeMone, 1980: Behavior of the refractive
index structure parameter in the entraining convective boundary

layer. J. Atmos. Sci.. 35, 1573-1585.

Zeman, 0., and J.L. Lumley, 1979: Buoyancy effects in entraining
turbulent boundary layers: A second-order closure study. In
Turbulent Shear Flows, F. Durst, B._E. Launder, F.W. Schmidt, and
J.H. Whitelaw, Eds., Springer-Verlag, 295-306.

Zhou, M.Y., D.H. Lenschow, B.B. Stankov, J.C. Kaimal, and J.E.
Gaynor, 1985: Wave and turbulence structure in a shallow
baroclinic convective boundary layer and overlying inversion. J

Atmos. Sci.. 42, 47-57. —

21



Free Troposphere

inversion Layer

Mixed Layer

Surface Layer

Wind Potential Water Vapor
Speed Temperature Mixing Ratio

Fig. 1. Schematic of a typical convectively mixed ABL (from
Fairall et al., 1982). Wins speed (u), water vapor mixing ratio
(q) and potential temperature (0) are shown as a function of
height. The turbulent ABL occupies the region below the upper

dashed line.
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Fig. 2. Vertical profiles of wind speed and potential
temperature at two different locations along the North Coast of
California (Winant et al., 1988). Note the strong low-level
.P°tential temperature at approximately 250 m
altitude, coincident with the maximum in wind speed. Contrast
these profiles with the simple mixed-layer structure depicted

Fig. 1.
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Fig. 3. Distribution of drag coefficient, with wind speed.
1) over deep open ocean; 2) over deep, coastal ocean, 3) over
deep water; 4) North Sea depth of 30 m; 5) North Sea depth of 16
m; 6) Lough Neagh depth of 15 m; 7) Lake Ontario depth of 10 m;

8) Lake Geneva depth of 3 m (from Geernaert, 1990).
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Fig. 4. Dual-Doppler radar observations with the NOAA/WPL X-
band systems in the Santa Barbara Channel. A 1-h composite of

horizontal wind vectors in the lower ABL (from Kropfli, 1986b).
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4 hour period in the transition from a land breeze to a sea
breeze (sunrise is about 1400 UTC).
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Fig. 7. Time series of the observed integrated cloud liquid
water from a microwave radiometer and the adiabatic value
calculated with ceilometer measurements of cloud base height and
sodar measurements of cloud top height. Each point represents a
2-min average. The adiabatic values are offset vertically by a
constant 0.1 mm to aid in the visualization (from Albrecht et

al., 1990).
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An overlay of two codar surface current vector maps
1991, 1in Monterey Bay, California.

Fig. 8.
Codar Ocean Sensors, Ltd., Mountain

taken 2 h apart on July 4,
Data courtesy of D. Barrick,

View, CA.
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