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1. Estimates of ocean anthropogenic carbon

1.1. ∆C∗

The so-called ∆C∗-method [Gruber et al., 1996] for esti-
mating Cant consists of measuring total DIC in the ocean
and subsequently estimating the background carbon to sep-
arate the anthropogenic component. The ∆C∗-method has
associated uncertainties, in addition to errors inherent to
discrete observations. Firstly, the calculation assumes a con-
stant disequilibrium between the oceanic and atmospheric
pCO2, which leads to overestimation of Cant in the up-
per thermocline and underestimation of Cant in the deep
ocean [Matsumoto and Gruber , 2005]. Other errors include
a young water age bias due to the CFC-based method [Haine
and Hall , 2002], which affects the time at which water
parcels were exposed to atmospheric pCO2 levels. Lastly,
the method implicitly assumes that Cant transport is ad-
vective only. Matsumoto and Gruber [2005] provided a test
of these assumptions by applying the ∆C∗-method to a
“true” distribution of Cant from a coupled climate model.
They found that Cant is underestimated in older waters, and
overestimated in younger waters. They found that Cant in-
ventories estimated by ∆C∗-method are biased upwards by
7%, which is within the quoted uncertainty of the method.
However, the method also assumes constant Redfield ratios,
which holds globally but has been shown to vary spatially
[Weber and Deutsch, 2010]. The resulting error from this
assumption is uncertain.

1.2. Greens function

Khatiwala et al. [2009] presented an observation-based
Green’s function method similar to Waugh et al. [2006],
which is a generalized form of the transit tracer method as
employed by Waugh et al. [2006]. It is based on construct-
ing an estimate of ocean transport based on observations
of ocean tracers: CFC-11, CFC-12, natural 14C, salinity,
temperature, and PO∗

4. For the surface flux of carbon, it
is assumed that atmosphere-ocean disequilibrium scales lin-
early with the atmospheric pCO2 perturbation. The method
is therefore entirely observation-based. To test the method,
Khatiwala et al. [2009] applied it to a “truth” constructed
from an ocean-only simulation and note a 2% error in the
direct comparison. One caveat that applies to both of the
observational estimates discussed above is they do not in-
clude the effects of changes in circulation and temperature,
whereas the Cant from model simulations generally does.
Unlike the ∆C∗-method method however, the Green’s func-
tion method does include biogeochemical changes.

1.3. Model simulations

CMIP5 ESM historical model simulations are used to as-
sess simulated ocean carbon uptake are those from ESMs. In
these experiments, atmospheric pCO2 levels are pre-scribed
from 1850 to 2005. Prescribing atmospheric pCO2 rather
than carbon emissions provides a tighter constraint on the

Copyright 2017 by the American Geophysical Union.
0094-8276/17/$5.00

simulation and isolates differences in ocean carbon uptake,
since all the ocean models are exposed to the same at-
mospheric pCO2 values. In the CMIP5 historical simula-
tions, Cant is simply taken as the difference in DIC over
the historical period with the pre-industrial control sim-
ulation. It therefore includes changes in natural carbon
(the background distribution of carbon that is not due to
atmospheric anomalies) as well as the anthropogenic car-
bon perturbation. To quantify the effect of climate change
on the oceanic natural carbon reservoir, some ESMs ran
simulations calculating only the change in natural carbon
over both the historical period and in an idealized scenario
whereby atmospheric CO2 levels increase by 1% every year
as part of CMIP5, similar to studies by Plattner et al. [2001],
Keeling [2005], Wang et al. [2012], and McNeil and Matear
[2013]. The average of the CMIP5 simulations, at a time
when atmospheric pCO2 is at year 1995 levels, is a 3 ± 3.9
Pg C change in natural carbon. Because the underlying
assumptions made by the observational estimates are gener-
ally similar, they do not explain the large difference in their
best estimates. The difference between the models and the
observations due to “natural” carbon changes are also not
likely to be large enough to explain the large negative bias
of the CMIP5 model Cant.

2. Impulse response functions

To provide a second estimate of ∆C1791−1850 and
∆C1765−1791 for verification, we use the impulse response
functions (IRFs) from Joos et al. [2013]. To use the impulse
response functions, we need to know what the effective car-
bon emissions are from 1765 up to 1995, due to both land use
changes and fossil fuel emissions. Land emissions are very
uncertain prior to 1850 and have previously been estimated
in Khatiwala et al. [2009] as the difference between fossil fuel
emissions and the combined ocean carbon and atmospheric
carbon content. For this study, we use the atmospheric im-
pulse response function and measured atmospheric pCO2

history to recursively calculate the required yearly carbon
emissions at year t, E(t), to produce the measured pCOatm

2

values:

E(t) = 2.13. ∗ pCOatm
2 (t) −

t−1∑
t0

I(t− τ)E(τ)dτ, (1)

where t0 is the start date of the adjustment and the con-
stant 2.13 converts parts per million in the atmosphere to Pg
C [Clark , 1982]. The choice of IRFs affects the total emis-
sions required to produce the measured pCOatm

2 values. To
calculate the time evolution of ∆C1791−1850 we repeat the
procedure outlined in the paragraph above but set atmo-
spheric pCO2 after 1850 constant at the 1850 value (286.4
ppm), and similarly for ∆C1765−1791. To maintain a set at-
mospheric pCO2, additional emissions are required as the
ocean and land continue to absorb atmospheric carbon.

Figure 1 shows the implied emissions that drive
∆C1765−1791 and ∆C1791−1850, E1765−1791 and E1791−1850

respectively, as well as the emissions for the Joos et al.
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[2013] experiments and observations of fossil fuel emissions
[Houghton, 2003; Boden et al., 2009]. Over the historical
period, changes in ocean carbon chemistry and circulation
affect the rate of ocean carbon uptake. Ocean carbon up-
take therefore responds non-linearly to emissions. As a re-
sult, the IRFs for the early industrial ocean are different
than those for present-day conditions, as illustrated by Joos
et al. [2013]. Our linear IRF-based adjustment is supported
by 1) the smallness of the adjustment-implied emissions rel-
ative to the total emissions over the same period and 2) the
time and magnitude of the adjustments are close to those of
the pulse emission used to calibrate the IRFs that we use.

3. Ocean carbon uptake after atmospheric
pCO2 stabilization

In this section, we discuss the uptake of ocean carbon
after atmospheric CO2 has stabilized, following on from sec-
tion 4 in the main text. The results from the main text
show that the majority of ∆C1765−1791 and ∆C1791−1850 is
absorbed after 1791 and 1850 respectively, after atmospheric
pCO2 levels stabilized. The CMIP5 simulations begin from
an equilibrated year 1850 state. The surface carbon concen-
trations in this equilibrated state will not be the same as
a transient system with the same atmospheric pCO2 which
has experienced a complete pCO2 history. This concept can
be demonstrated by utilizing the TMM simulations to cal-
culate ∆C1765−1791, in which atmospheric pCO2 is increased
from 1765 to 1791 and then kept constant.

In these experiments, the surface DIC at the time of at-
mospheric pCO2 stabilization is less than it would be at
equilibrium for the same atmospheric pCO2 value. This is
illustrated in Fig. 2A , where the surface DIC anomaly at
the end of the experiment, when the system is more equili-
brated like the CMIP5 models, is higher then at the start
of the atmospheric pCO2 stabilization. At both points in
time, the atmospheric pCO2 is the same but the surface
carbon concentration is different. The pale blue region in
panel A then represents the air-sea disequilibrium of surface
DIC, DICdiseq, which decreases with time. Figure 2B then
shows the evolution of ocean anthropogenic carbon. Af-
ter atmospheric pCO2 has stabilized, ocean anthropogenic
carbon continues to increase since the surface DIC has not
equilibrated. The pale blue region in panel B, Cant diseq

represents the carbon uptake that results from the air-sea
disequilibrium DICdiseq after atmospheric pCO2 has stabi-
lized.

4. Constant IRF assumption

The IRFs from Joos et al. [2013] are calculated with re-
spect to an 1850-equilibrated ocean, so the effective Revelle
Buffer Factor R is that of an 1850 ocean. However, the ad-
justments made in the main text begin in 1765 at which time
the buffer factor was likely less than it was in 1850, while
post-1850, the buffer factor would have been larger. In ef-
fect, using the IRFs biases our adjustments too low before
1850 and too high after 1850. To calculate the error this in-
troduces, we use the framework developed by Goodwin et al.
[2007]. In that framework, we make the assumption that
the buffered carbon inventory IB remains constant, which is
shown in Goodwin et al. [2007] to hold well for total emis-
sions of carbon up to 5000 Pg C, and using the following
equation:

IB = IA +
IO
R
, (2)

where IA and IO are the atmospheric and oceanic car-
bon inventories respectively. Using eqn. 2 and the time
evolution of ocean and atmospheric carbon from Khatiwala
et al. [2009], we can calculate the likely value of R. Fig-
ure 3A shows the changes in the buffer factor induced by
the total adjustment in ocean carbon from the changes in
atmospheric pCO2 between 1765 to 1850, in blue, and the
implied changes in ocean buffer factor due to the changes
in atmospheric pCO2 after 1850, in red. Figure 3B shows
the net resulting estimated percentage error that we get by
using IRFs referenced to 1850, by assuming the ocean up-
take is directly proportional to the buffer factor. The 4.5%
uncertainty in 1995 that results from this calculation is less
than our claimed error in the adjustments.

It is also worth noting that while the effect of the Buffer
Factor, R, may be small, there is also the possibility that
the ratio between the background ocean pCO2 (equal to
atmospheric pCO2) and the background mixed layer dis-
solved inorganic carbon, DIC, content might change due
the non-linearity of ocean chemistry. This is relevant for
the buffer factor relationship which dictates the change in
surface ocean pCO2, ∆pCO2, given a change in ocean DIC,
∆DIC, i.e.:

∆pCO2

pCO2
= R

∆DIC

DIC
(3)

For the adjustments that are made in the main text, the
change in ocean carbon is around 30 Pg (due to the 1765-
1850 change in atmospheric pCO2), and the change in atmo-
spheric pCO2 is around 10 ppm. The surface ocean contains
around 900 Pg C, so a 30 Pg C perturbation constitutes
around 3.3%. Similarly, a 10 ppm perturbation on a 280
ppm background is a 3.5% perturbation. The change in ra-
tio DIC/pCO2 is therefore virtually constant over the range
of emissions due to the adjustments to ocean carbon we are
making.

5. Individual model bias

In the main text, the ensemble mean bias of the CMIP5
model anthropogenic carbon uptake is compared to the ob-
servations. However, there is some variation in the bias be-
tween the individual models. Figure 4 shows the column
integrated 1995 anthropogenic carbon bias of the CMIP5
models relative to the adjusted observational mean. Most
models show the behavior discussed in the main text: a pos-
itive bias in the Southern Indian and Pacific Oceans, and a
negative bias in the Southern Ocean. However, some mod-
els do not obviously exhibit this bias, namely CNRM, the
GFDL models and to some extent GISS-E2-R-CC. However,
these models show a maximum in Southern Ocean wind
stress more poleward than the CMIP5 mean so are more
similar to the real world which may mean that the biases
plotted are due to other factors. The dipole bias discussed
in the main text is therefore not a result of a few outliers,
but indicative of the CMIP5 models as a set.

6. Model drift

When calculating the anthropogenic carbon in the
CMIP5 models, the ocean carbon from the historical simu-
lation is subtracted from the tandem pre-industrial control
simulation. However, the degree of equilibration of the con-
trol simulation varies between the models. Figure 5 shows
a scatter plot of the drift in oceanic carbon between 1860
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and 1995 in the control simulation against the total anthro-
pogenic carbon storage over the same period. Some models
show significant drift over the historical period, up to -122
Pg C. However, we believe that there is no causal relation-
ship between drift and anthropogenic carbon storage, similar
to findings by Frölicher et al. [2015], even though the cor-
relation coefficient between drift and Cant storage is -0.63,
since the correlation depends on a few outliers. Nonetheless,
the focus of this study is the ensemble mean bias, and the
mean drift of the ensemble is close to zero.
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Figure 1. Cumulative emissions of carbon due to fos-
sil fuel emissions from Boden et al. [2009] and Houghton
[2003] between 1850-2005 (orange), the 100 Pg C pulse
emission from Joos et al. [2013] (black), and the implied
emissions for the adjustments due to the additional atmo-
spheric pCO2 forcing for Sabine et al. [2004] and Khati-
wala et al. [2009] (green and magenta, respectively). The
implied emissions for the adjustments are calculated us-
ing the pre-industrial IRFs from Joos et al. [2013] .
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Figure 2. A) global mean surface DIC anomaly and B)
global ocean carbon uptake for ∆C1765−1791. The vertical
black lines show the time at which atmospheric pCO2 sta-
bilizes and is constant afterwards. The pale blue region
in panel A represent the air-sea disequilibrium in surface
DIC and the pale blue region represents the ocean carbon
uptake associated with the that surface DIC disequilib-
rium.
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The reviewer raises a good point. The IRFs are calculated with respect to an 1850-equilibrated 
ocean, so the effective Revelle Buffer Factor is that of an 1850 ocean. However, our 
adjustments begin in 1765 at which time the buffer factor was likely less than it was in 1850, 
while post-1850, the buffer factor was likely larger. In effect, using the IRFs biases our 
adjustments too low before 1850 and too high after 1850.

To calculate the error this introduces, we use the framework developed by Goodwin et. al. 2007. 
In that framework, we make the assumption that the buffered carbon inventory remains 
constant, which is shown in Goodwin et. al. 2007 to hold well for total emissions of carbon up to 
5000 Pg C. 

Using this assumption and the time evolution of ocean and atmospheric carbon from Khatiwala 
et. al. 2009, we can calculate the likely historical changes in ocean buffer factor. The following 
figure on the left shows the changes in the buffer factor induced by the total adjustment in ocean 
carbon from the changes in atmospheric pCO2 between 1765 to 1850, in blue, and the implied 
changes in ocean buffer factor due to the changes in atmospheric pCO2 after 1850, in red. The 
figure on the right then shows the net resulting estimated percentage error that we get by using 
IRFs referenced to 1850, by assuming the ocean uptake is directly proportional to the buffer 
factor.
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while post-1850, the buffer factor was likely larger. In effect, using the IRFs biases our 
adjustments too low before 1850 and too high after 1850.
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Figure 3. A) Time evolution of the global mean Revelle
buffer factor induced by the adjustment in ocean carbon
from the changes in atmospheric pCO2 between 1765 to
1850, in blue, and the implied changes in Revelle buffer
factor due to the changes in atmospheric pCO2 after 1850,
in red. B) The net resulting estimated percentage error
in ocean anthropogenic carbon uptake calculated with
IRFs, due to assuming a constant Revelle Buffer Factor.
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(mol/m2)

Figure 4. Individual CMIP5 model bias of column-
integrated 1995 anthropogenic carbon relative to the
mean of the adjusted Khatiwala et al. [2009] Sabine et al.
[2004] estimates. The white areas are where the bias is
less than the error in the observations, and the dark grey
areas are those not covered by the observations.
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Figure 5. Scatter plot of the drift in oceanic carbon
between 1860 and 1995 in the control simulation against
the total anthropogenic carbon storage over the same pe-
riod, with a correlation coefficient of -0.63. The blue cir-
cles show individual models and the green circle shows
the ensemble mean.


