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Text S1. Wind bias detection 36 

The existence of the heading-dependent bias in the wind speed measured by the Garmin 37 

G600 system onboard the UMD Cessna aircraft was first identified by colleagues at the 38 

Pennsylvania State University (Ren et al., 2019). To address this issue, a series of 39 

calibration flights were conducted in October 2017 with the same UMD Cessna aircraft 40 

used for the flights in February 2015. For these calibration flights, the Cessna aircraft was 41 

equipped with both the original Garmin system and a newly installed differential GPS 42 

(DGPS) system, which measures aircraft true heading precisely with an accuracy of 0.05º. 43 

Figure S7a shows that the aircraft heading measured by the original Garmin system has a 44 

cosine-shaped systematic bias with respect to the aircraft heading measured by the DGPS 45 

system. The cosine-shaped bias in the Garmin heading measurement implies the existence 46 

of a hard-iron effect during the October 2017 flights: i.e., the permanent magnetic field that 47 

exists in the aircraft vessel interferes with the magnetometer's reading of the Earth's 48 

magnetic field.  49 

For the February 2015 flights, neither DGPS data nor other kinds of records exist that could 50 

be used to directly quantify the magnitude of the hard-iron effect on the Garmin heading. 51 

However, the difference between measured wind speed and output of the NAM4 model as 52 

a function of aircraft heading can be analyzed to qualitatively show the existence of the 53 

hard iron effect during the February 2015 flights (Figure S7b). The 'W' shaped pattern in 54 

Figure S7b, where the smallest differences of the wind speed were found near 90º and 270º 55 

and the largest differences were found near 0º, 180º, and 360º, demonstrates the existence 56 

of a hard iron effect during the mass balance flights conducted in February 2015.  57 

Text S2. Wind bias correction 58 

The original wind data measured by the Garmin system during February 2015, which we 59 

call hereafter version 1 (v1) wind, include an error induced by the systematic bias in the 60 

aircraft heading reported by the Garmin G600 system (Figure S7). From the original v1 61 

wind data, the v2 wind field (speed and direction) was derived by correcting the systematic 62 

heading bias. Then, the v3 wind field in which the accuracy is further improved was derived 63 

utilizing NAM4. Table S1 summarizes the differences in the wind speed perpendicular to 64 

the aircraft heading for these three versions of the wind field. The following paragraphs 65 

describe the method used to derive the v2 and v3 wind fields. 66 

First, the systematic heading bias for the February 2015 flights data was corrected using 67 

the fourth degree polynomial function given at the top of Figure S7a, which was obtained 68 

from the calibration flights conducted in October 2017. Following the correction of the 69 

heading bias, calibration coefficients of +0.8º and +1.3% were applied to the headings and 70 

the true air speeds (TAS), respectively (see Supplement of Ren et al., 2019). Then, the v2 71 

wind speed and wind direction were calculated based upon the bias-corrected/calibrated 72 

headings and TAS measurements, along with the original records of ground speed (GS) 73 

and true track angle (TTA).  74 

Even after the bias correction and the calibration of the heading and TAS measurements, a 75 

systematic bias could still be present in the v2 wind if the magnitude and direction of the 76 

hard-iron effect in February 2015 was significantly different from that in October 2017. 77 

The same aircraft had been used for both flight months; there is no record of how internal 78 
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aircraft electronics and support structures may have changed. To address this issue and 79 

further improve the accuracy of the v2 wind, NAM4 model wind was used to calculate v3 80 

wind data in the following manner. For the downwind transects measurements for each 81 

flight, 10 second running means of the perpendicular wind speed were calculated from v2 82 

wind and from NAM4 wind, respectively (𝑈⊥,𝑥,𝑧
𝑉2  and 𝑈⊥,𝑥,𝑧

𝑁𝐴𝑀4), as shown in Figure S9. From 83 

the two sets of perpendicular wind speed, the mean difference ( 𝑈⊥
𝑁𝐴𝑀4 − 𝑈⊥

𝑉2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ) was 84 

calculated. Then, v3 perpendicular wind speed was calculated by adding the mean 85 

difference to the v2 perpendicular wind speed during the downwind transects: i.e., 𝑈⊥,𝑥,𝑧
𝑉3 =86 

 𝑈⊥𝑥,𝑧
𝑉2 + 𝑈⊥

𝑁𝐴𝑀4 − 𝑈⊥
𝑉2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  87 

Text S3. Wind evaluation 88 

For the evaluation of the series of the aircraft wind correction procedures described in Text 89 

S2, three analyses were conducted. First, wind profiler data was used to evaluate the 90 

accuracy and the precision of the NAM4 wind data that is a factor in the derivation of  the 91 

v3 aircraft wind data. Second, the NAM4 wind was used to assess the variations among 92 

the three versions of the aircraft winds. Finally, the Continuous Emissions Monitoring 93 

System (CEMS) measurement of CO2 emissions from power plants was utilized to evaluate 94 

the accuracy of the three versions of the aircraft wind field. 95 

Figure S8 shows a comparison of four variables (wind speed, wind direction, U and V 96 

components of the horizontal wind) between the NAM4 and the wind profiler observations 97 

at the Beltsville, Maryland site on 8 days in February 2015. An excellent correlation is 98 

found between the NAM4 and profiler data for each of these four wind components, 99 

without any noticeable systematic bias. The mean difference of wind speed between the 100 

NAM4 and the profiler was found to be 0.2 m/s, which translates into a 2.6 % uncertainty 101 

in the CO2 flux estimation. 102 

Figures S9 shows a comparison of the perpendicular wind speed derived from the NAM4 103 

versus that derived from the three versions of the aircraft wind field, for flight MD RF4 104 

conduction on 19 February 2015. The original v1 perpendicular wind speed was found to 105 

be consistently faster than the value from NAM4. The v2 wind field (i.e., correct for the 106 

heading bias) caused the shape of 𝑈⊥,𝑥,𝑧
𝑉2 versus time to change, because the aircraft heading 107 

varied as a function of time. The shape of the v2 wind as a function of time agrees more 108 

closely with the shape of the NAM4 perpendicular wind field. However, the v2 109 

perpendicular wind speed was consistently slower compared to NAM4. The v3 110 

perpendicular wind speed (found as described in Text S2) shows excellent agreement with 111 

the NAM4 wind speed, retaining the same shape versus time as the v2 wind.  Table S1 112 

documents the root mean square error (RMSE) between the NAM4 perpendicular wind 113 

field and the three versions of the aircraft wind field.  The v3 wind field displays either the 114 

smallest (all flights except UMD RF6) or nearly the smallest (UMD RF6) value of RMSE 115 

relative to the NAM4 perpendicular wind. 116 

Figure S10 shows a comparison between the emission rate of CO2 for two local power 117 

plants, Chalk Point (CP) and Morgantown (MT), from the CEMS record (see Figure 5 of 118 

the main paper for a detailed description) versus the emission rate of CO2 derived from the 119 

v1, v2, and v3 wind fields. Three quantitative metrics for the comparison; i.e., MPE (mean 120 

percentage error), MAPE (mean absolute percentage error), and a linear regression of our 121 
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computed CO2 emission versus the CEMS value all indicate that the v3 wind field provides 122 

the most accurate estimate of the emission rate of CO2 for the two local power plants.  123 

Figure S10c is similar to Figure 6 in the main text, except Figure 6 in the main text also 124 

includes data from Purdue RF3 and Purdue RF4. 125 

Text S4. Uncertainty in the emission rate of CO2 from CEMS records  126 

The uncertainty for CEMS CO2 emissions (𝜎CEMS) in Figure 6b was determined by 127 

combing three independent sources of uncertainty in a root mean sum of error fashion: 1) 128 

uncertainty in CEMS records based on the RATA performance specification (𝜎CEMS, RATA), 129 

2) the difference of CEMS records against fuel-consumption based EIA datasets (𝜎CEMS, 130 

EIA), and 3) the uncertainty in the air transport time (between the power plant and aircraft) 131 

estimated using HYSPLIT back trajectories (𝜎CEMS, Transport). 132 

First, 𝜎CEMS, RATA is determined based upon the main performance specification values 133 

described in the Relative Accuracy Test Audit (RATA). The RATA is the periodical 134 

comparison test of CEMS against the concurrent measurements made by the EPA reference 135 

method (U.S. Environmental Protection Agency, 2009). The value of 𝜎CEMS, RATA was 136 

found by propagating the relative accuracy of 10% for concentration and volumetric flow 137 

rate measurements into the CO2 mass emission rate calculation equation shown in Table 6 138 

of USEPA (U.S. Environmental Protection Agency, 2009).  139 

Second, 𝜎CEMS, EIA was considered because Gurney et al. (2016) found that monthly CO2 140 

emissions in facility CEMS records (stack measurements based estimates) differ by more 141 

than ±13% compared to those in EIA datasets (fuel consumption based estimates) for about 142 

one-fifth of U.S. power plants. Quick & Maryland (2019) identified and corrected 143 

systematic errors in either the U.S. EPA CAMD (Clean Air Markets Division) or the U.S. 144 

EIA (Energy Information Administration) datasets (i.e., unreported unit emissions in the 145 

CAMD dataset and emission factor error in the EIA dataset). We confirmed from Quick & 146 

Marland (2019) that the CAMD dataset for the CP and MT power plants are not affected 147 

by unreported unit emissions. Further, we compared CO2 emissions for CP and MT from 148 

the CAMD datase against corresponding EIA data for February 2015. For the CP power 149 

plant, the monthly CO2 emission for Feb 2015 in CAMD is 4% greater than in EIA. For 150 

the MT power plant, the emission for Feb 2015 given by CAMD is 8% lower compared 151 

than that provided by EIA. While such differences could be caused by errors in either the 152 

CAMD or EIA estimate, we used our computed difference values of – 4% and 8% as 𝜎CEMS, 153 

EIA for the CP and MT power plants, respectively.  154 

Finally, the value of 𝜎CEMS, Transport was determined as the standard deviation of the CEMS 155 

hourly CO2 emissions within ± 1 hour (i.e., 3 hours span) from our baseline estimate of the 156 

transport time from the power plant stack to the aircraft. The baseline plume transport time 157 

was estimated using HYSPLIT back trajectories run with NAM12 meteorology.  158 

Text S5. Emissions of CO2 from human and pet respiration and NFA-CO2 sources 159 

and uncertainty propagation 160 

To estimate emissions of CO2 from respiration by humans and pets, we adopted a similar 161 

approach to Gurney et al. (2017). A value of 254 gC/person/day was used as the average 162 

CO2 release rate by human respiration (Prairie & Duarte, 2007). The population of the Balt-163 



 

 

5 

 

Wash area for 2015 was estimated as 8,153,000 based on GPWv4 (Gridded Population of 164 

the World) data, as described in the main text. Emissions of CO2 from dog and cat 165 

respiration were also estimated assuming that the study area follows the average U.S. per 166 

capita ownership of 0.22 dogs/person and 0.24 cats/person, and a dog/cat release rate of 167 

CO2 of 25% of the human release rate (American Veterinary Medical Association, 2012). 168 

Once the human/pet respiration estimate for the emission of CO2 (~2,000 mol/s) was 169 

subtracted from the mass balance estimate for each flight, 4.7% of the remaining CO2 mass 170 

balance emission estimate was apportioned to anthropogenic sources other than the 171 

combustion of fossil fuel (i.e., Non-Fossil fuel Anthropogenic CO2, or NFA-CO2). 172 

According to the MDE GHG inventory, 4.7% of the total in-state emissions of CO2 are 173 

from the following sectors: 1) industrial processes (cement manufacture, limestone and 174 

dolomite, soda ash, ammonia and urea production), 2) agriculture (urea fertilizer usage), 3) 175 

waste management (waste combustion, landfills, and residential open burning) (MDE, 176 

2016). The MDE estimates are based on annual emissions for 2014; the 4.7% value was 177 

adopted, unchanged, for February 2015. 178 

The uncertainty range of the FLAGG-MD monthly total FFCO2 estimate was determined 179 

by propagating four independent sources of uncertainty: 1) uncertainty in the mass balance 180 

estimate (𝜎mass-balance), 2) uncertainty in the human/pet respiration estimate (𝜎human/pet-181 

respiration), 3) uncertainty in the ratio of NFA-CO2 to total CO2 (𝜎NFA-CO2), and 4) uncertainty 182 

in the temporal scaling factor used to relate our seven mass balance estimates to the 183 

monthly total emission of CO2 (𝜎temporal-scaling). First, 𝜎mass-balance was determined from a 184 

Monte Carlo simulation by propagating the uncertainties of five parameters that enter the 185 

mass balance equation (See Table 2). Second, 𝜎human/pet-respiration was specified to be ±30%, 186 

based on a conservative estimate in how local pet ownership might vary relative to the 187 

national averaged.  Given the preponderance of dogs and cats in the Balt-Wash region and 188 

the lack of large-scale animal feedstock, emissions of CO2 from animals other than human, 189 

dog, and cat should be well covered by this ±30% value. Third, 𝜎NFA-CO2 was determined 190 

to be ±1.5%, based upon as the standard deviation of three NFA-CO2 ratios derived from 191 

MDE GHG inventory for year 2006, 2011, and 2014. Finally, 𝜎temporal-scaling was determined 192 

to be 0.4%, based upon the standard deviation of three temporal scaling factors from 193 

FFDASv2.2, TIMES, and ACESv1 (see section 3.5.3). 194 

Text S6. Bottom-up gridded emissions products: Discrepancies and harmonizing 195 

efforts 196 

FFDASv2.2 consists of the downscaled IEA estimate of fossil fuel combustion emissions 197 

and the EDGAR (Emissions Database for Global Atmospheric Research) version 4.3.2 198 

estimate of aviation and shipping emissions. FFDASv2.2 data files did not provide any 199 

sector specific emissions. In Figure 9, the FFCO2 value from FFDASv2.2 was directly 200 

derived from hourly NetCDF data files available at http://ffdas.rc.nau.edu. 201 

EDGARv432 monthly data for year 2010 consists of source sectors specified by IPCC, as 202 

detailed in Table S4 of Janssens-Maenhout et al., (Janssens-Maenhout et al., 2017). In 203 

Figure 9, the FFCO2 value of EDGARv432 consists of the following sectors: Power 204 

Industry, Energy for Buildings, Combustion for Manufacturing Industry, Road 205 

Transportation, Aviation (landing & take off, climbing & descending, and cruise), Shipping 206 

and Railways, Pipelines, and Off-Road Transport. The FFCO2 value was calculated solely 207 

http://ffdas.rc.nau.edu/
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from the long cycle C (file name: “CO2_excl_short-cycle_org_C”) to be consistent with 208 

our other estimates of FFCO2. In Figure 9, the “ELEC” label of the EDGARv432 indicates 209 

emissions from the Power Industry sector. The “RCI” label consists of the Energy for 210 

Buildings and the Combustion for Manufacturing Industry sectors. The “Onroad” label 211 

indicates the Road Transportation sector, and the “Nonroad” label consists of emissions 212 

from the Aviation, Shipping, and Off-Road Transport sectors. 213 

The ACESv1 data for year 2014 consist of emissions from the following sectors: 214 

Residential, On-Road Transportation, Oil and Gas Production, Off-Road 215 

Vehicles/Marine/Rail, Non-Electricity Generating Facilities, Electricity Generating 216 

Facilities, Airport, and Industrial and Commercial. In Figure 9, the FFCO2 value of 217 

ACESv1 consists of all of the sectors listed above. The “ELEC” label for ACESv1 denotes 218 

emissions from the Electricity Generating Facilities sector. The “RCI” label consists of the 219 

Residential, Industrial and Commercial, and Non-Electricity Generating Facilities sectors. 220 

The “Onroad” label indicates emissions from On-Road Transportation, whereas the 221 

“Nonroad” label combines emissions from the Airport and the Off-Road 222 

Vehicles/Marine/Rail sectors. The total emissions of CO2 for 2014 from ACESv1 are held 223 

constant to that for their year 2011 analysis, but re-distributed based on variations in 224 

meteorology, fuel consumption, and traffic patterns between these two years (Gately & 225 

Hutyra, 2018). 226 

ODIAC2018 data consists of two emission categories: emissions over land (variable name: 227 

“land”) and emissions from international aviation and marine bunkers (variable name: 228 

“bunker”). The land sector consists of emissions from fossil-fuel combustion, cement 229 

manufacturing, and gas flaring.  The bunker sector was only available on a 1×1° lat/lon 230 

grid provided via NetCDF data files, while the land sector was available on both 1×1 km 231 

spatial grid via GeoTIFF files and the 1×1° grid via NetCDF files. In Figure 9, the FFCO2 232 

value from ODIAC2018 consists both land and bunker sectors. The land emissions were 233 

obtained from the 1×1 km data file. For bunker emissions, the ratio of bunker to land 234 

emissions for our study domain was calculated using data from both 1×1° files, and the 235 

ratio was multiplied by the land emissions computed using data from the 1×1 km file. In 236 

Figure 9, the “Nonroad” label for ODIAC2018 indicates emissions from the bunker sector. 237 

Note that the FFCO2 values marked by the “Nonroad” label for ACESv1 and EDGARv432 238 

consist of not only aviation and bunker emissions, but also the off-road vehicle and rail 239 

sectors. 240 

The MDE GHG inventory for year 2014 Microsoft Excel data file consists of various 241 

sources sectors (including imported electricity) and sinks of GHG.  The state-wide annual 242 

total FFCO2 was calculated as the sum of emissions from following sectors: In-state Energy 243 

Production (coal, natural gas, and oil),  Residential/Commercial/Industrial Fuel Use (coal, 244 

natural gas & LPG, petroleum), Transportation (on-road gasoline & diesel, nonroad 245 

gasoline & diesel, rail, marine vessels, lubricants & natural gas & LPG, and jet fuel & 246 

aviation gasoline), and Fossil-Fuel Industry (natural gas industry). Emissions from the 247 

following sectors were summed to calculate NFA-CO2 (Non-Fossil fuel Anthropogenic 248 

CO2): industrial processes (cement manufacture, limestone & dolomite, soda ash, and 249 

ammonia & urea production), agriculture (urea fertilizer usage), and waste management 250 

(waste combustion, landfills, and residential open burning). 251 
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Several sector mismatches exist for FFCO2 derived from the five bottom-up inventory 252 

datasets. First, FFDASv2.2 does not cover the cement manufacturing and gas flaring 253 

sectors (CM&GF). The EDGARv432 and MDE inventories cover CM&GF, but we 254 

excluded these sectors when calculating FFCO2. The ACESv1 and ODIAC2018 datasets 255 

cover CM&GF, but these two sectors could not be isolated from other FFCO2 sectors in 256 

the data files provided by these two groups. Therefore, emissions of CO2 from the CM&GF 257 

sectors remain the bottom-up inventories from ACESv1 and ODIAC2018. According to 258 

the MDE inventory, the CM&GF sectors emitted 0.4 MtC during year 2014, which is about 259 

2% of the state-wide annual total FFCO2 estimate.  260 

Second, EDGARv432, FFDASv2.2, and ODIAC2018 cover both the aircraft landing & 261 

takeoff sector as well as the airborne aircraft emissions sector, while ACESv1 only covers 262 

the aircraft landing & takeoff sector. Note that the aircraft emissions sector of FFDASv2.2 263 

was directly adopted from EDGAR. The MDE inventory estimate of aviation emissions 264 

was based on aviation fuel consumption statistics, and thus does not necessarily indicate 265 

emission within the geographical boundary of the state. According to EDGARv432, 266 

airborne aircraft emissions (“TNR_Aviation_CDS/CRS”) emitted 0.05 MtC during 267 

February 2010, which is again about 2% of the monthly total FFCO2 estimate. According 268 

to the MDE inventory, emissions from the jet fuel & aviation gasoline usage constitute 269 

about 1% of the state-wide annual total FFCO2 emission inventory. 270 

Finally, FFDASv2.2 does not cover emissions from the oil and natural gas refining and 271 

transformation sectors. Emissions provide by ODIAC2018 and ACESv1 do cover these   272 

sectors.  Emissions of CO2 from oil and natural gas refining and transformation could not 273 

be isolated from emissions of CO2 from the more dominant combustion sectors for 274 

ODIAC2018, whereas according to ACESv1 there was no CO2 emitted from these oil and 275 

gas sectors in our study domain.  276 

EDGARv432’s oil refineries and transformation industry sector (file name: “REF_TRF”) 277 

and fuel exploitation sector (file name: “PRO”) denote emissions from these oil and gas 278 

sector; non-combustion emissions of CO2 are also provided in these files. Since 279 

FFFASv2.2 does not cover the oil and gas sector emissions provided by these “REF_TRF” 280 

and “PRO” files of EDGAR, these emissions were excluded from FFCO2 of EDGARv432 281 

shown in Figure 9. The MDE inventory does include emissions from pipeline fuel 282 

combustion within the natural gas industry sector; these emissions are included in the 283 

calculation of FFCO2 from MDE discussed in section 3.5.3. According to MDE, only 284 

0.0001 MtC of CO2 was emitted from the oil and gas sector in year 2014 (including pipeline 285 

fuel combustion), which is less than 0.001 % of the total annual value of FFCO2. 286 
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 287 

Figure S1. Flight tracks of the 15 research flights conducted during the winter 2015 288 

FLAGG-MD campaign.  A total of nine flights were conducted by the UMD aircraft and 289 

six flights were conducted by the Purdue aircraft. The date of each research flight is shown 290 

at the bottom left of each panel, in a year-month-day format. The asterisk (*) symbol next 291 

to each RF number indicates that in-situ data of that flight was used for the mass balance 292 

estimate of the emission of CO2 from the Balt-Wash area within our study. 293 
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 294 

Figure S2. Normalized Difference Vegetation Index (NDVI) for (a) June 2015 and (b) 295 

February 2015. The v1r12 weekly NDVI data on a 4 km  4 km grid from the Visible 296 

Infrared Imaging Radiometer Suite (VIIRS) is available from the following link: 297 

https://www.star.nesdis.noaa.gov/smcd/emb/vci/VH/index.php. Only data for February 298 

2015 are used in the analysis; measurements for June 2015 are shown to illustrate that the 299 

VIIRS determination of NDVI is more sensitive to the rural/urban setting during summer 300 

than winter. Points A, B, C, and D as well as the rectangular box denoting our study area 301 

are the same as used in Figure 1 of the main text. (c) Averages of NDVI along a series of 302 

diagonal boxes that extend from just south point B and just north of point A on panel (b), 303 

plotted as a function of the middle latitude of each box along line AB (called as “horizontal 304 

transect” in the main text). The most southerly box and the most northerly box correspond 305 

to “edge areas” used to define background CO2 for six of the seven mass balance flights. 306 

The latitudinal span of these boxes, as well as the latitudinal span of Washington, D.C. 307 

(DC) and the city of Baltimore (Balt), are shown by the grey shaded regions.  Results for 308 

NDVI are shown for six months in 2015, as indicated.  The slight decline in NDVI for DC 309 

and Balt for Feb 2015 is used to scale the results of the biogenic emission of CO2 computed 310 

by the VEGAS model (see main text). 311 

https://www.star.nesdis.noaa.gov/smcd/emb/vci/VH/index.php
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 312 

Figure S3. (a-g) Mole fraction of CO2 measured downwind of the Balt-Wash area 313 

(colored) and the background CO2 (black, solid) for the seven mass balance flights. Each 314 

colored line indicates downwind horizontal transects at different altitudes. The flight date 315 

and the mean altitude of each horizontal transect is shown at the left-top of each panel. The 316 

black solid lines indicate background CO2 used to estimate the emission rate of CO2; the 317 

black dotted lines indicate the ±1𝜎 bound of background CO2 used for the sensitivity 318 

analysis. Dotted vertical lines indicate the boundaries of flight segments used to define the 319 

values of background CO2. 320 
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 321 

Figure S4. (a) Map showing the average value of U within the PBL (𝑼𝑷𝑩𝑳
̅̅ ̅̅ ̅̅ ̅) derived from 322 

NAM4 for every cell on the 0.1° 0.1° lat/lon grid. (b) Same 𝑼𝑷𝑩𝑳
̅̅ ̅̅ ̅̅ ̅ data shown in (a) but 323 

binned in 0.1° diagonal latitudinal bins (see Figure 7). For each diagonal latitudinal bin, 324 

the black diamonds indicate 𝑼𝑷𝑩𝑳
̅̅ ̅̅ ̅̅ ̅ from each  grid 0.1° 0.1° NAM4 grid point that lies 325 

within the bin. The red diamond indicates the mean value of  𝑼𝑷𝑩𝑳
̅̅ ̅̅ ̅̅ ̅ within the diagonal bin 326 

(i.e., the average of the black diamonds. The blue diamond indicates 𝑼𝑷𝑩𝑳
̅̅ ̅̅ ̅̅ ̅ for the NAM4 327 

grid located closest to the downwind portion of the study area (i.e., line AB in Figure 1). 328 

(c) Black diamonds indicate the scaling factors k derived for each latitudinal bin, and the 329 

black line indicates the linearly interpolated scaling factor applied to wind measurements 330 

for the mass balance calculation.  331 
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 332 
 333 

Figure S5. The emission rates of CO2 from the Balt-Wash area during the sampling period 334 

for seven research flights conducted in February 2015. This figure is identical to Figure 8 335 

of the main paper, except here we have computed the FLAGG-MD mass balance emissions 336 

assuming a value of unity for the scaling factor k described in section 2.5.2. In other words, 337 

here we assume the wind speed perpendicular to the aircraft flight track was steady during 338 

the transport time over the Balt-Wash area (i.e., k = 1 in Equation (1) of the main text). 339 

Overall, the FLAGG-MD fluxes shown here are 5% larger than those shown in Figure 8.  340 
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 341 

 342 
 343 

Figure S6. Emissions of CO2 from the Balt-Wash area during February 2015. This figure 344 

is identical to Figure 9 of the main paper, except here we have again computed the FLAGG-345 

MD emissions assuming k = 1 in Equation (1) (i.e., steady perpendicular winds across the 346 

study area). The FLAGG-MD monthly emission shown here (last vertical bar) is 5% larger 347 

than that shown in Figure 9. 348 
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 349 

Figure S7. Vertical profiles of CO2, CH4, H2O and potential temperature downwind of the 350 

Balt-Wash area on (a) 20 February 2015 (UMD-RF5) and (b) 25 February 2015 (UMD-351 

RF8). The locations of these vertical profiles are indicated as VP3 and VP5 in Figure 1. 352 

The dashed line represents the top of the well-mixed PBL. The dotted line represents the 353 

entrainment height. The red diamond and vertical error bar indicate the adjusted mixing 354 

height and its 1 uncertainty range, used for the flux estimation in Equation (1). 355 
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 356 

Figure S8. (a) The difference of true heading measurements obtained by the Garmin 357 

system and the Differential GPS (DGPS) during four calibration research flights conducted 358 

in October 2017. (b) The difference of v1 wind speed derived from the Garmin output and 359 

NAM4 sampled along the flight track as a function of the Garmin true heading, during 360 

eight UMD research flights conducted in February 2015. 361 
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 362 

Figure S9. Scatter plots comparing the Beltsville site wind profiler measurements and the 363 

NAM4 meteorological model for (a) wind speed, (b) wind direction, (c) U component, and 364 

(d) V component wind. Dotted line indicates 1 to 1 ratio line and solid line indicates the 365 

linear regression fitted to the data. The data plotted were obtained during the eight flight 366 

days during the campaign (i.e., 13, 16, 19, 20, 23, 24, 25, and 26 February 2015). 367 
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 368 

Figure S10. Comparisons between three versions of the aircraft wind perpendicular to the 369 

aircraft flight track and the perpendicular wind from NAM4. For each row, the left and 370 

right plots showing the same data, but as time series and scatter plots, respectively. The 371 

first row shows the comparison for the original v1 aircraft perpendicular wind. The second 372 

row shows the comparison for the v2 aircraft wind, which incorporates the magnetic 373 

heading bias correction and true airspeed calibration described in Text S1 to S3. The third 374 

row shows the comparison for the v3 aircraft wind, which is derived by scaling the 375 

perpendicular wind speed to the NAM4 data, as described in Text S2.  376 
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 377 

Figure S11. Scatter plots of the emission rate of CO2 from the CEMS record of Chalk Point 378 

(CP) and Morgantown (MT) power plants versus the emission rate of CO2 estimated using 379 

(a) v1 wind, (b) v2 wind, and (c) v3 wind fields of the UMD Cessna aircraft. The data 380 

points shown in (c) are identical to the UMD data points shown in Figure 6b. The mean 381 

percentage error (MPE) and the mean absolute percentage error (MAPE) of the UMD mass 382 

balance versus CEMS emissions are shown at the top left of each panel. The dotted line 383 

shows the 1 to 1 ratio and the solid line shows a linear least squares for of the data points, 384 

for each version of the wind field.  The close agreement of the linear fir on panel (c) to the 385 

1 to 1 line supports the validity of the v3 wind field. 386 

  387 
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Table S1. The mean and the standard deviation of the three different versions of the aircraft 388 

perpendicular wind speed. The root mean square error (RMSE) of the perpendicular wind 389 

speed against the corresponding the NAM4 wind data are shown. 390 
 391 

Unit: m/s  Wind v1  Wind v2 Wind v3 

 Date 𝑼⊥
̅̅ ̅̅ ± 𝟏𝝈 RMSE 𝑼⊥

̅̅ ̅̅ ± 𝟏𝝈 RMSE 𝑼⊥
̅̅ ̅̅ ± 𝟏𝝈 RMSE 

UMD-RF1 Feb 6 2015 7.4±3.1 3.1 5.1±3.2 2.8 5.3±3.2 2.8 

UMD-RF3 Feb 16 2015 5.4±1.0 2.1 2.3±1.0 1.3 3.4±1.0 0.7 

UMD-RF4 Feb 19 2015 14.7±1.8 2.4 11.2±1.6 2.0 12.7±1.6 1.4 

UMD-RF5 Feb 20 2015 7.2±1.6 1.5 3.4±1.5 2.9 6.1±1.5 1.0 

UMD-RF6 Feb 23 2015 11.1±1.3 1.4 8.5±1.4 2.6 10.6±1.4 1.5 

UMD-RF8 Feb 25 2015 6.7±2.2 2.4 2.9±1.9 2.8 5.1±1.9 1.7 

UMD-RF9 Feb 26 2015 3.7±1.2 1.2 3.5±1.1 1.1 4.1±1.1 1.0 

  392 



 

 

20 

 

References 393 

American Veterinary Medical Association. (2012). U.S. Pet ownership statistics. 394 

Retrieved September 7, 2019, from 395 

https://www.avma.org/KB/Resources/Statistics/Pages/Market-research-statistics-396 

US-pet-ownership.aspx 397 

Gately, C. K., & Hutyra, L. R. (2018). CMS: CO2 Emissions from Fossil Fuels 398 

Combustion, ACES Inventory for Northeastern USA. ORNL DAAC, Oak Ridge, 399 

Tennessee, USA. ORNL Distributed Active Archive Center. 400 

https://doi.org/10.3334/ornldaac/1501 401 

Gurney, K., Liang, J., Patarasuk, R., O’Keeffe, D., Huang, J., Hutchins, M., et al. (2017). 402 

Reconciling the differences between a bottom-up and inverse-estimated FFCO2 403 

emissions estimate in a large US urban area. Elem Sci Anth, 5. 404 

https://doi.org/10.1525/elementa.137 405 

Gurney, K. R., Huang, J., & Coltin, K. (2016). Bias present in US federal agency power 406 

plant CO2 emissions data and implications for the US clean power plan. 407 

Environmental Research Letters, 11(6), 64005. https://doi.org/10.1088/1748-408 

9326/11/6/064005 409 

Janssens-Maenhout, G., Crippa, M., Guizzardi, D., Muntean, M., Schaaf, E., Dentener, 410 

F., et al. (2017). EDGAR v4.3.2 Global atlas of the three major greenhouse gas 411 

emissions for the period 1970-2012. Earth Syst. Sci. Data Discuss., 2017, 1–55. 412 

https://doi.org/10.5194/essd-2017-79 413 

MDE (Maryland Department of the Environment). (2016). Maryland 2014 Periodic GHG 414 

Emissions Inventory. Retrieved August 1, 2018, from 415 

https://mde.state.md.us/programs/Air/ClimateChange/Pages/GreenhouseGasInvento416 

ry.aspx 417 

Prairie, Y. T., & Duarte, C. M. (2007). Direct and indirect metabolic CO2 release by 418 

humanity. Biogeosciences, 4(2), 215–217. https://doi.org/10.5194/bg-4-215-2007 419 

Quick, J. C., & Marland, E. (2019). Systematic error and uncertain carbon dioxide 420 

emissions from US power plants. Journal of the Air & Waste Management 421 

Association, 1–13. https://doi.org/10.1080/10962247.2019.1578702 422 

Ren, X., Hall, D. L., Vinciguerra, T., Benish, S. E., Stratton, P. R., Ahn, D., et al. (2019). 423 

Methane emissions from the Marcellus shale in southwestern Pennsylvania and 424 

northern west Virginia based on airborne measurements. Journal of Geophysical 425 

Research: Atmospheres. https://doi.org/10.1029/2018JD029690 426 

U.S. Environmental Protection Agency. (2009). Plain English Guide to the Part 75 Rule. 427 

Retrieved May 10, 2019, from https://www.epa.gov/sites/production/files/2015-428 

05/documents/plain_english_guide_to_the_part_75_rule.pdf 429 

 430 


	Text S1. Wind bias detection
	Text S2. Wind bias correction
	Text S3. Wind evaluation
	Text S4. Uncertainty in the emission rate of CO2 from CEMS records
	Text S5. Emissions of CO2 from human and pet respiration and NFA-CO2 sources and uncertainty propagation
	Text S6. Bottom-up gridded emissions products: Discrepancies and harmonizing efforts
	Figure S1. Flight tracks of the 15 research flights conducted during the winter 2015 FLAGG-MD campaign.  A total of nine flights were conducted by the UMD aircraft and six flights were conducted by the Purdue aircraft. The date of each research flight...
	Figure S2. Normalized Difference Vegetation Index (NDVI) for (a) June 2015 and (b) February 2015. The v1r12 weekly NDVI data on a 4 km ( 4 km grid from the Visible Infrared Imaging Radiometer Suite (VIIRS) is available from the following link: https:/...
	Figure S3. (a-g) Mole fraction of CO2 measured downwind of the Balt-Wash area (colored) and the background CO2 (black, solid) for the seven mass balance flights. Each colored line indicates downwind horizontal transects at different altitudes. The fli...
	Figure S4. (a) Map showing the average value of U within the PBL (,,𝑼-𝑷𝑩𝑳..) derived from NAM4 for every cell on the 0.1 ( 0.1  lat/lon grid. (b) Same ,,𝑼-𝑷𝑩𝑳.. data shown in (a) but binned in 0.1  diagonal latitudinal bins (see Figure 7). For...
	Figure S7. Vertical profiles of CO2, CH4, H2O and potential temperature downwind of the Balt-Wash area on (a) 20 February 2015 (UMD-RF5) and (b) 25 February 2015 (UMD-RF8). The locations of these vertical profiles are indicated as VP3 and VP5 in Figur...
	Figure S8. (a) The difference of true heading measurements obtained by the Garmin system and the Differential GPS (DGPS) during four calibration research flights conducted in October 2017. (b) The difference of v1 wind speed derived from the Garmin ou...
	Figure S9. Scatter plots comparing the Beltsville site wind profiler measurements and the NAM4 meteorological model for (a) wind speed, (b) wind direction, (c) U component, and (d) V component wind. Dotted line indicates 1 to 1 ratio line and solid li...
	Figure S10. Comparisons between three versions of the aircraft wind perpendicular to the aircraft flight track and the perpendicular wind from NAM4. For each row, the left and right plots showing the same data, but as time series and scatter plots, re...
	Figure S11. Scatter plots of the emission rate of CO2 from the CEMS record of Chalk Point (CP) and Morgantown (MT) power plants versus the emission rate of CO2 estimated using (a) v1 wind, (b) v2 wind, and (c) v3 wind fields of the UMD Cessna aircraft...

