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A B S T R A C T   

A previously developed research-grade (e.g. high-resolution) unstructured mesh of the northern Gulf of Mexico 
(named NGOM3) is optimized to produce a computationally efficient forecast-grade mesh for deployment in a 
real-time hurricane storm surge early warning system. The real-time mesh is developed from a mesh decimation 
scheme with focus on the coastal floodplain. The mesh decimation scheme reduces mesh nodes and elements 
from the research-grade mesh while preserving the representation of the bare-earth topography. The resulting 
real-time unstructured mesh (named NGOM-RT) contains 64% less mesh nodes than the research-grade mesh. 
Comparison of (ADCIRC þ SWAN) simulated times-series and peak water levels to observations between the 
research-grade and real-time-grade meshes for Hurricanes Ivan (2004), Dennis (2005), Katrina (2005), and Isaac 
(2012) show virtually no difference. Model simulations with the NGOM-RT mesh are 1.5–2.0 times faster than 
using NGOM3 on the same number of compute cores.   

1. Introduction 

The northern Gulf of Mexico (NGOM) experiences frequent hurri-
canes that can generate large storm surges resulting in coastal floods and 
are among the costliest and deadliest natural disasters (Ashley and 
Ashley, 2008). This region has been affected by numerous recent storms 
such as Hurricanes Ivan (2004), Dennis (2005), Katrina (2005), Rita 
(2005), Gustav (2008), Ike (2008), Isaac (2012), Hermine (2016), 
Harvey (2017), Irma (2017), Nate (2017), and Michael (2018). Accurate 
forecasting of peak water levels and overland inundation is useful in 
order to prepare for such events, mitigate property damage, and limit 
loss of life (Munroe et al., 2018; Wolshon et al., 2005). Numerical 
computer models can be used to predict the flood location, timing, 
magnitude, and duration. Such predictions are used by a variety of local, 
regional and federal institutions in order to design evacuation strategies, 
activate floodgates and surge barriers, and aid in post-disaster recovery 
operations. 

In the past decade, physics-based numerical models that compute 
water levels and velocities for astronomic tides and tropical cyclone- 
driven storm surges have improved, particularly with the development 
of new data collection technology (e.g. lidar) and readily available high- 

performance computational resources. With these enhanced technolo-
gies, the focus has been on developing models with finer spatial and 
temporal resolution. Finer resolution allows for enhanced representa-
tion of the landscape, specifically topography, bathymetry, raised fea-
tures, and vegetation (Bilskie et al., 2015; Bilskie and Hagen, 2013; 
Cobell et al., 2013; Hope et al., 2013; Medeiros et al., 2015). In addition, 
advancements have been made in improving the physics via 
tight-coupling of wind-wave models to storm surge models (Bunya et al., 
2010; Dietrich et al., 2011a, 2011b, 2012, 2013; Funakoshi et al., 2008) 
and improved tropical cyclone wind drag formulations (Black et al., 
2007; Powell et al., 2003; Powell, 2006; Dietrich et al., 2011a). Such 
advancements have increased model accuracy of hurricane-driven water 
levels and related overland inundation across coastal floodplains. 

Numerical hurricane storm surge models are now deployed in real- 
time and results are being adopted by emergency managers and stake-
holders in their decision-making framework (Morrow and Lazo, 2014; 
Burston et al., 2015). Even with the advancements and availability of 
computational power, applying physics-based storm surge models that 
are highly descriptive of topographic and bathymetric features in 
real-time is a challenge. First and foremost, the storm surge simulation 
for a particular forecast must be performed (and results disseminated to 
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end-users) faster than actual time - in most cases the simulation must be 
performed in a fraction of actual time (total simulation time on the order 
of 1–2 h). Second, the total number of available computational cores for 
a given high performance computer (HPC) is likely to be limited. In 
addition, the size of the model domain and level of resolution must be 
large and fine enough, respectively, to cover a wide-range of possible 
hurricanes (Dietrich et al., 2012). Therefore, a balance must be achieved 
in the level of model detail (i.e. resolution and region of interest) and 
simulation turnaround time. This leads to the question of how to dis-
cretize a model domain with sufficient detail so that it can run in a 
reasonable time frame and produce storm surge results that can be 
specifically used by emergency managers in near real-time. 

Many studies have developed methods to semi-automate the mesh 
generation and others have aimed at strategically placing computational 
points within the model domain to minimize model error (Gorman et al., 
2008; Bilgili et al., 2006; Danilov, 2013). For example, Hagen et al. 
(2001) developed mesh size functions based on a posteriori results from 
an astronomic tide simulation using localized truncation error analysis 
(LTEA). They found that LTEA created a superior unstructured mesh for 
astronomic tide modeling than wavelength to mesh size-based meshing 
criteria (Westerink et al., 1994). These methods have been expanded to 
include non-linear terms of the shallow water equations and have been 
successfully implemented for large and complex domains (Hagen et al., 
2002, 2006; Parrish and Hagen, 2007, 2009; Bacopoulos et al., 2011). 
Recent techniques in automated mesh generation for shallow water flow 
models have been developed to consider minimal inputs (shoreline and 
elevation data) to generate a quality unstructured mesh using signed 
distance functions and force-balance algorithms to guide mesh sizing 
criteria (Persson and Strang, 2004; Conroy et al., 2012; Roberts et al., 
2018). 

The methods mentioned above have been proven to work well in 
coastal waters (where a depth of water is consistently maintained), but 
little work has been performed to create quality and computational 
efficient unstructured meshes across the coastal floodplain (normally 
dry areas) that become inundated at high tide or during storm surge 
events. Coastal floodplains are complex landscapes that contain sharp 
gradients in elevation and a variety of natural and urbanized landscape 
features (Medeiros et al., 2012; Bilskie and Hagen, 2013). Furthermore, 
the process of an advancing or receding flood wave is a modeling 
challenge (Medeiros and Hagen, 2012). Typical methods of mesh gen-
eration across the landscape attempt to resolve significant terrain fea-
tures (e.g. levees, floodwalls, ridges, bayous) that can inhibit or conduct 
flows (Bilskie et al., 2015; Coggin et al., 2011). Such methods are useful 
in developing more topographically accurate meshes, but do little to 
guide the mesh generation process in terms of local mesh sizing. 
Therefore, mesh resolution is determined from the mesh creator’s 
intuition and experience selecting a minimum element size to achieve a 
selected minimum time step along with the computational resources 
available. This procedure often results in over-resolved meshes because 
the spatial variability of terrain is not included in the mesh generation 
process (Bilskie et al., 2015). 

The goal of this study is to develop a detailed unstructured finite 
element mesh with specific focus on the Mississippi, Alabama, and 
Florida panhandle coastal floodplain for use in a real-time storm surge 
modeling framework. To achieve this goal we adopt a mesh decimation 
technique to relax local mesh element sizes while preserving the geo-
metric accuracy of the coastal floodplain as represented by the mesh and 
its solution of the shallow water equations. This ultimately leads to a 
mesh that can be run efficiently and therefore employed in the real-time 
storm surge forecasting framework. 

The paper is organized in the following manner. The hydrodynamic 
model is described as well as the algorithms employed to adjust local 
element sizes, including mesh decimation. The results of these tech-
niques are presented along with simulation results, including validation, 
for Hurricanes Ivan (2004), Dennis (2005), Katrina (2005), and Isaac 
(2012). In addition, the compute time for simulations employing the 

research-grade vs. real-time unstructured meshes are shown. The paper 
concludes with a summary and future research. 

2. Methods 

2.1. ADCIRC þ SWAN model 

The tightly coupled advanced circulation (ADCIRC) and simulating 
waves nearshore (SWAN) models were used to simulate hurricane- 
driven coastal circulation and overland inundation. ADCIRC solves for 
water surface elevations and depth-averaged velocities across an un-
structured finite element mesh using a modified form of the shallow 
water equations, specifically the generalized wave continuity equation 
and depth-averaged momentum equations (Kinnmark; Kolar et al., 
1994; Luettich and Westerink, 2004; Westerink et al., 2008). In this 
study, the ADCIRC time-step is 1.0 s to satisfy the Courant number 
criteria and the implicit solver was used. Surface roughness parameters 
are based on the Coastal Change Analysis Program (C-CAP) land use 
land cover (LULC) (http://www.csc.noaa.gov/) (Dietrich et al., 2011a; 
Bilskie et al., 2015). Hydraulic bottom friction was parameterized via 
spatially-varying Manning’s n coefficients and vegetation canopy was 
parameterized by surface directional roughness lengths (Atkinson et al., 
2011) and a canopy coefficient that limits the winds ability to transfer 
momentum to the water surface in dense canopies (Westerink et al., 
2008). Offshore Manning’s n values were assigned based on the bottom 
sediment type (Buczkowski et al., 2006) and local depth (Bilskie et al., 
2016a; Kennedy et al., 2011; Martyr et al., 2013). 

SWAN is a phase-averaged wave model that solves the action balance 
equation for relative frequency and wave direction, which evolves in 
geographical space, spectral space, and time across an unstructured 
finite element mesh (Booij et al., 1999; Dietrich et al., 2011b; Ris et al., 
1999; Zijlema, 2010). Simulated wave frequencies were discretized 
logarithmically into 40 frequency bins ranging from 0.31384 to 
1.420416 Hz and directions into 36 10∘ bins. Wind inputs and 
wind-induced wave growth were based on Cavaleri and Rizzoli (1981) 
and Komen et al. (1984) with modified whitecapping updated by Rogers 
et al. (2003). Bottom roughness was converted from Manning’s n to 
roughness lengths (Dietrich et al., 2011a; Madsen et al., 1988). 
Depth-induced wave breaking was equal to 0.73 based on Battjes and 
Janssen (1978). A spectral propagation velocity limiter was included to 
limit false wave refraction in regions with coarse mesh resolution away 
from the study area (Dietrich et al., 2013). 

The ADCIRC þ SWAN model are tightly-coupled and operate on the 
same unstructured finite element mesh. ADCIRC passes water levels and 
depth-averaged currents to SWAN. SWAN then computes wave radiation 
stress gradients that are passed to ADCIRC. This occurs every 600 s, 
which is also the SWAN time step. 

2.2. Unstructured finite element mesh development 

The development of the real-time unstructured mesh (named NGOM- 
RT, RT for real-time) begins with the high-resolution, research-grade, 
NGOM3 unstructured finite element mesh (Bilskie et al., 2016a). We 
refer to NGOM3 as a “research-grade” mesh because it is the culmination 
of more than a decade of our efforts to provide the most detailed 
description of the northern Gulf to-date (Bilskie et al., 2014, 2015, 
2016a, 2016b; Bilskie and Hagen, 2013; Coggin et al., 2011; Hagen and 
Parrish, 2004; Hagen, 2001; Passeri et al., 2015a, 2015b, 2016; Salis-
bury et al., 2011). The NGOM3 mesh consists of 5.5 million nodes and 
spans the western north Atlantic Ocean (from the 60∘ west Meridian), 
Caribbean Sea, and Gulf of Mexico with focus on the Mississippi, Ala-
bama, and Florida panhandle coastal floodplain up to the 15 m elevation 
contour. It was developed to provide the most complete description of 
tide and surge dynamics in this region with nominal concern for 
computational cost. With its highly descriptive properties and extensive 
validation it serves as a benchmark of comparison for any subsequent 
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efforts. 
The NGOM3 computational mesh serves as a starting point to create 

a real-time mesh via the reduction of mesh elements. This was accom-
plished through the five steps, described in detail in the following sec-
tions and outlined in Fig. 1. 

1 Mesh nodes and elements in the nearshore portion (e.g. sounds, es-
tuary, bays, and rivers) of the study domain were extracted from the 
NGOM3 mesh.  

2. Mesh nodes were reduced in the open ocean through localized 
truncation error analysis (LTEA).  

3. The upland model domain was trimmed to remove regions of high 
topography that are unlikely to become inundated from a tropical 
cyclone.  

4. A mesh decimation algorithm was employed to determine regions 
where the mesh can be coarsened while still preserving the terrain.  

5. Vertical feature lines were extracted.  
6. An advancing front paving algorithm was employed to generate an 

unstructured mesh of the coastal floodplain based on the vertical 
features and mesh size function.  

7. Elevations from a high-resolution digital elevation model (DEM) 
were interpolated to the mesh nodes. 

2.2.1. Nearshore and inland waterways 
The research-grade NGOM3 mesh includes high-resolution along the 

shoreline (20–100 m element size) in the nearshore areas of Mississippi, 
Alabama, and the Florida panhandle. The resolution and mesh topology 
for this area will be preserved. Mesh resolution in the nearshore is 
constrained by the width of the smallest water body features that must 
be included in the model. For this work, water-body features (inlets, 
rivers, and Intracoastal Waterway) that have a width greater than 100 m 
are included so at least three elements with spacing of 20–40 m can span 
their respective width. This is to ensure that, at a minimum, these 
bathymetric features are represented by the mesh as a trapezoidal cross- 
section. Away from the water-body features, the nearshore area was 
defined as the 3 m (NAVD88) depth contour in Mississippi and Alabama 
and out to the 20 m (NAVD88) depth contour along the Florida 
panhandle. 

2.2.2. Localized truncation error analysis 
The unstructured finite element mesh for water-only regions span-

ning the western north Atlantic (WNAT) model domain (western north 
Atlantic, Caribbean Sea, and Gulf of Mexico) was generated using 
localized truncation analysis with complex derivatives (LTEA þ CD) 
(Parrish and Hagen, 2009). The goal of LTEA þ CD is to evenly distribute 
local truncation errors across the entire model domain by relaxing the 
mesh resolution in areas where truncation errors are low (Bacopoulos 
et al., 2011; Hagen et al., 2000, 2002, 2006; Hagen, 2001; Parrish and 
Hagen, 2009). The result of LTEA þ CD is a spatially varying elemental 
size function. A mesh paving algorithm is then used to create the un-
structured finite element mesh by using the LTEA þ CD-generated node 
spacing requirements (Hagen et al., 2006). The LTEA þ CD localized 
truncation error of linear Galerkin finite elements is: 

bτþME ¼
Δ6

1440
�
ωðibv0 � bu0Þ þ ðτbvÞ0 þ iðτbuÞ0 � iðfbvÞ0 þ

�
f bu
�

0

��

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
derivative term

6 (1)  

where Δ is the distance from the central node to that of any of its 
neighbors, ω is tide constituent frequency, bu and bv are the complex 
velocities in the x- and y-direction, respectively, τ is the bottom stress, 
and f is Coriolis force (Bacopoulos et al., 2011). Target local element 
sizes obtained from Equation (1) are rearranged into the form of Δ� ¼
aD, where a is an arbitrary scale factor and D is a deterministic scale 
factor. A uniform scale factor was used to indirectly limit the gradient in 
the target element size and D was applied based on a Gaussian distri-
bution to smooth the gradient in target element sizes (Parrish and 
Hagen, 2007; Bacopoulos et al., 2011). A maximum element size 
gradient of 0.75 was used, which limits adjacent elements to being no 
larger than a factor of 2 in elemental area (big/small). 

We begin with an arbitrary and generally spatially uniform high- 
resolution mesh (Fig. 3A) of the WNAT model domain with bathy-
metric elevations derived from SRTM_30 (Becker et al., 2009). The mesh 
contains 456,000 nodes and 900,000 elements with local element sizes 
ranging from 300 m to 25 km. The mesh was included in a fully 
non-linear 90-day ADCIRC simulation (5.0 s time step), including 
advection, Coriolis force, and quadratic bottom friction. The model was 
forced with seven tidal constituents along the open ocean boundary (K1, 
O1, M2, S2, N2, K2, and Q1). Water levels and depth-averaged currents 

Fig. 1. Flowchart outlining the unstructured mesh generation process that stems from the high-resolution NGOM3 and previously developed lidar-derived DEM and 
vertical features (Bilskie and Hagen, 2013; Bilskie et al., 2015). 
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were resynthesized from the last 45 days of simulation and used as in-
puts into LTEA þ CD. Target element sizes were computed for 23 indi-
vidual tidal constituents at each mesh node and the minimum value was 
selected to generate the final target element size for the WNAT model 
domain. This process was repeated for a second iteration, with the input 
mesh being the output mesh of the first iteration. 

2.2.3. Floodplain boundary delineation 
The NGOM3 model includes normally dry regions up to the 15 m 

elevation contour across Mississippi, Alabama, and the Florida 
panhandle. The high upland elevation contour was necessary as the 
NGOM3 model was used to study the dynamics of coastal flooding under 
future sea level rise scenarios. Since a 15 m storm tide is unlikely in this 
region under present-day conditions, portions of the upper floodplain 
were removed from the mesh to reduce the number of computational 
points. A maximum of maximums (MOM) water level surface was 
derived from NGOM3 ADCIRC þ SWAN simulations forced by 219 
synthetic storms computed from Bilskie et al. (2019). The final upload 
boundary is the extent of the MOM boundary plus a 500 m buffer. The 
boundary generally follows the 10–15 m elevation contour in Mississippi 
and Alabama and the 5 m elevation contour along the Florida 
panhandle. 

2.2.4. Adaptive mesh decimation 
Mesh decimation provides a means to coarsen mesh node density in 

certain regions of the domain. This can be accomplished through input 
geometry, solution gradients, visual appearance, and error functions. 
Edge collapse is one common mesh decimation algorithm. The edge 
collapse algorithm considers a target element edge between two mesh 
nodes, relocates each mesh node to the same location, connects the 
incident edges to one of the mesh nodes, removes the other mesh node, 
and removes mesh elements that have disjoint nodes (Fig. 2) (Garland 
and Heckbert, 1997; Jia et al. 2006). 

In this work, mesh decimation is applied to the overland regions of 
the NGOM3 unstructured finite element mesh. Recall that the mesh 
represents a large set of bare-earth elevations for given latitudes and 
longitudes. The goal is to approximate the terrain represented by the 
denser mesh with a lower resolution mesh by removing nodes that do 
not increase the approximation error above a given threshold (Coll et al., 
2011). Typically, nodes can be removed until either 1) a set number of 
mesh elements or nodes are achieved, 2) a global error threshold is met 
or 3) a combination of 1 and 2. 

We employed Matlab’s reducepatch algorithm for mesh decimation. 
The input was the unstructured mesh of the NGOM3 coastal floodplain 
from Mississippi to Florida’s Big Bend region (containing 3,002,723 
mesh elements). A mesh element threshold of 450,000 was used to 
reduce the total number of mesh elements by 85%. The value of 450,000 
was obtained based on an iterative process through visual inspection of 
the decimated mesh’s representation of the topography. Matlab’s 
reducepatch algorithm was selected because of its ease of use of use to 
perform mesh decimation as well as its speed. Unfortunately, detailed 
information regarding the reducepatch function is not publicly available. 

A drawback of implementing the reducepatch mesh decimation is that 
mesh quality is not preserved. Therefore, a spatially varying mesh size 
function was based only on the decimated mesh (Fig. 1). 

2.2.5. Vertical features 
Vertical features are defined as linear raised or sunken bare-earth 

terrain features that can impact the path, pattern, and magnitude of 
flooding. Vertical features are typically long and narrow with respect to 
the desired local element size and are substantially higher in elevation 
than the surrounding terrain. Examples of vertical features include 
raised railroads and roadbeds, flood walls, levees, and natural ridges. 
Because the width (w) of these features are narrow compared to the local 
element size (wvf < < Δ) their width scales cannot be adequately rep-
resented by the unstructured mesh without drastically decreasing the 
local element size. Therefore, vertical features require special treatment 
during the mesh generation process. 

This work takes advantage of the vertical features previously 
developed by Bilskie et al. (2015). A short summary is provided, but for 
algorithm details, parameters, and psuedo-code please refer to Bilskie 
et al. (2015). Vertical features were semi-automatically generated and 
based on the delineation of small watersheds from a bare 
earth-lidar-derived DEM. The watershed lines and DEM were then 
examined to relate the watershed line elevations with respect to the 
surrounding terrain. Vertical features were extracted from the water-
shed line if they met certain metrics with respect to length, height, and 
width. The extracted vertical features were then compared to the mesh 
size function generated from the decimated mesh. Final cleaning of the 
extracted feature lines involved removing lines that are shorter and too 
close together compared to the local element size. 

2.2.6. Coastal floodplain mesh generation - scalar paving density 
An unstructured mesh of the coastal floodplain was generated using 

an advancing front paving algorithm (George et al., 1991; George and 
Seveno, 1994) within the Surface Water Modeling System (SMS) 
(Aquaveo, 2014). The inputs to the paving algorithm include 1) a 
polygon of the model domain (exterior constraints), 2) vertical feature 
lines (interior constraints), and 3) mesh size function. The paving al-
gorithm attempts to create mesh elements similar in size to those pre-
scribed by the size function while also preserving mesh quality. In 
addition, elements were inserted so their edges align with vertical 
feature lines where present. The paving process was performed for 43 
sub-domains that make up the desired coastal floodplain portion of the 
model domain. Finally, the LTEA-drived mesh for the open ocean and 
waterways was seamed with the mesh of the coastal floodplain and 
inland waterways. 

2.2.7. Bathymetry and topography 
A seamless digital elevation model (DEM) for the nearshore and 

coastal floodplain regions was generated from the latest and best- 
available bathymetric and topographic data (Bilskie et al., 2016a). 
Bathymetric data included National Ocean Service (NOS) hydrographic 
surveys (http://www.ngdc.noaa.gov/mgg/bathymetry/hydro.html), 

Fig. 2. Example of half-edge collapse. Mesh node c is removed and becomes mesh node m and incident edges (a-c and d-c) are removed. Then disjoint node c 
is removed. 
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US Army Corps of Engineers submerged channel surveys and river cross 
sections and boat-mounted depth sounder surveys. Elevation data were 
obtained from recent airborne bare-earth lidar provided by the North-
west Florida Water Management District, NOAA Digital Coast, Coastal 
Topographic Lidar (http://coast.noaa.gov/digitalcoast), NASA Experi-
mental Advanced Airborne Research Lidar (EAARL) system, and Joint 
Airborne Lidar Bathymetry Technical Center of Expertise (JALBTCX) 
CHARTS system. All elevations not referenced to NAVD88 were con-
verted to NAVD88 using NOAA’s VDatum (https://vdatum.noaa.gov/). 
Additional details on the development of the seamless DEM can be found 
in Bilskie et al. (2016a) and Bilskie et al. (2015), and Bilskie and Hagen 
(2013). 

The seamless DEM was interpolated to the unstructured mesh using 
the cell area averaging method of Bilskie and Hagen (2013), but with a 
2x smoothing criteria (https://github.com/mattbilskie/DEM2GRD). 
Smoothing was done to ensure that the mesh represented the coastal 
landscape while relaxing steep elevation gradients across a single 
element. The shallow-water equations are not intended to resolve large 
flow gradients (i.e. turbulence) and their presence can lead to numerical 
instabilities. 

2.2.8. Additional mesh modifications 
Alongside the development of the NGOM3 mesh, flood protection 

infrastructure (e.g. levees and floodwalls) across the Louisiana coast has 
also been meshed (Bunya et al., 2010). Although the scope of the current 
modeling study does not focus on Louisiana, areas of southeastern 
Louisiana (east of the Mississippi River levee) are included in the un-
structured mesh. These areas are included to allow surge to propagate 
and attenuate across the floodplain rather than including a no-flow 
boundary condition at the shoreline. The ADCIRC mesh developed for 
the 2012 Louisiana Coastal Master Plan was used for regions east of the 
Mississippi River (CPRA, 2017), including the model description of the 
flood protection infrastructure. In addition, the NGOM-RT includes a 
wave radiation boundary condition to include flows in the Mississippi 
River. 

2.3. Model forcing 

The NGOM3 and NGOM-RT models were forced by astronomic tides 
along the open ocean boundary located at the 60∘ west meridian (K1, 
O1, M2, S2, N2, K2, and Q1) as derived from the Oregon State TPXO7.2 
tidal atlas (Egbert et al., 1994; Egbert and Erofeeva, 2002). Due to the 
large model domain tidal potential was also included for the same tidal 
constituents. Each simulation began as a cold-start and the astronomic 
tides were ramped up by a hyperbolic function over the course of 7 days, 
followed by an addition 7 days of dynamic steady state (tide spin-up). 
The NGOM-RT model was also forced with a constant river flow of 4 
730 cubic meters per second to represent average conditions during the 
hurricane season for the Mississippi River at Baton Rouge. 

The storm surge simulations were hot-started from the tide spin-up 
simulation. Wind and pressure fields were developed using a blend of 
modeled winds and objectively analyzed measurements as outlined by 
Bunya et al. (2010) and Bilskie et al. (2016a). Ivan, Dennis, and Katrina 
were based on NOAA’s H*WIND (Hurricane Research Division Wind 
Analysis System) (Powell et al., 1998) for the core of the storm and then 
blended with Gulf-scale winds from the IOKA (Interactive Objective 
Kinematic Analysis) system (Cox et al. 1995 Swail). The core of Hurri-
cane Isaac was modeled by the latest version of the TC96 mesoscale 
model (Thompson and Cardone, 1996). Thirty minute sustained 
marine-based winds at 10 m height were applied to the ADCIRC simu-
lation every 15 min. To include wind reduction due to above ground 
obstacles the ADCIRC model used directional wind reductions (every 
30∘) derived from NOAA CCAP land use land cover data (Bilskie et al., 
2016a). 

2.4. Measurements and evaluation of model performance 

Measurements include observations of time-series water levels and 
high water marks (HWM). Time-series water levels for each hurricane 
event were obtained from NOAA tide gages, US Army Corps of Engineers 
(USACE) water level stations, and USGS gages. Prior to Hurricane Isaac 
the USGS deployed over 60 temporary gages around the predicted 
impact zone. Most of the gages were placed on normally dry land. In 
addition to time-series water levels, model results were compared to 
measured HWMs obtained from the Federal Emergency Management 
Agency (FEMA) and NOAA. A list of all observation stations and data 
source agencies can be found in Table 1. 

For each hurricane event model performance is evaluated by 
comparing simulated results to measured data using scatter index (SI): 

SI¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1ðEi � EÞ2

q

1
N

PN
i¼1jOij

(2)  

and bias: 

bias¼
1
N

PN
i¼1Ei

1
N

PN
i¼1jOij

(3)  

where N is the number of measurements, Ei ¼ Si � Oi, S is the simulated 
water level, and O is the observed water level (Hope et al., 2013). Water 
level stations that had erroneous data, influence of rainfall runoff, or 
lacked a defined peak were omitted. 

Observed HWM were assessed and measurements that contained 
error, included wave runup, river discharges, or rainfall runoff effects 
were discarded (Luther et al., 2007). Additionally, HWMs that contained 
simulated errors outside the interquartile range (IQR) were removed 
from the analysis: 

Ei <Q1 þ 1:5 * IQR (4)  

Ei >Q3 þ 1:5 * IQR (5)  

where Q1 and Q3 are the first and third quartiles and IQR ¼Q3 � Q1. The 
error at each HWM is Ei ¼ Si � Oi. The method of using IQR for the 
removal of HWMs is common among storm surge validation studies 
(Bunya et al., 2010; Dietrich et al., 2011a; Bilskie et al., 2016a). 

In addition, simulated peak water levels between each model were 
quantified using root mean square (RMS) difference at the mesh nodes: 

RMS¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N
XN

i¼1
ðηF � ηCÞ

2

v
u
u
t (6)  

where ηF and ηC are the simulated peak water levels from the fine 
(NGOM3) and coarse (NGOM-RT) mesh solutions. 

3. Results 

3.1. Localized truncation error analysis 

The local element size of the initial high-resolution mesh of the 
WNAT is compared to the first and second iteration of the LTEA-derived 
meshes (Fig. 3). In general, mesh resolution is coarsened in the deeper 
waters of the Gulf of Mexico, Caribbean Sea, and western Atlantic and 
high resolution exists at regions of large bathymetric gradients (e.g. the 
continental shelf and Bahamas Bank), shallow depths, and the shoreline. 
Approximately 25% of the model domain includes element spacing less 
than 10 km for both LTEA-derived meshes in contrast to 86% of the 
initial mesh (Fig. 4). This indicates that much of the total area of the 
model domain is over-resolved in the initial mesh for a real-time storm 
surge application. Specifically, the deep waters are over-resolved and 
hydrodynamically important geophysical features such as the 
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Table 1 
Summary of NGOM-RT water level statistics for recorded water level measurements. SI and bias were only computed for time-series data. Statistics and errors for peak 
storm surge were only computed if the data set had 10 reliable stations.  

Storm Data 
Source 

No. of 
stations   

ADCIRC to measured HWMs Measured HWMs Estimated ADCIRC errors 

SI 
(m) 

Bias No. of 
HWMs 

Slope R2  Avg. Abs. 
Diff. (m) 

Std. Dev. 
(m) 

Avg. Abs. 
Diff. (m) 

Std. Dev. 
(m) 

Avg. Abs. 
Diff. (m) 

Std. Dev. 
(m) 

Ivan NOAA 3 0.213 0.143          
USACE 8 0.302 0.076          
FEMA    124 0.87 0.52 0.461 0.527 0.135 0.228 0.311 0.446 
All 11 0.278 0.094 124 0.87 0.52 0.461 0.527 0.135 0.228 0.311 0.446 

Dennis NOAA/ 
NDBC 

14 0.242 � 0.036 14 0.99 0.98 0.060 0.063 0.058 0.080 0.002 0.000 

FEMA    146 0.91 0.71 0.246 0.263 0.041 0.080 0.205 0.250 
All 14 0.242 � 0.036 158 0.92 0.78 0.224 0.241 0.044 0.078 0.180 0.228 

Katrina NOAA 9 0.248 � 0.003          
USACE 15 0.186 0.001 12 1.02 0.96 0.105 0.146 0.000 0.000 0.105 0.146 
USGS 6 0.230 � 0.060          
FEMA    314 0.99 0.96 0.298 0.372 0.104 0.201 0.195 0.313 
All 30 0.213 � 0.012 326 0.99 0.96 0.291 0.366 0.105 0.202 0.187 0.306 

Isaac NOAA 15 0.188 � 0.039 16 1.00 0.94 0.071 0.085 0.000 0.000 0.071 0.085 
USGS 
Perm. 

13 0.251 � 0.147 12 0.99 0.88 0.191 0.246 0.000 0.000 0.191 0.246 

USGS SSS 53 0.168 � 0.071 42 1.01 0.88 0.124 0.105 0.000 0.000 0.124 0.105 
USGS 
Rapid 

7 0.167 � 0.102          

NOAA 
HWM    

42 0.98 0.70 0.286 0.337 0.067 0.129 0.219 0.311 

All 88 0.184 � 0.079 112 0.98 0.88 0.177 0.215 0.042 0.087 0.136 0.197  

Fig. 3. A) Local element size (km) and B) and bathymetry (m) for the initial mesh to be used for LTEA (457k nodes). C) Local element size resulting from the first 
iteration of LTEA (215k nodes) and the D) resulting mesh and bathymetric representation. E) Local element size for the mesh obtained from the second iteration of 
LTEA (596k nodes) and the F) resulting mesh and bathymetric representation. 
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continental shelf (specifically along the U.S. east coast) are under- 
resolved. 

The first iteration of LTEA þ CD results in spatially varying element 
sizes ranging from 0.1 to 45 km and a total node count of 215,231. Areas 
along the northern Gulf of Mexico include the highest resolution on the 
order of 1 km followed by the Bahamas Bank at 4–5 km resolution 
(Fig. 3C–D). Element spacing is generally around 7–9 km on the 

continental shelf and rapidly increases to 15 km and greater towards 
deeper water. 

The second and final iteration of LTEA þ CD yields a range of 
element sizes from 0.1 to 70 km with a total node count of 595,921 
(Fig. 4E–F). High resolution is retained along the northern Gulf of 
Mexico coast; however, element spacing across the Bahamas Bank and 
on the continental shelf varies as compared to the first iteration. In 

Fig. 4. The local element size (km) related to the cumulative relative area (%) that encompasses the western North Atlantic model domain.  

Fig. 5. Unstructured finite element mesh across the floodplain near Pascagoula, MS as represented by the A) research-grade mesh (43,336 nodes and 84,756 ele-
ments as shown), D) decimated mesh (4 746 nodes and 8 128 elements as shown), and G) real-time-grade mesh (11,976 nodes and 22,051 elements as shown). Local 
element size (m) and topography (m, NAVD88) as represented by the B–C) research-grade mesh, E-F) decimated mesh, and H–I) real-time-grade mesh, respectively. 
Water bodies have been removed for visualization and analysis purposes. 

M.V. Bilskie et al.                                                                                                                                                                                                                               



Coastal Engineering 156 (2020) 103622

8

addition, mesh resolution rapidly reduces to greater than 30 km from the 
continental shelf to the deep ocean and by as much as 70 km in the 
Atlantic (west of Bermuda). 

3.2. Adaptive mesh decimation and scalar paving density 

Mesh decimation across the coastal floodplain, using the high- 
resolution NGOM3 model as the input, results in fewer nodes and ele-
ments. For the full floodplain region of interest, the original mesh 
included 1,561,493 nodes and 3,002,723 elements and the decimated 
mesh reduced the count to 276,569 nodes and 450,000 elements for a 
node and element count reduction of 82% and 85%, respectively (recall 
the constraints set on the mesh decimation were to reduce the total 
element count by 85%). Fig. 5 shows an example of the mesh decimation 
procedure for a region in Pascagoula, MS (adjacent to the Escatawpa 
River). The original high-resolution mesh of this area contains local 
element sizes of 50 m (Fig. 5A–B) and describes the overland topography 
with high detail (Fig. 5C). Vertical features in this region include 
Interstate 10 (spanning east-west to north) and U.S. 90 (spanning 
southwest-northeast). The decimated mesh (Fig. 5D) yields a coarser 
node density and larger elements ranging from 100 to 300 m (Fig. 5E). 
The description of the topography is retained with the decimated mesh, 
specifically the vertical features (Fig. 5F). However, visual inspection 
indicates that mesh quality is compromised (Fig. 5D). 

The result of scalar paving density using the local element spacing 
from the decimated mesh (Fig. 5E) and vertical feature lines is a mesh 
with similar resolution as the decimated mesh, but with enhanced 
element quality (Fig. 5G). The final coastal floodplain mesh contains 
557,886 nodes and 1,017,487 elements, which is a 64% reduction in 
total node count. For the area shown in Fig. 5H, the resolution ranges 
from 40 to 150 m, with most of the area containing resolution of 80–100 
m. The benefits of employing an unstructured finite element mesh are 
now better utilized in the new mesh with the additional benefit of 
retaining topographic accuracy when compared to the original source 
mesh (Fig. 5I). 

The final mesh (coined NGOM-RT), after seaming the new coastal 
floodplain mesh with the inland waterways and LTEA-derived offshore 
mesh, includes 2,051,346 nodes and 4,065,583 elements (Figs. 6–7). 
The NGOM-RT has an overall nodal reduction of 62.7% compared to the 
high-resolution NGOM3 mesh. A reduction of 64% in node count 
spanned element sizes of less than 100 m, a 53% reduction in nodes sizes 
between 100 and 200 m, and a 62% reduction in nodes of element sizes 
ranging from 200 to 500 m (Fig. 8). In addition to coarsening mesh el-
ements in regions of high node density, such as across the coastal 
floodplain, mesh node density is coarsened in areas of open water. The 
final mesh reduced nodes counts by 77% in element sizes from 1 to 10 
km (Fig. 8). Element sizes greater than 10 km now span 75% of the 
entire model domain in contrast to the 45% of the original NGOM3 mesh 

(Fig. 9). 

3.3. Model validation 

Hurricanes Ivan, Dennis, Katrina, and Isaac were selected for model 
validation as they made landfall along the NGOM coast and contain a 
plethora of measured data. In addition, Bilskie et al. (2016a) performed 
a synoptic analysis and detailed validation with an earlier version of the 
NGOM3 model for all four hurricanes focused on the Mississippi, Ala-
bama, and Florida panhandle. 

The NGOM3 and NGOM-RT simulated water levels and waves agree 
with measurements along the Mississippi, Alabama, and Florida 
panhandle for Hurricanes Ivan, Dennis, Katrina, and Isaac (Table 1, 
Fig. 10 and Supplementary S1–S8). SI and bias of time-series water 
levels ranged from 0.18 to 0.28 to � 0.08–0.09 m across the range of 
storms for the NGOM-RT model simulation, respectively, indicating the 
simulated time-series water levels agree with the measurements. 
Simulated peak water levels match measured HWMs (including gage 
peaks) with estimated peak water level errors ranging from 0.14 to 0.31 
m. Combining all HWMs and gage peak errors across the four storms 
yields a coefficient of determination (R2) of 0.96 for both models and a 
slope of the linear regression line of 0.95 and 0.98 for the NGOM3 and 
NGOM-RT models, respectively. 

3.4. NGOM3 and NGOM-RT intercomparison 

Table 2 shows difference among the error statistics between the 
NGOM3 and NGOM-RT model results. Similar to the minor differences 
in the HWM errors (Fig. 10) there is virtually no difference in the error 
statistics. Differences in SI and bias are less than 10 cm. The differences 
between the model’s errors (with respect to the average absolute dif-
ference) range from � 0.04 - 0.02 m. These results can be considered 
negligible. Larger differences in model errors are found for Hurricanes 
Katrina and Isaac, albeit they are still minor. These storms made landfall 
along the Louisiana/Mississippi border and differences are a result of the 
addition of flood protection infrastructure in southeastern Louisiana in 
the NGOM-RT mesh. 

To this point, simulated water levels have been compared to mea-
surements and errors were similar among the NGOM3 and NGOM-RT 
models. To compare simulated water levels between the NGOM3 and 
NGOM-RT models across the full coastal floodplain RMS differences (Eq. 
(6)) were calculated for mesh nodes shallower than 10 m (Dietrich et al., 
2018) (including normally dry areas) in the region surrounding the 
landfall location. For comparison purposes, the NGOM-RT results were 
linearly interpolated to the NGOM3 mesh. The RMS difference in 
simulated peaks was 0.11 m, 0.10 m, 0.18 m, and 0.55 m for Hurricanes 
Ivan, Dennis, Katrina, and Isaac, respectively. The RMS differences are 
larger for Katrina and Isaac because these storms impacted western 

Fig. 6. Topography and bathymetry are represented by the NGOM-RT unstructured finite element mesh (m, NAVD88). Hurricane tracks are shown as the black lines.  
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Mississippi and southeastern Louisiana and the addition of the flood 
protection infrastructure in the NGOM-RT model has an effect on the 
simulated water levels. 

4. Benchmarking 

4.1. High Performance Computing cluster 

The NGOM3 and NGOM-RT ADCIRC þ SWAN models were 

benchmarked on two high-performance computing (HPC) systems, 
Queenbee2 and Stampede2. These HPC systems were selected as they 
are employed during a real-time hurricane event with the ADCIRC 
Prediction System (APS). Model benchmarking was performed in order 
to determine the reduced computational cost of the NGOM-RT model as 
well as the expected wall-clock time. 

Queenbee2 (http://www.hpc.lsu.edu) is a located in Baton Rouge, 
Louisiana and is maintained by the Louisiana Optical Network Infra-
structure (LONI). It consists of 480 compute nodes of two 10-core 2.8 

Fig. 7. Local element size (m) of the NGOM-RT unstructured finte element mesh.  

Fig. 8. Bins of mesh resolution for the original NGOM3 and final mesh (NGOM-RT).  

Fig. 9. The local element size (km) related to the cumulative relative area (%) that encompasses the western North Atlantic model domain for the initial NGOM3 and 
final NGOM-RT unstructured meshes. 
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GHz E5-2680v2 Xeon processors and 64 GB memory shared across each 
compute node. The computed nodes are connected via 56 Gb/s FDR 
Infiniband. The theoretical peak performance of Queenbee2 is 1.5 
Petaflops. 

Stampede2 (https://portal.tacc.utexas.edu/user-guides/stampede2) 
is located in Austin, Texas and is maintained by the Texas Advanced 
Computing Center (TACC). It consists of 4 200 KNL and 1 736 SKX 
compute nodes. For this study, the SKX compute nodes are exclusively 
used. The SKX compute nodes contain Intel Xeon Platinum 8 160 
(“Skylake”) processors with 48 cores on two sockets (24 cores/socket) 
and nominal clock rate of 2.1 GHz (1.4–3.7 GHz depending on instruc-
tion set and number of active cores). Each compute node shares 192 GB 
of RAM. The compute nodes are connected via a 100 Gb/s Intel Omni- 
Path network. 

4.2. Benchmarking results 

The following benchmarking results are presented to connect the 
reduction in mesh node count to a reduction in wall clock time using the 

ADCIRC and ADCIRC þ SWAN codes. In addition, the results are aimed 
at highlighting the expected wall clock when running the NGOM3 and 
NGOM-RT meshes in real-time. The results presented herein are not 
focused on timing of the ADCIRC and ADCIRC þ SWAN codes or to 
compare speeds of Stampede2 and Queenbee2. 

The NGOM3 and NGOM-RT meshes were run with both ADCIRC and 
ADCIRC þ SWAN for Hurricane Katrina. Each run was hot-started at 
2005/08/28/0000Z and run for two days until 2005/08/30/0000Z 
which captures the peak storm surge along the Mississippi coast. This is 
similar to benchmarking performed by Dietrich et al. (2012) for an 
ADCIRC þ SWAN model of southeastern Louisiana. The generalized 
asymmetrical Holland vortex model (GAHM) ((Gao, 2018; Cyriac et al., 
2018; Dietrich et al., 2018)) was used as the meteorological forcing for 
all benchmarking simulations - it is the wind model currently used 
during real-time simulations. Model output was turned off for all runs. 
The total wall clock for the two-day simulation was normalized to yield 
wall clock time per day of simulation. 

Fig. 11 shows the wall clock time as a function of the total number of 
compute cores and Fig. 12 shows the wall clock as a function of the 

Fig. 10. Comparison of measured and simulated peak surges (high water marks and gage peaks) for Hurricanes Ivan (2004), Dennis (2005), Katrina (2005), and Isaac 
(2012) for the A) NGOM3 and B) NGOM-RT models. 

Table 2 
Summary of differences in water level error statistics between the NGOM3 and NGOM-RT model results (NGOM3 - NGOM-RT). SI and bias were only computed for 
time-series data. Statistics and errors for peak storm surge were only computed if the data set had 10 reliable stations.  

Storm Data Source No. of stations   ADCIRC to measured HWMs Estimated ADCIRC errors 

SI (m) Bias No. of HWMs Slope R2  Avg. Abs. Diff. (m) Std. Dev. (m) 

Ivan NOAA 3 0.01 0.06      
USACE 8 � 0.02 � 0.01      
FEMA    126 � 0.01 � 0.06 0.02 0.00 
All 11 � 0.01 0.01 126 � 0.01 � 0.06 0.02 0.00 

Dennis NOAA/NDBC 14 � 0.01 0.00 14 0.00 � 0.01 0.02 0.03 
FEMA    148 0.00 � 0.02 0.01 0.01 
All 14 � 0.01 0.00 162 � 0.01 � 0.04 0.01 0.02 

Katrina NOAA 9 � 0.02 � 0.01      
USACE 16 � 0.01 0.00 12 � 0.01 � 0.03 � 0.02 � 0.05 
USGS 7 � 0.03 � 0.02      
FEMA    311 � 0.02 0.01 � 0.01 � 0.06 
All 32 � 0.02 � 0.01 323 � 0.02 0.01 � 0.01 � 0.05 

Isaac NOAA 16 0.08 0.08 16 � 0.03 0.01 0.00 0.01 
USGS Perm. 13 0.03 0.05 12 � 0.04 0.06 � 0.04 � 0.10 
USGS SSS 59 0.03 0.00 42 � 0.05 0.03 0.04 0.07 
USGS Rapid 7 0.05 0.01      
NOAA HWM    42 � 0.05 0.02 � 0.03 � 0.07 
All 95 0.04 0.02 112 � 0.04 0.01 � 0.01 � 0.03  
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number of mesh nodes per core. The black lines represent the timing of 
the NGOM3 mesh and the gray represents the NGOM-RT mesh. The 
circle symbols correspond with an ADCIRC only simulation and dia-
mond with an ADCIRC þ SWAN simulation. The shaded region in 
Figs. 11 and 12 represent the ideal wall clock (or turn-around time) of 
1–2 h for a five-day forecast simulation. 

First, we note that the NGOM3 ADCIRC and ADCIRC þ SWAN sim-
ulations scale linearly to 5 760 cores on Stampede2. However, the 
NGOM-RT ADCIRC and ADCIRC þ SWAN simulations scale linearly to 3 
840 cores. On Queenbee2 the NGOM3 ADCIRC simulations scale until 1 
040 cores and ADCIRC þ SWAN through 3 840 cores (the maximum 
number of cores we were able to employ on Queenbee2). The NGOM-RT 
ADCIRC simulation scales linearly until 1 040 cores and 1 920 cores with 
ADCIRC þ SWAN. 

The timing information indicates that the NGOM-RT mesh on 
Stampede2 can complete a five-day ADCIRC and ADCIRC þ SWAN 
forecast simulation in under 2 h using 240 and 960 cores, respectively, 

compared to 480 and 1 040 cores with the NGOM3. On Queenbee2, a 
five-day simulation can complete in less than 2 h using 960 and 1 440 
cores on the NGOM-RT mesh using ADCIRC and ADCIRC þ SWAN, 
respectively, and 1 040 and 2 880 cores with the NGOM3 mesh. 

Second, we find that the NGOM-RT mesh reaches its scaling limit 
earlier than NGOM3. The wall clock converges and reaches a lower limit 
of 270 s at 4 800 cores for the NGOM3 and NGOM-RT ADCIRC simu-
lation on Stampede2. The convergence also corresponds to a lower limit 
of 1 000 nodes per computational core. The SWAN þ ADCIRC simula-
tions on Stampede2 converge at 7 680 cores with a wall clock lower limit 
of 600 s, which corresponds to a lower limit of 700 mesh nodes per core. 
The reduced scaling limit of NGOM-RT is a related to the reduced mesh 
node count. The lower limit of mesh nodes per core is achieved faster 
with the NGOM-RT mesh. The increased parallel communication be-
comes the limiting factor when the total number of mesh nodes per 
computational core is reduced (total number of computational cores is 
increased). 

Fig. 11. Wall-clock time (seconds) versus total number of computational cores for the NGOM3 (black) and NGOM-RT (gray) models on Stampede2 (left) and 
Queenbee2 (right). The shaded region represents the ideal wall clock time to complete a five-day forecast simulation within 1–2 h. 

Fig. 12. Wall-clock time (seconds) versus unstructured mesh nodes per core for the NGOM3 (black) and NGOM-RT (gray) models on Stampede2 (left) and 
Queenbee2 (right). The shaded region represents the ideal wall clock time to complete a five-day forecast simulation within 1–2 h. 
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Furthermore, there is negligible performance decrease in deploying 
greater than 4 800 and 7 680 Stampede2 cores for an NGOM-RT ADCIRC 
and ADCIRC þ SWAN simulation, respectively. In addition, there is no 
gain in wall clock time when decomposing the unstructured mesh to less 
than 1 000 nodes per computational core for an ADCIRC simulation and 
700 mesh nodes per core for an ADCIRC þ SWAN simulation for either 
mesh. On Queenbee2 there is a benefit in utilizing up to 3 840 cores and 
decomposing the mesh into 1 400 nodes per core with NGOM3 and 500 
nodes per core with NGOM-RT for both an ADCIRC and ADCIRC þ
SWAN simulation. 

To complete a five-day simulation on Stampede2 in under 2 h the 
NGOM3 mesh requires a maximum of 10,000 and 4 000 mesh nodes per 
core for ADCIRC and ADCIRC þ SWAN, respectively. The NGOM-RT 
mesh requires a maximum of 20,000 and 6 000 mesh nodes per core 
for ADCIRC and ADCIRC þ SWAN, respectively. On Queenbee2 an 
ADCIRC and ADCIRC þ SWAN simulation requires a maximum of 9 000 
and 2 000 mesh nodes per core, respectively, and 10,000 and 3 000 mesh 
nodes per on the NGOM-RT mesh. 

Finally, we quantify the reduction in wall clock for the NGOM-RT 
mesh relative to the NGOM3 mesh as shown in Fig. 13. On 240 cores 
the NGOM-RT mesh is 1.8–2.0 times faster than NGOM3 for ADCIRC and 
ADCIRC þ SWAN on Stampede2 and Queenbee2. On Stampede2, the 
ADCIRC þ SWAN simulation benefits when using larger core counts 
than ADCIRC only simulations. There is a spike of 1.25 in the normalized 
speed-up at 3 840 cores on Stampede2 and 1.5 from 1 440–1 920 cores 
on Queenbee2 for the ADCIRC simulation. 

5. Conclusions 

Accurate numerical simulation of astronomic tide- and tropical 

cyclone-driven water level anomalies are dependent on the underlying 
unstructured mesh and its representation of the natural landscape. 
Computational hurricane storm surge models are now used to in deci-
sion support frameworks during an impending tropical cyclone event to 
protect lives and property. Therefore, it is imperative that an accurate 
simulation be performed with a fast turnaround time (1–2 h). In addi-
tion, the model must include sufficient detail across the coastal flood-
plain so guidance can be provided beyond the shoreline where property 
and infrastructure exist. 

Previously developed unstructured mesh generation methods for 
shallow water equation models, such as LTEA and LTEA þ CD, are able 
to generate computationally efficient unstructured meshes for the deep 
water and nearshore areas (always wetted). However, there is a gap in 
such research for computationally efficient mesh generation across the 
coastal floodplain. This work begins to address this gap while building 
on previous efforts in order to construct a high-quality unstructured 
mesh for use in a real-time early-warning hurricane storm surge guid-
ance system. 

We utilized a mesh decimation algorithm for the coastal floodplain 
with the goal of reducing mesh nodes while preserving the representa-
tion of the topography. An unstructured mesh was generated via paving 
scalar density from the obtained size functions along with interior ver-
tical feature constraints and the external model boundary. The resulting 
mesh, real-time mesh, contains 64% less computational points than the 
research-grade mesh and preserved the integrity of the meshes repre-
sentation of the coastal topography. Simulated water levels for both 
models agree with measurements for Hurricanes Ivan, Dennis, Katrina, 
and Isaac. Differences in SI and bias for time-series water levels were less 
than 10 cm and differences in average absolute difference range from 
� 0.04 - 0.02 m. In addition, an ADCIRC þ SWAN simulation with the 

Fig. 13. Normalized speed-up of the NGOM-RT model as a function of total number of cores on Stampede2 (black) and Queenbee2 (gray). The NGOM-RT runs are 
normalized by the NGOM runs for the same number of cores. 
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NGOM-RT mesh is 1.5–2.0 times faster than the NGOM3 mesh on up to 
1 920 cores on Stampede2 and 960 cores on Queenbee2. The NGOM-RT 
mesh requires 480 and 960 less cores to perform a five-day ADCIRC þ
SWAN simulation in under 2 h on Stampede2 and Queenbee2, 
respectively. 

Future work will improve mesh generation across the coastal 
floodplain with focus on generating computationally efficient meshes. 
New methods will supplement geometric mesh generation approaches to 
integrate shallow water hydrodynamics into the mesh generation pro-
cedure. The next generation of unstructured mesh generation techniques 
will be fully-automated and be based on a high-resolution digital 
elevation models. As computational power continues to increase storm 
surge forecasting models that provide early warning can increase in 
their domain size and include higher resolution while continuing to 
reduce the computational cost. 
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Appendix A. Supplementary data 

Supplementary data associated with this article can be found, in the 
online version, at https://doi.org/10.1016/j.coastaleng.2019.103622. 
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