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NOTICES 

This interim report has been reviewed by the U. S. 

Department of Commerce, National Oceanic and Atmos­

pheric Administration's Outer Continental Shelf Envi­

ronm'ental Assessment Program Office, and approved for 

publication. Approval does not necessarily signify 

that the contents reflect the views and policies of the 

Department of Commerce. 

The National Oceanic and Atmospheric Administra­

tion (NOAA) does not approve, recommend, or endorse any 

proprietary product or proprietary material mentioned 

in this publication. No reference shall be made to 

NOAA or to this publication in any advertising or sales 

promotion which would indicate or imply that NOAA 

approves, recommends, or endorses any proprietary 

product or proprietary material mentioned herein, or 

which has as its purpose an intent to cause directly or 

indirectly the advertised product to be used or pur­

chased because of this publication. 



SYNTHESIS REPORT UPDATING 

This volume represents an INTERIM edition of the 

Northeast Gulf Alaska (NEGOA) Synthesis Report and is 

intended to present a multidisciplinary overview of 

information relevant to possible Alaskan Outer Conti­

nental Shelf oil and gas development. OCSEAP-supported 

research is still continuing in the NEGOA region, 

making additional - relevant information continually 

available. 

In order to assist with this updating procedure, 

it is requested that the users of this report inform 

the following of major omissions or errors or of any 

new relevant information: 

OMPA Alaska Office 
P. 0. Box 1808 

Juneau, Alaska 99802 
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foreword Expeditious development of the Outer Continental 

Shelf (OCS) is essential to energy requirements of the 

United States. The OCS oil and gas deposits may pro­

vide a national source of petroleum during a time when 

it is greatly needed. In each OCS area for which 

development is proposed, extensive environmental 

studies must be conducted before such development can 

safely proceed. 

tinental Shelf 

As manager of the Alaskan Outer Con­

leasing program, the Bureau- of Land 

Management (BLM) has asked the National Oceanic and· 

Atmospheric Administration (NOAA) to conduct the Outer 

Continental Shelf Environmental Assessment Program 

(OCSEAP). 

This program focuses on several lease areas on the 

Alaskan Outer Continental Shelf, ranging from the sub­

arctic Northeast Gulf of Alaska to the arctic Beaufort 

Sea. This vast geographic area encompasses extreme 

environmental conditions. The harsh environment and 

resultant severe working conditions are largely respon­

sible for the fact that much less is known about the 

marine environment of the Alaskan OCS than about any .. · 

other shelf and coastal area of the United States. The 

existence of oil under the shelf, the demand for new 

domestic sources of energy, and the recognition of the 

lack of basic environmental information have accented 

the need for a well-developed,research program. 

An essential part of a research program is the 

reporting of its results. OCSEAP is reproducing and 

widely distributing the annual reports received from 

each project as well as some specialized technical 

summaries. A listing of these reports, as well as the 

reports themselves, may be secured from OCSEAP's 

Editor, NOAA, MP3, Boulder, CO 80303. More impor­

tantly, OCSEAP is producing synthesis reports like this 

one for each lease area. This current synthesis or­

ganizes all available marine environmental information 

pertinent to OCS development for the given lease area, 

tailoring the presentation to needs of the users. 

A synthesis chapter is provided to tie the scien­

tific and technical information chapters together. It 

presents· a picture of the operation and vulnerability 

of the environmental system in such a way that the 

user, or decision maker, will have a sound basis for 

tract selection and location of pipelines or other 

facilities, will be aware of stipulations and regula­

tions, and will know where problems exist. 

The task of gathering, selecting, analyzing, and 

presenting needed pertinent information for the lease 

areas will take years to accomplish; yet the user needs 

information immediately. In order to resolve this 

dilemma and to secure a wide review of the information 

before the work is finished, OCSEAP provides interim 

syntheses, intending to update them regularly to incor­

porate data from current studies. These reports will 

be discussed at future meetings with OCSEAP staff and 

contract scientists to expedite the updating. The 

final synthesis, to be published when the OCSEAP scien­

tific community has completed its studies in this lease 

area, will thus be a product tailored to current and 

future needs of decision makers. 
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CHAPTER 1 INTRODUCTION 

J. G. Strauch, Jr., SAI 

Origins of the Program 

The Alaskan Outer Continental Shelf Environmental 

Assessment Program (OCSEAP) originated in May 1974, 

when the Buteau of Land Management (BLM), manager of 

the Outer Continental Shelf (OCS) oil leasing program, 

requested that the National Oceanic and Atmospheric 

Administration (NOAA) begin · an environmental assess­

ment program in· the Northeastern Gulf of Alaska 

(NEGOA), -in anticipation of possible oil and gas lease 

sales in. 1976. In October 1974, BLM requested that the 

program be expanded during 1975 and 1976 to include 

five additional areas of the Alaskan continental shelf. 

In response to a further request by BLM in ·December 

1975, OCSEAP was expanded ·to include the northern 

Bering Sea, Chukchi Sea, and lower Cook Inlet. The 

Program Development Plan (PDP) (NOAA, 1976) outlined 

studies in progress and presented study plans for nine 

proposed lease areas of the Alaskan OCS. Since then 

the North Aleutian Shelf and Navarin Basin have been 

added to the lease schedule (Fig. 1.1). 

Objectives of OCSEAP 

The National Environmental Policy Act of 1969 

called for the protection of the marine and coastal 

environment. The primary 

obtain information on the 

objective of OCSEAP is to 

OCS environment so that 

preventive or corrective meas~res can be taken before 

serious or irreversible ·damage to the environment 

occurs. 

Specific objectives of the BLM env:i:ronmental 

studies program for all OCS areas are: 

0 

0 

0 

0 

To provide information about the OCS environ­
ment that will enable the Department of the 
Interior and BLM to make sound management 
decisions regarding the development of min­
eral resources on the federal OCS. 

To gather information that will enable BLM to 
identify elements · of the environment likely 
to be affected by oil and gas exploration and 
development. 

To establish a basis for predicting the ef­
fects on the environment of OCS oil and gas 
activities. 

To measure the effects of oil and gas explo­
ration and development on the OCS environ­
ment. These data m·ay result in modification 
of leasing and operation regulations to 
permit efficient recovery of resources with 
maximum environmental protection. 

OCSEAP divided the evaluation of potential effects 

of OCS oil and gas developments into six areas or 

tasks: 

A. 

B. 

c. 

D. 

E. 

F. 

Existing contaminants: Determination of 
background levels of potential contaminants 
commonly associated with oil and gas develop­
ment. 

Sources: Identification of probable sources 
of contaminants and environmental distur­
bances likely to accompany oil and gas explo­
ration and development. 

Hazards: Identification and assessment of 
environmental hazards which may affect petro­
leum exploration .and development. 

Transport: Determination of how contaminants 
move through the environment and how they are 
altered by physical, chemical, and biological 
processes. 

Receptors: Identification of the biological 
populations and ecological systems likely to 
be affected by petroleum exploration and 
development. 

Effects: Determination of the effects of 
hydrocarbon and trace metal contaminants on 
ecological systems and their component organ­
isms. 

Previous synthesis reports were organized accord-

ing to the list of tasks. At the Kodiak Synthesis 

Meeting, Kodiak, Alaska, May 1979, it became evident 

that this organization hindered use of the reports. 

Therefore, the present report is organized along more 

traditional lines. First the physical characteristics 

of the environment are discussed, then the biology, 

beginning with microbes and ending with mammals. The 
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disciplinary chapters address the OCSEAP tasks as 

follows: 

Chapter 2 Geologic Hazards: Task C, Hazards, 

Chapter 3 Circulation: Task D, Transport, 

Chapter 4 .Hydrocarbons and Metals: Task A, 

Contaminants, 

Chapters 5-10 Biology: Task E, Receptors. 

Chapter 11 deals with potential petroleum development 

(Task B), and Chapter 12 is a summary of current know­

ledge of the lease area. Material on Task F (Effects) 

has been integrated into the other chapters. 

The tracts sold in OCS Sale No. 39 are shown· in 

Fig. 1.2. The results of exploratory drilling in the 

sale area have been disappointing, and there is little 

probability that further drilling will be done (see 

Chapter 11 for details). 

A second sale, Sale No. 55, is now planned in 

NEGOA. The tracts which will be offered (Fig. 1. 2) 

cover an area of about 480,000 hectares. 

Each lease block contains 2, 304 hectares. For 

purposes of identification and sale the blocks have 

been numbered-, starting -with the first tier- north of- -

the equator as "N 1." The first range of blocks west 

of the central meridian of each UTM zone is designated 

"E 100." Thus; a block numbered "N-200-E 96" would be 

the 200th block north of the equator and the 5th block 

west of the central meridian of the respective UTM 

zone . 

....... 
Figure 1.1 Proposed lease areas of the Alaskan outer 
continental shelf (USDI, 1980a). 

""" m 

§ill Tracts previously sold in sale 39 
II Tracts proposed for sale 55 

Figure 1.2 NEGOA shelf proposed lease areas (USDI, 1976, 1980b). 
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Science Applications, Inc. (SAI) has produced a 

series of base maps for use by participants in OCSEAP. 

·The coastline and coordinate grids were drawn by a 

computer plotter using World Data Base II. The com­

puter plots were produced by the National Geophysical 

and Solar-Terrestrial Data Center in Boulder, Colorado. 

Computer smoothing of coastline contours was corrected 

by hand, using USGS and NOAA charts for reference. 

The lease area base maps use the Universal Trans­

verse Mercator (UTM) system. The UTM is not, strictly 

speaking, a projection,. but rather a grid system based 

on the Transverse Mercator Projection. As a cylindri­

cal, conformal projection; the Transverse Mercator 

provides true angles of direction at all points within 

the grid and true Nortrr-South measuring lines (that is, 

it correlates straight-line coordinates of a surveying 

grid with the curved-line coordinates of the Earth). 

In the UTM system central meridians define every 6° of 

longitude between 80°N and 80°S. A uniform rectangular 

grid is overlaid onto zones which extend 3° to each 

side of the central meridian. On the UTM grid each 

square in each zone represents an area of the same size 

on the earth's surface. The blocks of this grid are 

4, 800 m on a side; from them were selected the lease 

blocks identified by BLM for possible sale and develop­

ment. 

Locality Map and Gazetteer 

Figure 1.3 is a locality map of NEGOA that in­

cludes all localities mentioned in the text. Place­

names have been listed both alphabetically and 

numerically. 
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NEGOA: Alphabetical list of placenames 

50 Akwe River 
54 Alsek River 
83 
70 
21 
23 
20 

8 
84 
92 

6 
82 
98 
17 
22 
27 
89 
66 
61 
79 
72 
19 
14 
13 
99 
47 
93 
39 
56 
53 
28 
55 

9 
12 
95 
96 
73 
29 
51 

7 
32 
31 
97 
48 
68 
76 
77 
26 
75 
15 

Anchor Cove 
Barren Islands 
Berg Lake 
Bering Glacier 
Bering River 
Bosw.ell Bay 
Cape Fairfield 
Cape Fairweather 
Cape Hinchinbrook 
Cape Resurrection 
Cape Spencer 
Cape St. Elias 
Cape Suckling 
Cape Yakataga 
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Chiniak Bay 
Chirikof Island 
Chiswell Island 
Chugach Islands 
Controller Bay 
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Copper River Delta 
Cross Sound 
Dangerous River 
Desolation Valley 
Disenchantment Bay 
Doame River 
Dry Bay 
Duktoth River 
East Alsek River 
Egg Islands 
Eyak River 
Fairweather Range 
Glacier Bay 
Gore Point 
Guyot Glacier 
Harlequin Lake 
Hinchinbrook Island 
Icy Bay 
Icy Cape 
Icy Point 
Italio River 
Izhut Bay 
Kachemak Bay 
Kalgin Island 
Kaliakh River 
Kasitsna Bay 
Katalla Bay 

18 
78 
65 
42 
85 
41 
94 
45 
87 
35 
37 
69 

1 
67 

2 
86 
43 
30 
52 
44 
10 
74 
33 

5 
81 
80 
40 

4 
60 
59 
11 
36 
64 
46 
91 
71 
49 
63 
24 
25 
62 
58 
57 
90 
16 
88 
34 
38 

3 

Kayak Island 
Kenai Peninsula 
Kiliuda Bay 
Knight Island 
La touche 
Latouche Point 
Lituya Bay 
Lost River 
MacLeod Harbor 
Malaspina Glacier 
Manby Shores 
Marmot Island 
Middleton Island 
Molina Bay 
Montague Island 
Montague Strait 
Monti Bay 
Mount St. Elias 
Novatak Glacier 
Ocean Cape 
Orca Inlet 
Outer Island 
Point Riou 
Port Etches 
Resurrection Bay 
Resurrection River 
Russell Fiord 
Seal Rocks 
Semidi Island 
Shumagin Islands 
Simpson Bay 
Sitkagi Bluffs 
Sitkalidak Strait 
Situk River 
Squirrel Point 
Sugarloaf Is.land 
Tongass National Forest 
Trinity Islands 
Tsiu River 
Tsivat River 
Tugidak Island 
Unimak Island 
Unimak Pass 
Whittier 
Wingham Island 
Wooded Islands 
Yahtse River 
Yakutat Bay 
Zaikof Bay 

NEGOA: Numerical list of placenames 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

Middleton Island 51 
Montague Island 52 
Zaikof Bay 53 
Seal Rocks 54 
Port Etches 55 
Cape Hinchinbrook 56 
Hinchinbrook Islan< 57 
Boswell Bay 58 
Egg Islands 59 
Orca Inlet 60 
Simpson Bay 61 
Eyak River 62 
Copper River Delta 63 
Copper River 64 
Katalla Bay 65 
Wingham Island 66 
Cape St. Elias 67 
Kayak Island 68 
Controller Bay 69 
Bering River 70 
Berg Lake 71 
Cape Suckling 72 
Bering Glacier 73 
Tsiu River 74 
Tsivat River 75 
Kaliakh River 76 
Cape Yakataga 77 
Duktoth River 78 
Guyot Glacier 79 
Mount St. Elias 80 
Icy Cape 81 
Icy Bay 82 
Point Riou 83 
Yahtse River 84 
Malaspina Glacier 85 
Sitkagi Bluffs 86 
Manby Shores 87 
Yakutat Bay 88 
Disenchantment Bay 89 
Russell Fiord 90 
Latouche Point 91 
Knight Island 92 
Monti Bay 93 
Ocean Cape 94 
Lost River 95 
Situk River 96 
Dangerous River 97 
Italio River 98 
Tongass National Forest 99 
Akwe River 

Harlequin Lake 
Novatak Glacier 
Dry Bay 
Alsek River 
East Alsek River 
Doame River 
Unimak Pass 
Unimak Island 
Shumagin Islands 
Semidi Island 
Chirikof Island 
Tugidak Island 
Trinity Islands 
Sitkalidak Strait 
Kiliuda Bay 
Chiniak Bay 
Molina Bay 
Izhut Bay 
Marmot Island 
Barren Islands 
Sugarloaf Island 
Chugach Islands 
Gore Point 
Outer Island 
Kasitsna Bay 
Kachemak Bay 
Kalgin Island 
Kenai Peninsula 
Chiswell Island 
Resurrection River 
Resurrection Bay 
Cape Resurrection 
Anchor Cove 
Cape Fairfield 
La touche 
Montague Strait 
MacLeod Harbor 
Wooded Islands 
Chenega 
Whittier 
Squirrel Point 
Cape Fairweather 
Desolation Valley 
Lituya Bay 
Fairweather Range 
Glacier Bay 
Icy Point 
Cape Spencer 
Cross Sound 
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Figure 1.3 Locality map and gazetteer for NEGOA and the Gulf of Alaska. 
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Chapter 2 GEOLOGICAL HAZARDS 

R. E. Peterson, SAI 

2.1 INTRODUCTION 

2.1.1 Relevance of geological hazards study 

The continental shelf around the Gulf of Alaska, 

the Alaska Peninsula, and the Aleutian Islands is 

situated in a dynamic tectonic environment. Several 

prominent crustal features are associated with this 

setting: the deep Aleutian Trench and Aleutian 

volcanoes which result from the underthrusting of the 

oceanic plate; rugged mountain ranges produced by 

compressive forces generated during the collision of 

the two plates; and major fault systems, which reveal 

the structural failure of crustal rock as the motion 

can no longer be accommodated by plastic deformation. 

The most immediate and probably the most 

spectacular hazard posed by this tectonic activity is 

the occurrence of earthquakes. Earthquakes have been 

particularly destructive in heavily populated areas, 

due to the variety of effects produced. Open fissures 

and cracks with offsets along fences and roads are 

dramatic, but the conflagrations resulting from 

ruptured natural gas lines, collapsed gasoline storage 

tanks, and broken electrical power lines are far more 

destructive. Structural failure and weakening of oil 

pipelines, platforms, and buildings may be caused by 

soil liquefaction induced by earthquake shaking. 

The risk of destruction by earthquakes is directly 

proportional to the extent of human development in a 

region (Jackson and Burton, 1978; Okrent, 1980). The 

probability that an earthquake will occur at a 

particular location may be reasonably forecast by 

seismologists; the risk posed to life and property is 

much more difficult to evaluate. The financial commit­

ment in equipment, the increase in population, and the 

dire environmental consequences of a blowout or major 

pipeline break are important reasons for evaluating the 

earthquake risk to petroleum industry development on 

the Gulf of Alaska continental shelf. 

Hazards due to tectonic activity are not the only 

ones resulting from geological processes. Rapid 

erosion and deposition of seafloor sediment may damage 

pipelines, for instance, as may slumping and sliding of 

unstable slopes. Dispersion of sediment in the water 

column, along the seafloor, and along coast lines may 

influence the fate of spilled oil. Knowledge of the 

presence and location of gas-charged sediments is 

important, since encountering such deposits during 

offshore platform construction and drilling operations 

is a serious hazard (Thompson, 1979). 

A thorough understanding of geological processes 

in this region of anticipated petroleum industry 

development is essential for a complete evaluation of 

the risk posed to the development by the natural 

environment. 

2.1.2 Geologic setting of NEGOA 

Interaction between the Pacific and North American 

plates has caused many of the lithospheric 

physiographic 

NEGOA. The 

features and tectonic processes found in 

lease areas are situated in a transition 

zone where plate interaction shifts from primarily 

strike/slip 

faulting on 

converging 

manifests 

faulting 

the west 

at about 

itself as 

on the southeast to thrust 

(Fig. 2 . 1) . These plates are 

6 cm/yr, and the convergence 

structural deformation and 

accompanying seismic and volcanic activity. 

t 
5-6 cm / yr 

PACIFIC 

PLATE 

Figure 2. 1 Plate tectonic relationships in the NE 
Pacific Ocean (from Lahr and Stephens, 1979). Star 
indicates epicenter of 28 February 1979 Mt. St. Elias 
earthquake. 

The complexity of the interaction in this portion 

of the plate boundary has resulted in several tectonic 

models for the transition zone (e.g., Lahr and Plafker, 

1980; Perez and Jacob, 1980). The details of these 

models are beyond the scope of this synthesis, but both 

describe how the strike/slip motion on the east 

transforms into thrust faulting and subduction on the 

north and west. Two rigid blocks of crustal material, 

the Yakutat and Wrangell blocks, are postulated in the 

transition zone (Lahr and Plafker, 1980). Most of the 

tectonic deformation in the region occurs along the 

boundaries of these blocks as the convergence of the 

Pacific and North American plates is accommodated. 

Figure 2 . 2 shows the principal tectonic features of the 

region. 
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Figure 2. 2 Principal tectonic features of southern Alaska and western Canada'. (modified 
blocks are shown; stars indicate volcanoes that are associated with crustal subduction. 
(uncircled values) are shown relative to the stationary North American Plate. Line A-B is 
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from Lahr et al., 1980b). In (a) the major. fault systems and crustal 
In (b) rates of convergence (circled values) and motion across a zone 
the location of the cross-section shown in (c). 



The topography and sediments of the NEGOA shelf 

and adjacent shoreline reflect the strong influence of 

glacial activity (Molnia and Carlson, 1980). The 

coastal region, the shelf, and parts of the continental 

slope were all covered by ice during the Wisconsin 

glaciation, which occurred between 35,000 to 11,000 

years before present (Sharma, 1979). During glaciation 

of the shelf many of the faulted and folded structures 

in sedimentary units were truncated, and considerable 

amounts of coarse-grained gravels and sands were 

deposited some distance offshore of the present shore-

line. As sea level rose, these materials became 

relict deposits, since the less energetic deepwater 

hydrodynamic regime was no longer able to transport the 

materials. 

Several prominent. topographic features influence 

erosion, deposition, and transport of materials on the 

NEGOA shelf. They include the Yakutat, Alsek, and 

Cross Sound Sea Valleys, which may act as conduits to 

transport modern glacial detritus offshore to the 

continental slope. The Pamplona Ridge and Fairweather 

Ground are structural highs which have little 

accumulation of modern sediment. Figure 2.3 is an 

index map for names and locations of important 

physiographic features. 

2.2 SEISMICITY 

2.2.1 Earthquake catalogues and detection capability 

Of the more recent catalogues of earthquakes which 

include data for Alaska (Duda, 1965; Tobin and Sykes, 

1966 

al.' 

Data 

most 

and 1968; 

1973), the 

Services 

complete. 

Rothe, 1969; Sykes, 1971; Kelleher et 

file maintained by NOAA's Environmental 

in Boulder, Colorado, is in general the 

Data for this file are obtained from a 

'- 2000 m FAIRWEATHER 

GROUND 

Figure 2.3 Index map for major physiographic features of NEGOA. 

variety of sources which are described by Meyers and 

von Hake (1976). Several unavoidable limitations of 

the file are the short time period for which 

instrumental records exist, the heterogeneity of mag­

nitude determinations for some parts of the file, and 

the variation in accuracy of identifying epicenter 

locations. 

The recent translation of old Russian documents 

has extended the earthquake record in Alaska back to 

1784 (Sykes et al., 1980). In their attempt to better 
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define the recurrence interval of large earthquakes 

along the Alaska-Aleutian arc, these workers found 

evidence for large earthquakes in the Kodiak-Shumagin 

Islands· region in 1788, 1792, 1844, 1848, 1854, and 

1880, and near Sitka in 1848. 

The amount of data on Alaskan earthquakes has 

increased considerably since the establishment of local 

seismic networks to monitor the extremely active plate 

boundary of the southern and southeastern parts of the 

state. In addition to acquiring more data on smaller 

earthquakes in the Alaskan OCS, efforts are being 

directed at producing more homogeneous data by 

standardizing calculations of magnitude and location 

(discussions at NOAA/OCSEAP-sponsored Alaskan OCS 

s·eismology and Earthquake Engineering Workshop, Mar. 

26-29, 1979, Boulder, Colo.). Homogeneity in these 

data is required for studies of the distribution of 

seismicity in space and time (e.g., Kelleher, 1970; 

McCann et al., 1979; Lahr and Plafker, 1980), studies 

which show promise for improving earthquake forecasts. 

In the vicinity of NEGOA the instrumental 

earthquake record is probably complete for events 

larger than magnitude 7. 75 since 1899, larger than 6 

since- til.e early 193ll's' and larger than 5. since 1964 

(Lahr and Stephens , 1979). A. local network of 

short-period seismograph stations (Fig. 2.4), set up 

and operated by the U.S. Geological Survey as part of 

OCSEAP, is capable of detecting events as small as 

magnitude 1 in some parts of the region (Lahr et al., 

1980b), but this capability does not extend throughout 

all of NEGOA. The utility of the network lies in the 

identification of active faults and in promoting 

further.understanding of regional tectonics. 

The equipment available to detect earthquakes in 

NEGOA includes the USGS short-period seismograph 

network (Fig. 2.4) and a USGS network of strong motion 
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STATION LOCATIONS 

e Single component USGS station 
.A. Three component USGS st8.tion 

• NOAA station 

Figure 2.4 Seismic stations operated by the USGS in eastern southern Alaska during September-December 1978. These 
stations are supported in part by OCSEAP (from Lahr and Stephens, 1979). 

instrUments (Fig. 2.5). A strong motion instrument is 

triggered by large earthquakes and records certain 

parameters of ground motion that are required for 

purposes of engineering design. At the present, this 

type of seismic data is extremely limited for Alaska. 

-Figure 2.5 Distribution of strong-motion instruments 
in Alaska in 1978. Solid symbols indicate locations of 
the twelve instruments that were purchased with OCSEAP 
funding (from Lahr and Stephens, 1979). 
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2.2.2 Distribution of earthquakes 

To present an unbiased description of the 

seismicity of an area via epicenter plots, it is neces­

sary that an equal detection capability exist for the 

entire area 

coordination 

of interest. During the 

of worldwide seismic 

early 1960's, 

networks was 

initiated to improve this equal detection capability. 

About this time, the United States organized th~ 

Worldwide Network of Standard Seismographs (WWNSS; 

Glover, 1977), which has contributed greatly to a more 

homogeneous earthquake data set. 

Epicenter plots of the instrumental earthquake 

record (Figs. 2.6 and 2.7) for NEGOA provide a general 

description of the region's seismicity. The catalogue 

used to construct these plots is NOAA's ·Environmental 

Data Services earthquake file, which includes the 

earthquake data of the local Alaskan network set up as 

part of OCSEAP. 

The data file was broken down into several 

categories. Figure 2.6 includes all epicenters of 

magnitude 4 or greater, between 1964 and 1977 that are 

found in the NOAA file and excludes the local Alaskan 

rieEworl{-data~ --The-year-1964 -was cliosen as a st.a-rtTng 

point for two reasons: first, epicenter locations 

prior to that time are less reliable, and second, the 

record for smaller events has been uniform only since 

about 1964. By limiting the data, the plots are more 

representative of the actual distribution of events of 

various magnitudes. The separation by depth into 

groups above and below 70 km distinguishes the deeper 

Benioff zone earthquakes from others. The Alaskan 

Benioff zone, which is a region of increased seismicity 

due to an oceanic lithospheric plate descending beneath 

a. continental plate, is most active on the northern 

side of the Aleutian-Alaska Peninsula arc, outside of 
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Figure 2.6 Epicenter plot of earthquakes occurring between 1964 and 1977. Data are from NOAA/EDS earthquake file 
and do not contain local Alaskan network data. Plot produced by NOAA/EDS. 



the epicenter plot boundaries for NEGOA. Hence, nearly 

all earthquakes in this region have a shallow focal 

depth. 

Figure 2. 7 shows the distribution of shallow and 

deep seismicity as detected by the local Alaskan 

network, which is sensitive to events of much smaller 

magnitude than those displayed in Fig. 2.6. Note that 

the period of observation is considerably shorter for 

the Alaskan network; the plots include data from 1976 

to early 1978. 

tOO m 

• 2odo m 

EPICENTERS (ALASKAN NETWORK) 

1976- 1977 
Magnitude 

Shallow Deep 
(S70km) (>70km) 

4.0 
6.0 
7.5 

Figure 2. 7 Epicenter plot of earthquakes recorded by Alaskan network, which started operating in 1976. Plot 
produced by NOAA/EDS. 
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Figure 2.8 shows all seismic events of magnitude 6 

or greater. Nearly equal detection capability exists 

for these large events throughout the entire time span 

of the NOAA data file. Table 2.1 lists descriptions of 

the events plotted on Fig. 2. 8. Several sources of 

information in addition to the NOAA/EDS earthquake 

catalogue have been used to compose this epicenter plot 

and tabulation, and those sources are cited in the 

table. 

Figure 2.8 Epicenter plot of major 
>6) recorded -in NEGOA between 1899 

earthquakes (mag 
and -1979. Data 
The dashed lines sources are identified in Table 2.1. 

are aftershock zone boundaries of major 
correspond to those shown in Fig. 2·.11. 

earthquakes and 
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Table 2.1 List of earthquakes of magnitude 6 or greater that have occurred in NEGOA between 1899 and 1979. The 
epicenters are plotted in Fig. 2.8. The maximum Mercalli intensity observed for the earthquake is also listed 
(refer to Table 2.2 for scale). Data sources in capital letters are from the NOAA/EDS earthquake file; those in 
small letters are individual references. 

-Data 
source* 
(No. on 
Fig. 2.8) 

Year Mo Day Hr Min Sec Lat 

(Universal time) 

EQH (1) 
CFR (2) 
CFR (3) 
EQH (4) 
G-R (5) 
G-R (6) 
G-R (7) 
G-R (8) 
G-R (9) 
G-R (10) 
G-R (11) 
USE (12) 
USE (13) 
CGS (14) 
rot (15) 
rot (16) 
CGS (17) 
CGS (18) 
CGS (19) 
rot (20) 
CGS (21) 
rot (22) 
rot (23) 
rot (24-) 
CGS (25) 
rot (26) 
USE (27) 
USE (28) 
USE (29) 
CGS (30) 
ERL (31) 
ERL (32) 
lah (33) 

1899 
1899 
1899 
1900 
1908 
1912 
1920 
1927 
1928 
1944 
1946 
1952 
1958 
1958 
1963 
1964 
1964 
1964 
1964 
1964 
1964 
1964 
1964 
1964 
1965 
1965 
1970 
1970 
1970 
1970 
1973 
1973 
1979 

"'"Data sources: 

09 
09 
09 
10 
05 
01 
07 
10 
06 
02 
01 
03 
07 
09 
06 
03 
03 
03 
03 
03 
03 
04 
04 
05 
09 
09 
04 
04 
04 
08 
07 
07 
02 

04 
10 
10 
09 
15 
31 
07 
24 
21 
03 
12 
09 
10 
24 
17 
28 
28 
28 
28 
29 
30 
04 
OS 
17 
18 
20 
11 
16 
19 
18 
01 
03 
28 

00 22 
17 04 
21 40 
12 28 
08 31 
20 ll 
18 41 
15 59 
16 27 
12 14 
20 25 
20 00 
06 15 
03 44 
18 32 
OS 33 
09 52 
14 47 
14 49 
16 40 
07 09 
04 54 
19 28 
oo - - -so 
20 46 
23 47 
04 OS 
OS 33 
01 15 
17 52 
13 33 
16 59 
21 27 

EQH Coffman and von Hake (1973) 
CFR Richter (1958) 
G-R Gutenberg and Richter (1954) 

00.0 60. OOON 
00.0 60.000N 
00.0 60.000N 
00.0 60.000N 
36.0 59.000N 
48. 0 61. OOON 
29.0 61. OOON 
55.0 57.SOON 
13.0 60.000N 
59.0 60.SOON 
37.0 59 .-2SON 
17.0 59.SOON 
51. 0 58. 600N 
14.0 59 .SOON 
09.9 60.SOON 
52.6 60.200N 
55.7 59.700N 
37.1 60.400N 
13.7 60.400N 
58.0 59.700N 
34.0 59.900N 
01.7 60. lOON 
18.1 60.200N 

-- --1 T:9 ------- 59: @ON 

36.5 59.400N 
40.7 59.700N 
41. 1 59. 700N 
17.5 59.800N 
46.8 59.600N 
06.3 60.700N 
34.6 57.840N 
35.1 57.980N 
06.1 60.640N 

ERL Environmental Research Laboratory. This agency 
operated the PDE program between 1971 and 1973. 

rot Rothe (1969) 
lah Lahr et al. (1980a) 

Long 

l42.000W 
l42.000W 
l40.000W 
l42.000W 
l4l.OOOW 
l47.SOOW 
l40.000W 
137.000W 
l46.SOOW 
137.SOOW 
l47.250W 
136.000W 
l37.100W 
l43.SOOW 
140. 800W 
146.200W 
l46.600W 
l46.SOOW 
147.100W 
147.000W 
145.700W 
146.700W 
146.700W 
t42:ioow 
145.200W 
143.400W 
142.700W 
142.600W 
142.800W 
145.384W 
137 .330W 
138.021W 
141.590W 

Focal 
depth 

(km) 

25 
25 

25 
25 
80 
25 
25 
25 

so 

20 
30 
10 
10 
15 
15 
40 
15 
35 
5 

19 
7 
7 

20 
16 
33 
33 
15 

Magnitudes 

Body Surface Unspeci- Local 
wave wave fied (Richter) 

5.50 
5.70 
5.80 

5.60 

5.30 

5.20 
5.50 
5.80 
5.60 
6.10 
6.00 

6.2 
6.8 
6.0 
5.9 
6.7 
6.0 
7.7 

8.30 
7.80 
8.60 
8.30 
7.00 
7.25 
6.00 
7.10 
7.00 
6.50 
7.20 
6.00 
7.90 
6.25 
6.00 
6.00 
6.20 
6.30 
6.50 
6.00 
6.20 
6.10 
6.00 
6.00 
6.00 
6.00 
6.20 
6.80 
5.50 
6.00 
6.70 
6.40 

5.80 
6.20 
5.80 
5.90 

Int 
max 

XI 
VII 

XI 
VII 

VI 
v 

VI 
VI 

IV 
v 

XI 

III 
IV 

IV 
v 
v 

CGS Coast and Geodetic Survey. This agency operated the 
Preliminary Determination of Epicenter (PDE) program 
prior to 1970. 

USE United States Earthquakes. Published annually by the 
Coast and Geodetic Survey and successor organizations 
from 1928 to 1972, and jointly by NOAA/USGS thereafter. 

2.2.3 Major earthquakes affecting NEGOA-

Several very large earthquakes have occurred in 

the vicinity of the proposed lease areas since about 

the turn of the 

quakes are found 

States" (Coffman 

century. Accounts of four of these 

in "Earthquake History of the United 

and von Hake, 1973; Coffman, 1979). 

The following brief descriptions are- from those 

references unless otherwise noted. 

In September 1899, two of the largest earthquakes 

on record in Alaska occurred in the vicinity of Cape 

Yakataga and Yakutat Bay. The magnitudes (Ms) were 8.5 

and 8.4, respectively (Thatcher and Plafker, 1977). 

Large topographic changes accompanied the earthquakes; 

in one area an uplift of about 14\ m was observed. A 

10-meter tsunami swept across Yakutat Bay, and 

_snowslides large enough to alter the movement of 

glaciers were generated. Fortunately, damage to life 

and p~operty was minimal, since the area was only 

sparsely populated and essentially undeveloped. An 

evaluation of data concerning these earthquakes 

(Thatcher and Plafker, 1977) indicates that during a 

13-month period from late _1899 extend_in~ into _1900,_ 

there were four large earthquakes with magnitudes 

between 7.8 and 8.5 in the Yakutat Bay-Kayak Island 

region. In spite of these large events, those authors 

suggest that not all of the accumulated stress in the 

region was released by these events, unless a 

significant amount of slow creep has 

In July 1958 a major earthquake 

occurred as well. 

of magnitude (M ) 
s 

7. 9 which was apparently associated with movement on 

the Fairweather Fault (Tocher, 1960; see Fig. 2.2 for 

location) occurred near Lituya Bay. Effects described 

as "moderate" (Davis and Sanders, 1960) occurred at 

Yakutat, 100 miles northwest of the epicenter, 

including damage to water and gasoline tanks, 
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pipelines, 

equipment. 

shown in 

roads and runWays, and miscellaneous 

An intensity map for this earthquake is 

the Modified Fig. 2.9. For reference, 

Mercalli intensity scale is reproduced in Table 2.2. A 

massive rockslide at the head of Lituya Bay generated a 

huge wave which surged up the beach to a height of 

about 525 m and cleared the shoreline of trees (Miller, 

1960). Fishermen aboard their boat were swept out of 

the bay by a wave they estimated to be 30 m in height. 

There were two fatalities in the bay. 

Figure 2.9 Distribution of intensities caused by the 
July 1958 Lituya Bay earthquake (modified from Davis 
and Sanders, 1960). 

The 1964 Prince William Sound earthquake, with 

magnitude (Ms) 8.3, was one of the most violent 

earthquakes ever recorded. The break in crustal rocks 

occurred along a gently dipping thrust fault, perhaps 

800-900 km in length, which · is associated with 

subduction of the Pacific lithospheric plate under the 

North American plate. Anchorage ' was damaged 
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Table 2. 2 Modified Mercalli 
Version (Richter, 1958). 

I 

Intensity 

Not felt. Marginal and long-period effects of large earthquakes. 

n 
' Felt by persons at rest, on upper floors, or favorably placed. 

ill 

Scale, 1956 

Felt indoors. Hanging objects swing. Vibration like passing of light trucks. Duration 
estimated. May not be recognized as an earthquake. 

IV 
Hanging objects swing. Vibration like passing of heavy trucks; or sensation of a jolt 
like a heavy ball striking the walls. Standing motor cars rock. Windows, dishes, doors 
rattle. Glasses clink. Crockery clashes-.- In the upper range of IV wooden walls and 
frames creak. 

v 
Felt outdoors; direction estimated. Sleepers wakened. Liquids disturbed, some spilled. 
Small unstable objects displaced or upset. Doors swing, close, open. Shutters, pictures 
move. Pendulum clocks stop, start, change rate. 

VI 
Felt by all. Many frightened and run outdoors. Persons walk unsteadily. Windows, 
dishes, glassware broken. Knickknacks, books, etc., off shelves. Pictures off walls. 
Furniture moved or overturned. Weak plaster and masonry D cracked. Small bells ring 
(church, school). Trees, bushes shaken visibly, or heard to rustle. 

vn 
Difficult to stand. Noticed by drivers of motor cars. Hanging objecti; quiver. Fur­
niture broken. Damage to masonry D, including cracks. Weak chimneys broken at roof 
line. Fall of plaster, loose bricks, stones, tiles, cornices; also unbraced parapets and 
architectural ornaments. Some cracks in masonry C. Waves on ponds; water turbid with 
mud. Small slides and caving in along sand or gravel banks. Large bells ring. Concrete 
irrigation ditches damaged. 

Vlli 
Steering of motor cars affected. Damage to masonry C; partial collapse. Some damage to 
masonry B; none to masonry A. Fall of st~cco and some masonry walls. Twisting, fall of 
chimneys, factory stacks, monuments, towers elevated tanks. Frame houses moved on foun­
dations if not bolted down; loose panel walls thro)o'n out. Decayed piling broken off. 
Branches broken from trees. Changes in flow or temperature of springs and wells. Cracks 
in wet ground and on steep slopes. 

IX 
General panic. Masonry D destroyed; masonry C heavily damaged, sometimes with complete 
collapse; masonry B seriously damaged. General damage to foundations. Frame structures, 
if not bolted, shifted off foundations. Frames racked. Serious damage to reservoirs. 
Underground pipes broken. Conspicuous cracks in ground. In alluviated areas sand and 
mud ejected, earthquake fountains, sand craters. 

-X 
Most masonry and frame structures destroyed with their foundations. Some well-built 
wooden structures and bridges destroyed. Serious damage to dams, dikes, embankments. 

, Large landslides. Water thrown on banks of canals, rivers, lakes, etc. Sand and mud 
shifted horizontally on beaches and flat land. Rails bent slightly. 

XI 
Rails bent greatly. Underground pipelines completely out of service. 

xn 
Damage nearly total. Large rock masses displaced. Lines of s~ght and level distorted. 
Objects thrown into the air. 

Masonry A - Good workmanship, mortar, and design; reinforced, especially 
laterally, and bound together by using steel, concrete, etc.; designed to 
resist lateral forces. 

Masonry B - Good workmanship and mortar; reinforced, but not designed in detail 
to resist lateral forces. 

Masonry C - Ordinary workmanship and mortar; no extreme weaknesses like failing 
to tie in at corners, but neither reinforced nor designed against horizontal 
forces. 

Masonry D - Weak materials, such as adobe; poor mortar; low standards of work­
manship; weak horizontally. 

extensively, even though it 

northwest of the epicenter. 

is situated about 130 km 

The effects were so great 

was established by the that a special committee 

National Academy of Sciences to study the earthquake. 

Their efforts resulted in the most comprehensive and 

detailed account of an earthquake ever compiled 

(National Academy of Sciences, 1972), An intensity map 

for this earthquake (Fig. 2.10) shows that intensities 

of V to VII were experienced throughout NEGOA. 

The most recent large earthquake in NEGOA occurred 

Figure 2.10 
March 1964 
aL, 1976). 

Distribution of intensities caused by the 
Prince William Sound earthquake (Meyers et 

on 28 February 1979 near Mt. St. Elias, 

north of Icy Bay. It was of magnitude 

about 50 km 

(M ) 7.3 and 
s 

produced ground effects indicating intensities of up to 

VII (Lahr and Stephens, 1979). Fortunately, damage 

from this earthquake was minimal due to a lack of 

population in the area. 

This earthquake is of particular interest in 



evaluating geological hazards 

in the area between two 

in NEGOA, for it.occurred 

previous large NEGOA 

earthquakes: the 1964 Prince William Sound and 1958 

Lituya Bay events. It represents stress release in a 

"seismic gap," with implications regarding the 

recurrence of large earthquakes (Kelleher, 1970; Sykes, 

1971; McCann et al., 1979; Lahr et al., 1980a; Lahr and 

Plafker, 1980). 

2.2.4 Seismic sea waves (Tsunamis) 

Offshore earthquakes may produce displacements at 

the seafloor which result in seismic sea waves, or 

tsunamis. Seawater attenuates seismic wave energy much 

less than geologic formations, allowing these waves to 

travel great distances from their earthquake source at 

speeds of several hundred km/hr in deep water (Murty, 

1977). A tsunami slows as it enters shallower water 

during approach to a shoreline, and the wave height may 

build considerably. An extensive tsunami warning system 

developed at the Palmer, Alaska, Seismological Center 

can issue warnings in response to the occurrence of a 

major earthquake. Prediction of the arrival time of a 

tsunami is based on the distance between the epicenter 

and the location along the Alaskan coastline (Cox and 

Pararas-Carayannis, 1976). 

Tsunamis can also result from major landslides 

which enter ocean areas or bays, as has occurred in 

Lituya Bay in NEGOA several times (Coffman and von 

Hake, 1973). 

Table 2. 3 summarizes tsunamis observed in NEGOA 

and illustrates the variety of possible sources. The 

tsunami risk for offshore structures is low, due to the 

small wave heights attained during travel through deep 

water. However, the risk of damage to pipelines in 

shallow water and to shoreline facilities in bays is 

Table 2. 3 Tsunamis observed in NEGOA (modified from 
Cox and Pararas-Carayannis, 1976). "Wave height" in 
remarks column refers to maximum runup elevation on 
beach or to measured amplitude at shoreline. 

Location of 
observation 

Yakutat Bay 

Lituya Bay 

Lituya Bay 

Yakutat Bay 

Lituya Bay 

Yakutat Bay 

Lituya Bay 

Yakutat 

Yakutat 

Yakutat 

Lituya Bay 

Yakutat 

Yakutat 

Cape Yakataga 
Yakutat 

Area of origin, 
earthquake, or 

volcanic eruption 

1845 
Ice fall in Yakutat Bay 

1853 or 1854 
Lituya Bay landslide 

1874 
Lituya Bay landslide 

10 Sep 1899 
Mag. 8.6 
Cape Yakataga earthquake 

10 Sep 1899 
Hag. 8.6 
Cape Yakataga earthquake 

4 July 1905 
Ice fall in Yakuta~ Bay 

27 Oct 1936 
Lituya Bay landslide 

1 Apr 1946 
Hag. 7.4 
Eastern Aleutians 

5 Nov 1952 
Hag. 8.25 
East Kamchatka 

9 Mar 1957 
Unimak Is., Aleutians 

9 July 1958 
Hag. 7.9 
Lituya Bay 

9 July 1958 
Hag. 7.9 
Lituya Bay 

22 Hay 1960 
Mag 8.5 
Southe_rn Chile 

27 Mar 1964 
Hag. 8.3 
Prince William Sound 

Observations and remarks 

100 deaths; similar waves 
reported by legend 

120 m wave height; cleared 
trees and brush from shore­
line. 

24 m wave height. 

Tsunami originated in Disen­
chantment Bay; 10 m wave 
height; wave attenuated 
rapidly in outer bay. 

Trees and brush cleared ·by 
waves between 1890-1899; 60 
m wave possibly due to 
landslide triggered by 
Yakataga earthquake. 

Ice fell from Fallen Glacier 
into Disenchantment Bay; · 
seiche in Russell Fiord of 
4%,-6 m amplitude continued 
for one-half hour. 

Three waves generated in 
Crillon Inlet, largest 150 
m; cleared trees and shrubs. 

0.2 m wave at Yakutat; this 
was the destructive "Great 
(Eastern ) Aleutian Tsunanii" 
which killed 5 at Scotch 
Cap. 

0.3 m wave at Yakutat; great 
damage from tsunami at 
Kamchatka. 

0.4 m wave; this tsunami was 
observed throughout the 
North and South Pacific. 

.Wave generated by giant 
landslide cleared forest on 
opposite . side of fiord to 
525 m elevation; wave 100 m 
at mouth of fiord; 2 deaths, 
2 boats destroyed. 

0.2 m wave generated by 
crustal displacement during 
earthquake (not due to land­
slide in Lituya Bay). 

0.9 m wave at Yakutat; this 
was the Great Chile tsunami, 
which resulted in tremendous 
damage and casualties in 
Chile, Hawaii, and Japan. 

Wave heights or" 3. 7 and 2.2 
m at Cape Yakataga and 
Yakutat, respectively; major 
tsunami which caused ex­
tensive damage and casual­
ties in the northern Gulf of 
Alaska. 

high. The NEGOA 

generated anywhere 

those generated 

shoreline is exposed to tsunamis 

in the Pacific, and especially to 

in the highly earthquake-prone 

Aleutian/Alaska seismic belt. 

2.2.5 Earthquake occurrence rates 

In planning for future development, it is 

important to make every effort to estimate the rate of 

occurrence and the likelihood of future occurrence of 

earthquakes of various magnitudes. While precise 

prediction of the location, magnitude, and time of 

large earthquakes is not yet possible, progress in 

"forecasting" the location, general size (e.g.,.great, 

large), and time of occurrence to within a few tens of 

years has been made through the analysis of seismicity 

gaps (McCann et al., 1979). 

The seismic gap hypothesis suggests a higher 

earthquake potential for those segments of lithospheric 

plate boundaries which have experienced fewer large 

earthquakes in the last three decades than adjacent 

segments. It can be seen in Fig. 2·. 11 that the 

aftershock zones of large ~arthquakes tend not to 

overlap; the areas separating adjacent aftershock zones 

have been designated "seismic gaps." Studies have 

revealed several gaps along the Aleutian Island chain 

and the southern Alaskan borders (Kelleher, 1970; 

Sykes, 1971; McCann et al., 1979; Lahr and Plafker, 

1980). 

A seismic gap has been identified in NEGOA at 

roughly the transition. between the underthrust zone and 

the strike-slip zone between Icy 

Since the gap was recognized 

Bay and Kayak Island. 

prior to the 1979 

Mt. St. Elias earthquake (Sykes, 1971)' and since 

calculations of stress accumulation .due to lithospheric 

plate convergence suggested an impending release, it 
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(1964) 

8.1 
(1949) 

132° 

Figure 2.11 Aftershock zones and seismic gaps along the Aleutian Island/southern Alaska plate boundary (modified 
from Sykes, 1971·; Lahr and Stephens, 1979; and McCann et al., 1979). 

may be stated that the earthquake was successfully 

forecast (Lahr et al., 1979b). 

the 

by 

However, recent study of the event indicates that 

seismic gap in NEGOA has not 

the aftershocks of that 

been completely filled 

earthquake (Lahr and 

Plafker, 1980), and therefore should still be 

considered an area of high potential for a large 
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earthquake. Based on their tectonic model, the 

accumulated strain in the region which was not entirely 

released by the St. Elias earthquake could produce an 

earthquake of magnitude up to 8 if released in one 

event. The potential for a near-future large 

_earthquake still exists in the region between Icy Bay 

and Kayak Island (Lahr et al., 1979a). 

Seismologists agree in general that seismic gaps 

have the highest potential for future large 

earthquakes. However, the discovery of a means to 

calculate the recurrence intervals of large earthquakes 

for a given region has proved to be an elusive goal. 

Recent research relating the width of the main thrust 

zone of the descending oceanic crust to the recurrence 

times of great 

convergence zone 

earthquakes along 

(Davies et al., 1979) 

the Alaskan 

indicates a 

recurrence interval of about 80' to 140 years for the 

Shumagin Islands region. It is therefore quite 

possible that a great earthquake will occur in the 

Shumagin seismic gap during petroleum industry 

development on the Alaskan OCS. 

Another technique to estimate recurrence intervals 

is based on a comparison of relative motion across a 

fault (refer to Fig. 2.2 for sample rates) with 

long-term average slip rates from earthquakes (Molnar, 

1979). Lahr et al. (1980b) have applied this technique 

to five earthquake source regions which are derived 

from their tectonic model for NEGOA. The results for 

four of the sources are summarized in Table 2.4. The 

fifth source category is a "random event" of magnitude 

about· 6- to 7- that could ·occur with finite-probability­

anywhere within the Yakutat and Wrangell Blocks. 

Molnar (1979) cautions that the calculated values may 

be in error by as much as a factor of 3 to 5. Lahr et 

al. (1980b) state, however,- that despite potential 

errors in the values, " ... it would be most prudent at 

this time to assume that (the Yakataga seismic gap) has 

been in a period of lower than average seismicity 

during the past tens of years, and that this condition 

may not continue long into the future." 

The possibility of an unfilled seismic gap between 

Icy Bay and Kayak Island in this dynamic region of 

plate boundary interaction increases the potential for 



a large earthquake sometime during OCS development. 

Additional evidence for an impending large earthquake 

is found in the analysis of several terrace levels 

exposed above the present beach on Middleton Island. 

These terraces (former beaches) were cut by wave action 

during long periods of tectonic stability, and were 

elevated during short periods of uplift during 

earthquakes (Plafker and Meyer, 1978). Based on the 

rate and amount of uplift required to explain the 

elevations of the terraces,· and the relatively small 

amount of uplift which occurred during the 1964 

earthquake, those investigators postulate that at least 

half of the accumulated strain in the region (prior to 

1964) has yet to be released. 

In summary, analysis of space/time seismicity, 

development of tectonic models based on geological data 

and earthquake occurrence, and analysis of elevated 

beach terraces all suggest that NEGOA is under stress, 

and that events which may release this stress are 

overdue in some areas, namely Icy Bay to Kayak Island. 

Table 2.4 Seismic source regions and calculated recur­
rence intervals for NEGOA (Lahr et al., 1980b). The 
riiagii:Hi.ldes shown -are ''weigh fed moment." and are typ:i.­
cally about ~ to 1 unit larger than the more commonly 
reported "Richter" magnitudes. 

Region 

1. Underthrusting of the Pacific plate below the Wrangell 
block between Kayak Island and southern Kodiak Island 

2. Underthrusting of the Yakutat block and the Pacific 
plate below the Wrangell block. 

3. Faulting along the northeast boundary of the Yakutat block. 

4. Underthrusting of the Pacific plate below the Yakutat block. 

Recurrence interval 
Magnitude (Mw) (yrs) 

"'9.2 
> 8.6 
> 8.0 
~ 7.3 

"' 8.9 
> 8.0 
~ 7.3 

"'7.9 
> 7.3 
> 6.6 

8.6 
8.0 
7.3 
6.6 

420 
100 

22 
4.7 

380 
46 
10 

240 
55 
12 

3,800 
830 
180 
39 

2.2.6 Risk analysis research 

Considerable research has been conducted as part 

of the Offshore Alaska Seismic Exposure Study (OASES) 

to produce a seismic exposure map for the Alaskan OCS 

which will be useful for engineering design 

(Woodward-Clyde, 1978). As part of this research in 

modeling earthquake risk, it was necessary to define 

the attenuation of earthquake energy between a source 

and possible development site much more obJectively 

than by simply relating felt intensity, distance, and 

magnitude. The measurements required for this 

objective approach are made by strong-motion 

instruments, which are triggered by an earthquake. 

Unfortunately, since strong-motion data for Alaska are 

essentially nonexistent, the OASES researchers had to 

rely on data from areas in southern California and 

Japan to develop their models. As more strong-motion 

instruments are installed in Alaska, attenuation data 

will become available which will further improve the 

output from the models, and provide engineers with the 

data they need to design platforms, pipelines, and 

other structures that are as earthquake-resistant as 

· possible. 

In other risk analysis research by the U.S. 

Geological Survey (Thenhaus et al., 1979a, 1979b) 24 

seismogenic 

geological 

zones 

data 

have been delineated according to 

and historical seismicity. Maps of 

probable ground accelerations to be expected iii each 

zone were constructed and include variables such as 

return periods for earthquakes of various magnitudes. 

Risk analysis programs are currently in progress 

at the Geophysical Institute, University of Alaska, at 

Lamont-Doherty Geological Observatory, and at the U.S. 

Geological Survey. 

2.2.7 Summary of earthquake hazards 

The record of great earthquakes (magnitude> 7.75) 

in NEGOA is complete since 1899, and of earthquakes 

greater than magnitude 5 since about 1964. The local 

network of seismograph stations is presently recording 

events as small as magnitude 1 in some parts of the 

network and is producing data useful for identifying 

active faults and possibly for defining areas of vary­

ing stress levels in the earth's crust. 

NEGOA has been the site of several large 

earthquakes (magnitude > 7) during the 20th century. 

Most notable of these are the Yakutat Bay events of 

1899-1900, the July 1958 Lituya Bay quake which caused 

a huge rockslide at the head of Lituya Bay, the 1964 

Prince William Sound event which resulted in extensive 

damage to Anchorage, and the recent Mt. St. Elias 

earthquake which fortunately did not affect a populated 

area. 

The region is well-covered geographically by 

seismograph stations, although improvements are 

required to the network in the form of (1) more 

reliable and efficient data telemetry systems, 

(2) installation -of offshore ocean hot:t<>DI iristrllliie-Iits, 

and (3) experiments to better define the crustal 

velocity structure. These improvements will result in 

accuracy of epicenter locations and the increased 

generation of more uniform data; the latter is 

especially important for research on recurrence 

intervals, stress levels, and seismotectonic province 

boundaries. 

At present, the best earthquake potential 

estimates for NEGOA appear to result from the "seismic 

gap hypothesis," and suggest a high potential. for a 

large earthquake to occur in the proximity of OCS 
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development sometime during the time period of OCS 

activities. Our present understanding of earthquake 

processes does not allow prediction of exact location, 

time, and magnitude; it does allow identification of 

regions of crustal stress accumulation (due to 

lithopheric plate motions) and estimates of the rate of 

release of that stress. 

Additional evidence for stress in crustal rocks in 

NEGOA is found in data from terrace levels on Middleton 

Island. These data indicate that only about half of 

the stress ac·cumulating in the northern Gulf of Alaska 

prior to 1964 was released during the great earthquake 

o·f that year. 

The shoreline and bays of NEGOA are exposed to 

tsunami hazards. Tsunamis can originate anywhere in 

the Pacific Ocean, but are particularly likely in the 

Aleutian/Southwest Alaska seismic belt. These giant 

waves may result from displacements of the seafloor and 

affect the entire shoreline. Large waves may also 

occur in bays due to earthquake-induced landslides or 

rockfalls, and they can cause extensive damage to boats 

and shore facilities. 
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2.3 OFFSHORE GEOLOGIC HAZARDS 

2.3.1 Sedimentology 

The history of sedimentation on the NEGOA shelf is 

complex and has produced a variety of sediment types. 

There are four major sedimentary units on the shelf 

(Molnia and Carlson, 1980): 

1. Holocene glaciat-marine sediment; 

2. Holocene end morainal deposits; 

3. Quaternary glacial sediment; and 

4. Pleistocene and older lithified sedimentary 

rock. 

These units include at least eleven different facies 

(i.e. deposits of a particular composition) and reflect 

the importance of glacial activity in controlling shelf 

sedimentary processes (Molnia and Carlson, 1980). 

Molnia and Carlson suggest that glacial activity has 

controlled shelf sedimentation in NEGOA for perhaps the 

last 15 million years, since about the middle Miocene. 

A generalized map of sediment facies is shown in 

Fig. 2.12. 

Sediment is presently being supplied to the shelf 

via runoff . from the numerous glaciers along NEGOA' s 

coast. It consists primarily of fine sand-, silt-, and 

clay-sized material termed "glacial rock flour." Much 

of the coarser material observed farther offshore near 

the 200-m shelf break is relict material from lower 

stands of sea level during the last ice age. 

The thickness of unconsolidated sediment on the 

NEGOA shelf varies from zero to greater than 300 m. 

Areas of little or no unconsolidated sediment occur 

between Hinchinbrook and Middleton Islands, and seaward 

of the 200-m contour. The thickest area is southeast 

of the mouth of the Copper River. Here the Copper 

River prodelta is about 350 m thick, revealing the 



SEDIMENT TYPE 

Jgj Muddy gravel, muddy sandy gravel, and gravelly muddy sand 
lJ Gravelly mud 

I] Sand, silty sand and sandy silt 
~ Clayey silt, silt and silty clay 

II Bedrock '""'. 

importance of the Copper River as a source of terri­

genous sediment to NEGOA. Carlson and Molnia (1975) 

indicate four other areas of thick sediment: (1) a 

260-m thickness seaward of Icy Bay, (2) a 200-m thick­

ness east of Cape Suckling, off the Bering Glacier, (3) 

a 250-m section between Montague and Hinchinbrook 

Islands, and (4) a 155-m section in Kayak Trough 

southwest of Kayak Island. 

Figure 2.12 Distribution of seafloor sediment by size 
classification (from Carlson et al., 1977). 
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An isopach map of. unconsolidated sediment 

(Fig.' 2.13) has been constructed by Carlson and Molnia 

(1975). Data for the . map were obtained from 

high-resolution seismic reflection surveys made during 

1974 and 1975. Estimates for some geometrical 

parameters of unconsolidated sediment (listed in 

Table 2.5) were derived from this isopach map. 

Table 2.5 Geometry and sedimentation rates of Holocene 
sediment on the NEGOA shelf. Sedimentation rates are 
for the last 12,000 years (modified from Molnia et al., 
1978b). 

Entire Shelf east of Shelf west of 
Parameter NEGOA shelf Kayak Island Kayak Island 

A,rea of shelf 55,885 km
2 

25,580 km2 30,305 km2 

Area of sediment cover 38,490 km2 19,600 km2 18,890 km2 

Area devoid of sediment 17,395·km2 5,980 km2 11,415 km2 

Volume of sediment (calculated) 3,007 km3 1,767 km3 1,237 km3 

Thickness (average): 
Entire shelf 54 m 69m 41 m 
Covered areas only 90m 6Sm 

Sedimentation rate (average): 
Entire shelf 4.5 mm/yr 5.8 mm/yr 3.4 mm/yr 
Covered areas. only 7.5 mm/yr 5.5 mm/yr 

Range in sedimentation rates 0 to 29.2 mm/yr 

Figure 2.13 
sediment in 
1975). 

Preliminary isopach map of Holocene 
NEGOA (modified from Carlson and Molnia, 
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ISOPACH MAP OF HOLOCENE SEDIMENTS 

EN Devoid of Holocene sediments 

--..... - 200 metre isobath 

tffit:i~ Boundary uncert8.in, limit of seismic profiles 

-
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--.. Thickness contours (25 metre interval) 

.,_~: Ticks show direction toward thicker sediment 

No Data 
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Areas of sediment accumulation and erosion (or 

lack of deposition) on the continental shelf of NEGOA 

are shown in Fi$. 2.14. Most of the shelf is 

accumulating sediment at relatively high rates of up to 

30 mm/yr (Molnia, 1978). Some areas in Icy Bay and 

Yakutat Bay have sediment accumulation rates of up to 1 

or 2 m/yr, an extremely high rate. 

Figure 2.14 Areas of sediment accumulation and ero­
sion (or lack of deposition) on the NEGOA shelf (Molnia 
and Carlson, 1978). 

liJ Deposition 

!BI No deposition or erosion 
"'" 

Geological Hazards 27 



An exception to the general pattern of sediment 

accumulation occurs on Tarr Bank south of Prince 

William Sound, where lack of accumulation or possibly 

erosion occurs on a topographic high outlined by the 

1007m contour. The absence of sediment in this area 

may be due to nondeposition and bypassing of the area 

by sediment-laden water, which travels farther offshore 

before depositing its load. Lack of deposition and 

possibly scouring and resuspension of seafloor sediment 

are facilitated by strong currents and large storm 

waves in this area (Molnia et al., 1978b). 

Estimates of geometrical parameters and rates of 

accumulation of unconsolidated sediment on the NEGOA 

shelf are listed in Table 2.5. Slightly less than half 

of the area between Montague Island and Yakutat Bay, 
1 out to the 200-m contour, is bare of sediment, 

indicating either erosion or lack of deposition. 

The dispersion of suspended sediment supplied to 

NEpOA by numerous glacial streams has been described in 

a general sense by interpreting ERTS-I imagery 

(Burbank, 1974; Carlson et al., 1975). East of Kayak 

Island the primary sediment source is drainage from the 

Bering, Guyot, and Malaspina glaciers, while west of 

Kayak Island the major source is the Copper River 

(Feely and Cline, 1977). The suspended sediment plumes 

drift to the west along the coast, with a portion being 

trapped in a clockwise gyre southwest of Kayak Island, 

a second portion entering Prince William Sound, and the 

remainder continuing southwestward around the perimeter 

·of the gulf (see Fig. 3.23). 

OCSEAP-sponsored research on suspended particulate 

matter in NEGOA has yielded data on seasonal 

distributions, suspended mass concentrations, and 

chemical characteristics (Feely and Cline, 1977; Feely 

et al., 1979). Those authors identify three 

. significant modes of distribution of suspended matter: 

(1) material from river drainage is carried westward 

along the shoreline and deposited in calm nearshore 

areas such as seafloor troughs and depressions; 

(2) resuspended bottom sediment may be carried offshore 

during the winter in conjunction with wind-driven 

downwelling; and (3) resuspended bottom sediment may be 

carried onshore by tidal currents and storm-generated 

bottom currents. 

The concentration of suspended matter in surface 

waters is typically 1-2 mg/1 (Fig. 3. 28). Values in 

turbid plumes near river mouths may be several orders 

of magnitude higher. The turbid plumes are composed 

mainly of fine sand- to clay-sized glacial rock flour. 

As these plumes disperse and mix with shelf water, the 

total concentration decreases, and the proportion of 

biological detritus increases. The finest material in 

suspension may be transported considerable distances 

before being deposited on the seafloor; based on 

mineralogy, one source of very fine-grained sediment on 

the Kodiak shelf has been identified as the Copper 

River (Rein et al., 1977), some 400 km distant. 

A knowledge of certain geotechnical properties of 

sediment is extremely important in assessing hazards 

caused by seafloor instability. Mass movement, as in a 

slump or slide, occurs when the "load" applied to a 

sediment mass exceeds the "resistance", or strength of 

the mass. Typical Ioading forces are gravity (as a 

function of seafloor slope and sediment density) and 

excess pore pressure in the sediment, which is 

interstitial fluid pressure in excess of the ambient 

hydrostatic pressure. Excess pore pressure may be 

caused by the passage of large storm waves' by 

earthquake ground-shaking, or by the generation or 

release of natural gas in the sediment. 

A large portion of the NEGOA shelf is 

characterized by geotechnical properties that cause 

difficulties for engineering design. Table 2. 6 lists 

representative values for parameters used by engineers 

in the design of offshore platforms and pipelines. The 

values presented here are from areas known to have 

experienced seafloor instability. The distribution of 

sediment by size classification (Fig. 2. 12) also 

reveals areas of potential instability; clayey or silty 

Table 2.6 Representative values of geotechnical prop­
erties that are useful in engineering design. The 
three areas shown all contain submarine slides (modi­
fied from Hampton et al., 1978). 

Geotechnical 
property. 

Liquid limit (%) 

Plastic limit (%) 

Natural water 
content (%) 

% Sand 
%Silt 
% Clay 

Specific gravity 
of solids 

Friction 
angle (~') 
(no cohesion 
intercept) 

Compression 
index 

Swell index 

Coefficient of 
consolidation 
(x10- 4 cm2 /s) 

Bulk density 
(g/cm3 ) 

Copper 
River 

Prodelta 

48 

25 

53 

1 
34 
65 

2.84 

0.38 

0.03 

4.5 

Kayak 
Trough 

30 

19 

55 

17 
43 
40 

2. 74 

0.32 

0.04 

4.7 

1.64 

Ice Bay­
Malaspina 

Glacier 

31 

20 

31 

7 
57 
36 

2. 71 

1.77 
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sediments on relatively steep slopes indicate potential 

instability, while coarse gravels are suggestive of 

strong bottom currents (Carlson et al., 1977). Other 

geotechnical parameters of engineering concern measured 

by OCSEAP investigators (Carlson et al., 1977) include 

the shear strength of selected samples and the 

plasticity and liquid limits for clayey silts and 

gravelly muds. 

The presence of 

reflectors in seismic 

gas-charged sediment. 

jumbled or highly irregular 

profiling records may indicate 

Fig. 2. 15 shows areas in NEGOA 

that exhibit unusual acoustic records in Holocene sedi­

ment, and these areas may contain natural gas in sedi­

ment pore spaces (Molnia et al., l978a). Note that the 

area seaward of the Copper River Delta corresponds to 

an area of slumps and slides (compare Figs. 2.14 and 

2.17). This may be an example of gas-charged sediment, 

which has excess pore pressures, contributing to 

seafloor instability. 

The source of natural gas in NEGOA sediment is 

probably the decomposition of biological detritus, 

based on chemical analysis of the gases (Kvenvolden and 

Redden, 1978). Those investigators found no evidence 

that the gases are seepage from petroleum or natural 

gas reservoirs. 

,,,. 

• 

GAS-CHARGED SEDIMENTS 

143' 

Figure 2.15 Map showing the location of four areas in NEGOA which appear to contain gas-charged sediment (Molnia 
and Carlson, 1978). 
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2.3.2 Surface faulting 

Faults of Quaternary age (young('r than about two 

million years) have been identified and mapped on the 

continental shelf of NEGOA (Fig. 2.16). The following 

description of this faulting is from Carlson and Molnia 

(1977) unless otherwise noted. 

Several groups of faults between Montague Island 

and Yakutat Bay have been identified on seismic 

reflection profiles. The general trend of the faulting 

varies from northeast-southwest 

parallels the larger structures 

to east-west, and 

of the continental 

margin. Where sense of motion can be ascertained, the 

faults all show vertical motion, with the upthrown 

block on the north or northwestern side. The offset on 

these faults is 5 to 20 m. Due to the short length of 

these faults relative to the amount of displacement 

observed, it has been postulated that they indicate 

episodic movement rather than single events. 

The NEGOA continental shelf east of Yakutat Bay 

was not surveyed with trackline spacings as dense as 

the central and western sections described above. The 

·spacing between adjacent tracklines (20-30 km) was too 

great to permit correlation of fault features between 

tracklines. Faults have been identified on individual 

tracklines (Fig. 2.16), however; they display vertical 

offsets of 3-10 m. One large offset is on trend with 

the onshore location of the Fairweather Fault. This 

offset is about 25 m, and has the upthrown block on the 

southwest (or offshore) side, a displacement opposite 

to that observed for the faults farther west along the 

shelf. 
The faults in NEGOA identified on seismic 

reflection profiles cut strata that are probably 

Tertiary in age, indicating that they are at least 

younger than about 70 million years. In many areas the 
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NEAR SURFACE AND SURFACE FAULT TRACES 

Figure 2. 16 Location of known or inferred faults on the continental shelf in NEGOA (Carlson and Molnia, 1977). 



Tertiary rocks are. covered by thin layers of Holocene 

sediment (deposited since the last glacial advance; 

younger than about 10,000 years) . Faults have been 

observed cutting Tertiary rocks and overlying Holocene 

sediment, but none have displayed offsets or scarps· at 

the seafloor surface. The absence of seafloor scarps 

may be due to poor consolidation of the sediment or to 

high accumulation rates, both of which could obliterate 

surface expressions (Carlson and Molnia, 1977). 

Recent activity of near-surface faults in NEGOA is 

indicated by the occurrence of small earthquakes near 

the mapped faults. Epicenters located by the local 

seismic network (Stephens et al., 1978; also Fig. 2.7) 

are in the vicinity of numerous faults south of 

Hinchinbrook Island, near Tarr Bank. 

2.3.3 Seafloor instability 

The U.S. Geological Survey has studied the 

continental shelf of NEGOA extensively by means of 

high-resolution seismic reflection techniques. Sig-

nificant portions of the shelf are characterized by 

slumps or slides, or appear to be in an unstable 

posture. Fig. 2.17 shows areas where slumps and slides 

have been identified and also areas of potential 

seafloor instability. Four areas which pose geological 

hazards to ocs development are: (1) seaward of the 

Copper River Delta, (2) Kayak Trough, (3) Bering 

Trough, and (4) seaward of Icy Bay (Carlson and Molnia, 

1977). 

Several factors contribute to seafloor sediment 

instability. One of the most significant in NEGOA is 

the high rate of sediment accumulation, which leads to 

poorly compacted deposits that are susceptible to 

sliding, given some triggering mechanism such as 

ground-shaking due to seismic activity. The relative 

SLUMPING HAZARDS 

IIJ Areas of potential slumping 
IJ Areas of slumping 

- Slump features along single seismic line 
/ 

""'". I 

Figure 2.17 Locations of known slump and slide features in NEGOA. Areas of potential instability are also identi­
fied (from Molnia and Carlson, 1978). 
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importance of several factors affecting sediment insta­

bility in three slump areas is shown in Table 2.7. Of 

note is the minor significance given to oversteepening 

of slopes on the shelf. On the continental slope this 

factor probably has greater significance. 

Examples of slumping on gentle slopes are found 

seaward of the Copper River Delta (Carlson and Molnia, 

1978), in the Kayak Trough (Molnia et al., 1977), and 

on the slopes seaward of Icy Bay (Carlson, 1978). In 

all three areas the seafloor slope is one degree or 

less. 

Table 2. 7 Relative significance of factors affecting 
slope stability in NEGOA (from Hampton et al., 1978). 

Factor Copper River Delta Kayak Trough Icy Bay/ 
Malaspina Glacier 

Rapid sedimentation major major major 

Free gas intermediate intermediate none 

Wave loading intermediate intermediate intermediate 

Earthquake loading intermediate major intermediate 

Oversteepening none minor none 

The most striking example of a submarine slide in 

NEGOA is on the northern end of Kayak Trough 

(Fig. 2.18) . It covers an area of about 18 by 15 km; 

the volume of material involved is about 5.9 km
3 

(Molnia et al. , 1977) . The recency of this slide is 

suggested by distinct morphological features (scarps, 

hummocky surface topography, and sharp boundaries) in 

spite of high sedimentation rates which tend to 

obliterate detailed morphological features rapidly. It 
I . 

is possible that either the 1964 Prince William Sound 

earthquake or the 1899 Yakutat earthquakes triggered 

this slide (Carlson and Molnia, 1977). 
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Figure 2.18 
exaggeration 

Orthographic drawing of the major submarine slide in Kayak Trough (P.· R. Carlson, 1976). 
is 3:1. (Drawing is by Tau Rho Alpha of the U.S. Geological Survey.) 

The vertical 

Another area of extensive slumping and sliding 

that is well-documented by seismic reflection profiles 

occurs seaward of Icy Bay and the Malaspina Glacier 

(Fig. 2.17). The area is about 90 km long and 10-20 km 

wide, and occurs on 

one-half degree. 

gentle seafloor slopes of less than 

Again, distinct morphological 

features suggest recency of movement. The cause of 

instability is primarily the rapid rate of accumulation 

of clayey to silty sediment whose source is the 

meltwater streams that drain the Malaspina Glacier 

(Carlson, 1978). The events triggering movement, which 

may still be continuing, are most likely earthquakes, 

but storm waves may also be triggering processes 

(Carlson, 1978). 

The areas on Fig. 2.17 that are described as 

potential slump or slide areas we.re identified by their 

thick accumulations of sediment (greater than 25 m) and 

steep slopes (greater than one degree). These 

characteristics suggest the potential for slope failure 

during severe earthquake shaking or under the influence 

of large tsunamis or storm waves (Carlson and Molnia, 

1977). 



2.3.4 Summary of surface geology hazards 

NEGOA is bounded on the northwest by the major 

thrust fault system associated with crustal subduction 

and on the northeast by the major strike/slip faults of 

the Fairweather system. Zones of faulting that have 

been identified offshore are either parallel to or are 

extensions of the larger onshore structural trends. 

These offshore faults are relatively short and have 

vertical offsets of 5-20 m; their geometry suggests 

episodic motion as opposed to large, single event 

motion. 

Some offshore faults show evidence of motion 

during the past 10,000 years. No offsets or scarps at 

the seafloor have been observed; however, since · the 

sediment is soft and unconsolidated, such features 

would not persist for long periods. The detection of 

offshore earthquakes indicates that offshore faulting 

is presently occurring. 

Several large seafloor slumps have occurred in the 

Copper River Delta region, Kayak Trough,-and seaward of 

Icy Bay. Large areas of NEGOA 1 s seafloor have a high 

potential for instability or slope failure during an 

--- earthquake- or-simi-lar---triggering- event-.-- --High --rates- of­

sediment accumulation, as in the Copper River Delta, 

and gas-charged sediment are contributors to seafloor 

instability. 

2.4 COASTAL GEOLOGIC HAZARDS 

2.4.1 Shoreline description 

The morphology and sediment dynamics of NEGOA 1 s 

shoreline have been studied in detail since 1969 (e.g., 

Nummedal and Stephen, 1976; Hayes and Ruby, 1977). The 

results of NOAA/OCSEAP-supported research are presented 

by Ruby (1977); this is the source of the following 

information unless otherwise cited. 

Fig. 2.19 shows the shoreline classified as 

erosional, neutral, or depositional. An erosional 

shoreline is one which is continuously retreating and 

is expected to continue to retreat. Rates of retreat 

can be very high, on the order of tens of meters per 

-- 'i-----

§ 

SHORELINE SEDIMENT DYNAMICS 

+++ Depositional 
-Neutral 
--- Erosional 

year. Neutral shorelines exhibit no net advance or 

retreat, although 

extensively. 

interpreted 

This 

as 

they may frequently change 

classification should not be 

indicating stability. Finally, 

depositional shorelines grow, either offshore or ver­

tically, and are expected to continue to grow, provided 

the sources of sediment are not interrupted. Table 2.8 

Figure 2.19 Morphological classification of shoreline between Cape Hinchinbrook and Dry Bay (Ruby, 1977). 
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Table 2.8 Morphological classification of shoreline between Cape Hinchinbrook and Dry Bay (Ruby, 1977). 

CLASS A 

A1 

A2 

CLASS B 

B1 

B2 

B3 

B4 

B5 

CLASS C 

C1 

C2 

C3 

C4 

Description 

EROSIONAL SHORELINES (23% of shoreline) 

Low erosional scarps in glacial deposits; 
bedrock or older beach deposits; also sedi­
ment starved beaches eroding by overwash 

High to moderately high erosional scarps in 
bedro.ck; often with pocket beaches and wave 
cut platforms 

NEUTRAL SHORELINES (58% of shoreline) 

Neutral shorelines of sand and gravel, 
downdrift of glacial outwash streams, 
eording glacial deposits and rarely 
bedrock 

Total 
extent 

(km) 

110 

100 

225 

Neutral embayment beaches of sand and gravel 172 
or pure gravel 

Neutral embayments with high to moderately 65 
high bedrock scarps 

Neutral beaches composed mostly of sand 
with an equilibrium sediment supply 

Neutral pure gravel beaches downdrift of 
-activi-ty- eroding--glacial margins-

DEPOSITIONAL SHORELINES (19% of shoreline) 

Depositional barrier islands of fine sand 
fronting the Copper River Delta 

Minor depositional fan deltas in neutral 
embayments 

Larger depositional deltas in neutral 
embayments 

Prograding spits of sand and gravel in 
Icy Bay 

TOTALS 

54 

11 

110 

18 

17 

14 

896.0 
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Percent 
of total 
shoreline 

12 

11 

19 

25 

7 

6 

1 

12 

3 

2 

2 

100 

Examples 

Point Riou; Icy Cape and beaches 
immediately downdrift; old Yahtse 
River spit; Sitkagi Bluffs 

Hinchinbrook Island, Kayak Island 

Most of the Malaspina, Yakutat, and 
Bering Foreland beaches. 

Eastern shore of Icy Bay; eastern 
shore of.Yakutat Bay 

Inner bay heads in Yakutat and 
Icy Bays 

Beaches fronting Controller Bay; 
isolated areas of Hinchinbrook Island 

Beaches just east of Sitkagi Bluffs 

Copper River Delta barriers 

Deltas in Icy and Yakutat Bays 

Kwik Stream delta in Yakutat Bay 

Riou Spit; Clay Bluff Point 

describes in detail the morphology of the NEGOA 

shoreline. The classification is used to assign an Oil 

Spill Vulnerability Index to the various parts of the 

coast. 

Some conclusions from the shoreline research 

program (Ruby, 1977) which are germane to development 

of the petroleum industry on the outer continental 

shelf are as follows: 

(1) The NEGOA shoreline is ·exposed to severe storm 

waves and storm s~rge flooding, with Icy and 

Yakutat Bays and several fiords within those bays 

the only areas protected from these phenomena. 

(2) Much of the shoreline ·is classified as neutral; 

significant morphological changes in depositional 

features, such as sand bars and sand spits, can 

occur during storms along neutral coastline. 

(3) Erosion rates between Icy Bay and Cape Yakataga 

are extremely high; erosion at the mouth of Icy 

Bay, especially at Icy Cape, contributes to Riou 

Spit growth rates of up to 92 m/yr (Molnia, 1977). 

(4) The eastern shorelines inside both Yakutat and Icy 

Bays are more protected from storm waves than the 

western shores. 

(5)- -The ·sand- and-gravel- -deposits--on -the -shorel-ines 

adjacent 

strongly 

drainage 

to Malaspina and Bering Glaciers are 

influenced by variability in the glacial 

systems and may exhibit dramatic 

short-term changes. 

(6) Data from the Summary of Synoptic Meteorological 

Observations (SSMO; U.S. Naval Weather Sevice 

Command, 1970) may be used to calculate the 

direction of sediment transport. Geomorphic 

evidence for direction is highly correlated with 

direction calculated by modeling. 



2.4.2 Oil spill vulnerability 

The Coastal Research Division of the University of 

South Carolina has assessed the probable effects of oil 

spilled on the shorelines of Lower Cook Inlet (Hayes et 

al., 1976), the Copper River Delta 

1978), and the Gulf of Alaska (Ruby, 

(Ruby and Hayes , 

1977). They have 

classified shorelines according to the expected 

residence time of the pollutant oil, with consideration 

also given to biological sensitivity and natural 

Table 2.9 Oil Spill Vulnerability Index (OSVI) applied 
to the shoreline between Cape Hinchinbrook and Dry Bay 
(Ruby, 1977). 

OSVI 

1·2 

3·4 

5·6 

7·8 

9-10 

Totals 

Kilometers 
of 

shoreline 

130 

298 

421 

514 

410 

1, 773 

Figure 2.20 
between Cape 
Ruby, 1977) . 

Percent of 
total 

shoreline 

7 

17 

24 

29 

23 

100 

Oil spill 
Hinchinbrook 

Discussion 

Oil easily removed by wave erosion; some 
problems in areas of gravel accumulation 
and pocket beaches. This includes most· of 
Subclass Al and A2 shorelines. 

Generally low risk areas. Fine sands 
prevent penetration of oil. Possibility of 
oil burial. Many of Subclasses Bl, B2, B4, 
and Cl beaches fall into this risk class, 

Mud tidal flats do not permit deep penetra­
tion of the oil, but the relatively low 
energies require as much as a year to 
rcmoye ___ the ___ oil. ___ Sand_and_ graveL .beaches 
are highly prone to oil burial and thus 
fall into this risk class. Many-beaches of 
Subclasses Bl, B2, CI, C2, C3, and C4 fall 
into this risk class. 

These areas include pure gravel beaches and 
sheltered rock headlands and cliffs. Oil 
will remain for periods of years in these 
areas. Includes Subclasses B2, B3, and BS. 

These highly sensitive marsh and tidal flat 
areas can retain oil for more than 10 
years. In addition, these areas are of ex­
treme biological importance. Landward areas 
of Subclasses B4 and Cl fall into this 
category. 

vulnerability of shoreline 
and Dry Bay (modified from 

cleaning ability of the environment. The parameters 

which affect oil residence time most directly are the 

intensity of marine processes, the size and textural 

characteristics of the sediment, and the direction of 

sediment transport (Ruby, 1977). 

Table 2.9 presents the various categories of 

shoreline and their associated oil spill risk 

classification. The subclasses referred to are those 

described in Table 2.8. The discrepancy between the 

total length of shoreline in Tables 2. 8 and that in 2·. 9 

J 

OIL SPILL VULNERABILITY INDEX 
••.... 1-2 
"'"~ 3-4 
.............. 5-6 
.... 7-8 
-9-10 

(several days to weeks) 
(one to six months) 
(six to twelve months) 
(one to eight years) 
(eight years or longer) 

is due to the inclusion of shoreline associated with 

barrier islands, spits, etc. in Table 2.9, whereas in 

Table 2.8, only the simple distance along the coast was 

measured. Most of the additional shoreline considered 

in the oil spill vulnerability analysis is associated 

with the Copper River Delta (C. Ruby, pers. comm.). 

The oil spill risk classification for NEGOA has been 

mapped in Fig. 2.20. 

The area most likely to retain oil for long 

periods is in the vicinity of the Copper River Delta. 
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When the routes of supertankers departing from Valdez 

are considered, the threat of pollutant oil in the 

Delta region is even greater. Ruby and Hayes (1978) 

describe in detail the application of the oil spill 

vulnerability index to the Delta region. Only the 

major features of their analysis are shown on 

Fig. 2.20. 

Other areas in which pollutant oil could remain 

for more than a year are the eastern shores of Yakutat 

Bay and Icy Bay, and the western shore of Icy Bay. 

Shorelines with less than six months residence time are 

those that are most exposed to waves, or are primarily 

rocky headlands or well-compacted fine sands. The 

shorelines between Dry Bay and Yakutat, Icy Cape to 

Cape Yakataga, Kayak and Hinchinbrook Islands, and the 

barrier islands off the Copper River Delta are in this 

category. 

The vulnerability of NEGOA shoreline to pollutant 

oil must be assessed in terms other than residence time 

alone. The probability of ~spill occurrence, likely 

trajectories of pollutant oil, and the temporal and 

spatial locations of vulnerable environmental resources 

are very important elements of risk analysis. These 

elements have been included in a recent study by the 

U.S. Geological Survey (Lanfear et al., 1979), the 

results of which have contributed to the lease tract 

selection process. Finally, the isolation and 

inaccessibility of much of the NEGOA shoreline can make 

cleanup operations nearly impossible (Ruby, 1977), no 

matter how desirable ecologically those operations may 

be. 

2.4.3 Hazards in bays 

Exploratory drilling and offshore production will 

require onshore support facilities· for shiphandling, 
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supply staging, fuel storage, power generation, and 

living accommodations. Icy Bay and Yakutat Bay are the 

nearest harbors to the lease tracts of OCS sales No. 55 

and No. 39, respectively, and development has begun in 

each area. Dry Bay and Lituya Bay farther to the east 

are the only other potential harbors along the coast, 

but neither has any facilities at the present time. 

All of these bays are exposed to varying risks 

posed by rapid breakout and draining of nearby glacial 

lakes, rapid glacier advance or retreat, and high rates 

of sediment accumulation and erosion. In addition, . 

earthquake shaking can significantly enhance some of 

the above processes, and may also cause huge landslides 

into the bays, such as the one which occurred in Lituya 

Bay in 1958 (Section 2. 2. 3). Large tidal ranges and 

high tidal current velocities contribute to 

difficulties in construction and operation of port 

facilities in these bays. 

Development associated with OCS lease sale No. 55 

could occur in Yakutat Bay in the mid-1980's, 

especially with the expansion of existing harbor 

facilities at the city of Yakutat (USDI, 1980b). 

Ultimately this expansion might include an oil terminal 

and liquid natural gas facility. Serious consideration 

of earthquake ground shaking, the geotechnical 

properties of foundation materials, and the rapid 

movement of shoreline sediments will be required during 

the design of these facilities. 

Icy Bay is a most likely site for shore facilities 

associated with OCS oil and gas development resulting 

from sale No. 39. A study of the glacial sedimentary 

processes occurring in Icy Bay and adjacent shorelines 

(Boothroyd et al., 1976) makes specific recommendations 

as to the suitability of the area. The geological 

hazards that disqualify some sites are glacier-burst 

floods, glacier movements, buried ice, unstable ground 

both ashore and in the subtidal zone, coastal erosion 

and excessive sediment accumulation (especially Icy 

Cape and Point Riou), and drift ice in the bay. These 

hazards apply to parts of Yakutat Bay as well. 

Because of glacial activity in Icy Bay and active 

sedimentation processes, the U.S. Geological Survey has 

made detailed· investigations to assess its suitability 

for industrial development (11olnia, 1979). The 

morphological history of ·the bay has been extended as 

far back as the late 1700's. It has undergone several 

cycles of extensive infilling by sediment and erosion 

into bays of various sizes and shapes. Glaciers have 

advanced and retreated several times from the head of 

the bay (Fig. 2.21). 

2.4.4 Summary of coastal geologic hazards 

The shoreline of NEGOA is dynamic with respect to 

movement of beach material, and rapid changes in 

morphology occur under the influence of severe storm 

waves. Careful selection of sites for shoreline facil­

ities will have to be made to minimize the hazards 
posed by rapid erosion and deposition of beach 

materials, . and also by the highly variable drainage 

systems of the Malaspina and Bering glaciers. 

The Copper River Delta region is highly 

su~ceptible to long-term residence of spilled oil; also 

some parts of the major bays in NEGOA are susceptible. 

Inaccessibility to much of the shoreline will make 

future oil· spill cleanup operations extremely difficult 

or impossible. 
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CHAPTER 3 C1RCULATION 

E. J. C. Sobey, SAI 

3.1· INTRODUCTION 

3.1.1 Transport of oil in the marine environment 
Oil spilled in a marine environment is subject to 

a multitude of forces that make predicting its location 

difficult. These forces can be categorized as trans­

portation and transformation processes. Transformation 

processes are th6se that affect the physical and chemi­

cal properties of the oil. Examples are evaporation, 

emulsification, photochemical oxidation, and solution. 

Although varying with environmental conditions, these 

processes are not specific to individual lease areas 

and thus will not· be discussed here. For a summary of 

these, see Payne and Jordan (1979). 

On calm waters gravity and surface tension promote 

spreading, whereas inertia and frictional forces re­

strict it. Waves, winds, and currents increase 

spreading (Malins, 1977). Waves also mix oil with 

water and break up patches of oil. Kraus (1977) sug­

gests that seas (shorter-period waves) are more impor­

tant than swell (longer-period waves) _in mix_i~g. 

Oil drift is the movement of the center of mass of 

the slick. Winds, waves, and currents all contribute 

to drift and interact in ways that are not fully under­

stood. Wind induced drift is caused by shear stress in 

the wind. Wind drift is accepted to be about 3 percent 

of the wind speed at a small angle (e.g., 20°) to the 

right of the wind. (See Tsahalis, 1979, for a summary 

of experiments on wind-induced surface drift.) 

It is generally assumed that oil drifts in the 

same direction and at the same speed as surface cur­

rents (neglecting wind- and wave-induced drift). 

Schwartzberg (1970), however, found that wood chips 

(used as a reference) were not advected at the same 

rate as oil. He attributed the difference to the depth 

of penetration (draft). But when waves were added to 

his laboratory experiments the oil and chips were 

advected at nearly the same rate. Because the ocean 

surface is never wave-free, we will assume that float­

ing pollutants, in addition to oil, will be advected 

with the surface currents. 

Wave-induced drift occurs by Stokes mass trans­

port. Stokes drift theoretically can be as high as 2.9 

percent of the wind speed. However, experiments have 

shown. that wave-induced drift can be higher than that 
calculated for the Stokes mechanism (Alofs and Reisbig, 

1972). 

The drifts induced individually by waves, winds, 

and currents are not simply additive (Reisbig et al., · 

1973; and Tsahalis, 1979). Tsahalis (1979) has shown 

that wind generated waves decrease the net surface 

drift when the wind is in the same direction as the 

waves. 

Further complicating the transport of oil are the 

effects of the oil itself on the environment. Oil 

calms surface water by reducing capillary waves. 

___ !fow_eyer, the _effects _of surface __ oiL-on .. the-transfer- of -

energy between wind and currents have received 'only 

limited attention (Lin and Lin, 1979). 

Predicting oil motion when the circulation and 

winds are known is inexact, at best. However, experi­

ments have shown that standard oceanographic techniques 

can provide reliable estimates of oil movement (e.g., 

Audunson, 1978). The problem of "where will the oil 

go" has been reduced to "where will the water go." 

Thus we are assuming that oil movements follow ocean 

circulation. In numerical predictions of oil movement, 

wind-induced drift is added to the motion of the ocean 

surface currents. 

3.1.2 Oceanographic setting 

The Gulf of Alaska is bounded on the north by the 

arcuate coastline of Alaska and on the south by the 

North Pacific Ocean. The adjacent coastal topography 

is rugged, which has important implications for circu­

lation in the gulf. Weather patterns and winds are 

influenced by the topography. Precipitation and 

coastal freshwater runoff are· large, due to orographic 

effects of coastal mountains. 

For the OCSEAP study, the Gulf of Alaska has been 

divided into two major components: the Northeast and 

the Northwest Gulf of Alaska. The Alaska Current, the 

dominant oceanographic feature of the gulf, is continu­

ous throughout the gulf. In the Northwest Gulf of 

Alaska, however, this current intensifies and forms a 

concentrated stream along the shelf break called the 

Alaska Stream. 

The Northeast Gulf can be subdivided into two 

areas: Yakutat Bay to Kayak Island, and Kayak Island 

to Prince William Sound. Kayak Island protrudes almost 

perpendicularly from the coast. It forces the westward 

flowing coastal current offshore into the Alaska Cur­

rent~ EasCorKayiil<-Iilaiid niilllerous subma:d.D.e valleys 
and ridges perpendicular to the coastline cut the 

continental shelf, which is typically 50 km wide. Also 

many coastal glacial streams contribute fresh water to 

the gulf. West of Kayak Island the shelf is wide, 

typically 100 km, and is less rugged bathymetrically. 

The Copper River is the principal source· of fresh 

water. 

Circulation in the Gulf of Alaska is dominated by 

the Alaska Current. It flows counterclockwise adjacent 

to, and offshore of, the continental shelf break. Much 

of the water in the current comes from the North Pa-

cific Drift. 
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The horizontal gradient of salinity (and hence, 

density) across the continental shelf is a major factor 

in driving circulation. Low salinities are maintained 

near the coast by the influx of fresh water, whereas 

high salinities are present seaward of the shelf break. 

East ·of Kayak Island there are three distant flow 

regimes: the Alaska Current, at the shelf break; the 

coastal flow; and a flow of high variability in speed 

and direction between these currents. The coastal flow 

is pushed offshore at Kayak Island and is indistin­

guishable from the Alaskan Current beyond the point. 

Coastal influx of fresh water west of Kayak Island 

causes another coastal current to form. On the broad 

shelf west of Kayak Island flow is highly variable and 

has a weak mean. 

3.2 FORCES CONTROLLING CIRCULATION 

3.2.1 Tides 
Tides in the NEGOA lease area are mixed semi-

diurnal. There are two high tides of unequal amplitude 

and two low tides of unequal 

(approximately 25 hours). 

amplitude in a tidal cycle 

The mean tidal range at 

··Cordova- -is ·-3·:-I--m·:· · - (The--difference-·between- the- mean--­

higher high and the mean lower low is 3. 8 m.) The 

maximilm tide predicted (for 1974) was 4. 7 m and the 

minimum tide was -1.0 m (referenced to mean sea level) 

(Brower et al., 1977). 

Cartwright et al. (1979) list amplitudes and phase 

lag of eight tidal species for several pressure gauges 

in the NEGOA area. From the data it is seen that the 

semidiurnal principal lunar (M2 ) tide is the dominant 

species. The next most important component is the 

diurnal soli-lunar (K1 ). Other components in order of 

importance are the principal solar (S2 ), the principal 

lunar diurnal (0 1 , the larger lunar elliptic (N2 ), and 
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the principal solar diurnal (P 1 ). Diurnal and semi-

diurnal tides propagate counterclockwise in the Gulf of 

Alaska (Muench and Schumacher, 1980). 

The tidal excursion can be estimated for the 

principal diurnal and semidiurnal tidal species. Tidal 

current amplitudes (for the 50-m current meter at 

station 61) were supplied by Lagerloef (1980, pers. 

comm.). The approximate values are 10 cm/s for the M2 
component and 6 em/sec for the K1 component. Tidal 

excursions calculated from these values are 1.4 km and 

1. 7 km. These are the distances a pollutant would 

travel over half a tidal cycle by means of tidal advec­

tion alone. 

Advection of pollutants by tides is important over 

periods of a few hours. Except in the Alaska Current 

·or in the Coastal Current, where high current speeds 

(30-100. cm/s) exist, tides may be the major advective 

force. How':'ver, .since tides are cyclic, the net advec­

tion over several tidal cycles is small. 

3.2.2 Winds 
In the Gulf of Alaska the coastal wind regime is 

dominated by the seasonal movements of the Aleutian low 

- and-the -North---Pac-i-f-ic--high-pressure -cells ·----The_average __ 

position for the Aleutian low rotates clockwise: in 

early autumn it moves across the Alaska Peninsula to a 

mean position of SS 0 N, 155°W. In winter it moves to 
0 0 50 N, 175 W and later moves northward to the western 

Bering Sea (Ingraham et al., 1976). During winter, 

coastal winds in NEGOA associated with the Aleutian Low 

are generally from the east or southeast. These winds 

are reinforced by a high pressure system that dominates 

the land areas of Alaska, Siberia, and western Canada. 

In summer the North Pacific high pressure system 
0 moves northward to a mean position of 43 N about 1500 

km west of the coast (Bryson and Hare, 1974) .. From 

this position it dominates conditions in the Gulf of 

Alaska and blocks migrating storms from this area. Low 

pressure systems do not intensify in summer. 

In winter, the mean winds are approximately twice 

as strong as in summer. Storms and the associated 

variability in wind direction and speed dominate the 

wind fields in both seasons. In summer, the wind often 

has an eastward component, whereas in winter the along­

shore component is almost always directed westward. 

Average wind conditions are given in the OCSEAP 

Climatic Atlas (Brower et al., 1977). 

3.2.3 Influence of winds on ocean circulation 

Winds influence circulation in four main ways: 

Ekman forcing, Sverdrup transport, direct forcing, and 

VeJ:tical mixing. Through Ekman forcing, near-surface 

layers of the ocean are transported perpendicular to, 

and to the right of, the mean wind. A quantitative 

measure of Ekman wind for:cing is the upwelling index. 

The index is numerically equal to the offshore compo­

nent of Ekman transport per 100 meters of coastline 

(Bakun, 1975). Positive values for the index indicate 

coastal .upwelling. ___ A comparis_on __ of_upw_el_ling_i]!g:i,c_~~ 

to the temperature and salinity fields is found in 

Section 3.3. 

The predominantly westward winds in winter force 

near-surface waters toward the coast. The seasonal 

variation in coastal sea level may reflect this onshore 

flow (see Fig. 3.22). The accumulation of low-density 

(near-surface) water at the coast causes a downward 

bend in isopycnals (lines of constant density). This 

condition is called downwelling. 

The opposite condition, upwelling, can occur in 

summer (Fig. 3.1). Here winds from the west push 

near-surface waters offshore, sea level falls, and 



subsurface water upwells to replace the offshore flow. 

Also, isopycnals bend upward over the continental shelf 

and shelf break. Upwelling, if persistent, can be 

important in bringing nutrient rich waters up into the 
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Figure 3.1 Upwelling indices for the Gulf of Alaska, 
averaged over 1975-77 (Royer, 1978a). 

euphotic zone, where they are available to primary 

producers. In NEGOA, however, the upwelling season is 

short and is probably too short to be biologically 

significant. 

The second mechanism by which winds drive circula-

tion is Sverdrup transport. The curl of the wind 

stress (due to the geographical variations in winds 

that are perpendicular to the wind direction) drives 

the transport of water. The Sverdrup transport has a 

distinct seasonal signal (Fig. 3.2): values are maxi­

mum in midwinter and minimum in summer. The annual 

maxima are about 30 x 106 m3 /s and show a surprising 

lack of interannual variability for the three years of 

data (1975-1978). The summer minima are small, and 

negative values (corresponding to clockwise circulation 

in the Gulf of Alaska) do occur. The annual variation 

in Sverdrup transport spans an order of magnitude. 
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Figure 3.2 
the curl of 

Integrated total transport 
the wind stress (Reed et al., 

computed from 
1979). 

A study conducted off Kodiak Island (Reed et al., 

1979) showed that in spite of the large seasonal signal 

in the Sverdrup transport, there is no seasonal signal 

in the baroclinic component of the Alaska Stream. At 

first, the result seems surpr~s~ng. However, at this 

latitude (about 58°N) the temporal and spatial scales 

of baroclinic response are much shorter and smaller 

than the scales of the variation in Sverdrup transport. 

The barotropic scales are much closer in size to 

meteorological scales, and it is possible that any 

seasonal variation in transport is manifested in the 

barotropic component (which has not yet been measured). 

Although the data were gathered off Kodiak Island, the 

results should be valid throughout the Gulf of Alaska. 

The third m_echanism is direct driving of surface 

waters by winds. Surface waters move in the same 

direction as the winds blow. Direct driving occurs 

when the depth is small compared to the Ekman depth, 

estimated to be between 35 and 50 m, (Royer et al., 

1979), or when winds fluctuate over periods short 

compared to the inertial period., which is about 14 

hours in the Gulf of Alaska. When these conditions are 

not met, Ekman forcing will dominate. 

------wilias-can infliieiice- CircuLition by causing mixing, 

which is the fourth mechanism. Mixing is greater dur-

ing the winter due to 

duced stratification 

the higher 

over the 

wind speeds and re-

shelf. (Reduced 

stratification is caused by vertical convection induced 

by atmospheric cooling in winter and by reduced coastal 

influx of fresh water.) The greater stratification and 

weaker winds in summer limit wind mixing to shallower 

depths. The most important effect of mixing is govern­

ing the vertical distribution of properties and 

pollutants. 
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3.2.4 Synoptic climatology 

A synoptic climatology for the Northern Gulf of 

Alaska (Yakutat to Kodiak Island) has been described by 

Overland and Hiester (1978). This work was designed to 

generate surface winds for use in modelling traj ec-

tories of currents. The techniques used to generate 

the winds are discussed in section 3.5. 

In this section the climate types are presented 

and briefly discussed. A climate type is a pattern of 

sea level atmospheric pressure that depicts a general­

ized, quasi-steady state of atmospheric circulation. 

Each type represents a distribution that is frequently 

observed. Although twelve subtypes (which are slight 

variations in location or intensity) have been identi-

LOW ON GULF OF ALASKA 

TYPE 1.0 

fied by Overland and Hiester (1978), they will not be 

included in this discussion. The six climate types for 

the Northern Gulf of Alaska provide a synoptic clima­

tology for the region. Any pattern of sea level pres­

sure can be described in terms of one of the climate 

types. 

The climate types were selected by subjective 

means. A synoptic meteorologist classified daily 

weather maps into different categories. The types 

selected are modifications of those reported by Sorkina 

(1963) and Putnins (1966). 

The six climate types are shown in Fig. 3.3. Type 

one represents the condition of a low in the Gulf of 

Alaska. This distribution is common in all seasons 

except summer (Fig. 3.4). Lows tend to stagnate in the 

ALEUTIAN LOW 
TYPE 2.0 

Northern Gulf due to high coastal mountain ranges that 

border the gulf and due to the cooler air . (higher 

surface pressures) over Alaska. 

Type two is the Aleutian Low. This pattern is 

dominant throughout the year but is at a maximum in 

spring. In summer the low is usually about 400 km to 

the northeast of the position shown for type 2.0. This 

alternate pattern is a subtype of the Aleutian Low. 

Type three occurs more than other types in winter. 

It is described as a high pressure cell over the inte­

rior of Alaska and is caused by the cooling of air over 

the continental land mass. When lows are not present 

along the coast in winter, this type dominates. 

In summer, cyclones or lows are typically found 

farther to the north than in winter. This situation is 

Figure 3.3 Climate types for the northeastern Pacific Ocean. Surface weather charts can be described as a combination of these six climate types. Slight 
variations in the patterns of these climate types, called subtypes, have been described by Overland and Hiester (1978). Contours show surface atmospheric 
pressure in millibars. 
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HIGH PRESSURE OVER ALASKA 
TYPE 3.0 

PACIFIC ANTICYCLONE 
TYPE 5.0 

LOW OVER CENTRAL ALASKA 

TYPE 4.0 

STAGNATING LOW OFF GREEN 
CHARLOTTE ISLANDS 

TYPE 6.0 

\'' 
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represented by type four. This pattern rarely occurs 

in winter (7 percent of the time), but occurs fre­

quently (26 percent of the time) in summer. 

The North Pacific high pressure cell is repre­

sented as type five. This type occurs often in summer 

(27 percent of the time) but not in winter (4 percent 

of the time). A subtype of type five has the axis of 

the high-pressure ridge farther to the west, south of 

Kodiak Island. 

Type six is a stagnating low off the Queen Char­

lotte Islands. This situation occurs most frequently 

in winter (21 percent of the time). Associated with it 

is a high-pressure cell over northeast Alaska and 

another over the Bering Sea. 

To obtain the frequency of occurrence (Fig. 3. 4) 

daily weather charts and each of the climate types were 

digitized at 24 points. Correlations were run and the 

climate type that best correlated with each daily chart 

was used to describe that weather pattern. Overland 

and Hiester (1978) were able to correlate 75 percent of 

the data (from 1969 to 1974) with a correlation coeffi­

cient equal to or greater than 0.7. 

The predominant directions of wind flow for each 

se-as-on -c-an--oe--6 braiiie a-f r-om--Frgs- ;-- 3 :3-·and --3-: 4~- --The-----­

dominant climate types for a season are selected (from 

Fig. 3.4). The direction of winds at any location for 

a particular climate type can be estimated as follows: 

geostrophic winds circulate clockwise around high 

pressure centers, parallel to the isobars, and counter­

clockwise around low-pressure centers. 

Figure 3.4 Seasonal frequency-of-occurrence curves 
for the six climate types shown in Fig. 3. 3. For 
example, Type 2 (Aleutian low) occurs on the average 
37 percent of the time during spring (Overland and 
Hiester, 1978). 
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3.2.5 Description of meteorological conditions 

Monthly averages of winds at Middleton Island have 

been given by Royer (1978a). The longshore wind compo­

nent (Fig. 3. 5) is usually larger than the onshore 

component, thus reflecting some polarization by topog­

raphy. Winds are westward and onshore throughout the 

year except in January when there is an offshore compo-

nent. Wind direction and vector speed are given in 

Fig. 3.6. The highest mean velocities occur in May and 

November. Although scalar wind speeds are maximal in 

January, the vector mean speeds (maxima in May or 

November) are more important in accelerating currents. 

Because few direct observations of winds are 

available for NEGOA, synoptic scale winds, derived from 

distribution of atmospheric pressure, are often used to 

represent winds over the shelf. Royer (1978b) compared 

synoptic-scale derived winds to observations from 

Middleton Island. A simple comparison showed that the 

synoptic winds overestimated o~hore Ekman transport in 

winter and slightly Jnderestimated it in summer. They 

also overestimated extreme events and missed short-term 

fluctuations. There are several possible reasons for 

differences between synoptically derived winds and 

observed winds. Mountainous terrain can steer and 

ftinnel winds or block them. Effects of coastal moun­

tains have been observed up to 200 km offshore of the 

Icy Bay-Yakutat Bay region. The coastal mountains can 

also block the movement of storms, causing them to 

stagnate over the Gulf of Alaska for several days 

(Reynolds, 1978). The difference between air tempera­

tures over land and sea can also influence coastal 

winds. Both seasonal (continentality) and daily (sea 

breeze) effects occur. 
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Figure 3.5 Middleton Island wind components, monthly 
means (from Royer, 1978a). 
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Katabatic flows, especially in the Icy Bay-Yakutat 

Bay region, can dominate local wind fields and other 

processes along the coast of the Malaspina Glacier. 

These flows occur in winter and at night in summer as 

the stable boundary layer drains down mountains and 

glaciers. Katabatic jets form at the coast when these 

winds are focused by the topography (Reynolds, 1978). 

As katabatic winds flow over water, a large flux of 

sensible and latent heat (and water vapor) occurs. The 

progression of air temperatures can be seen in data 

(Fig. 3. 7) taken from ship observations. (These data 

are probably. biased by diurnal heating.) Air tempera-

ture nearest the coast was 

increased steadily offshore. 

0 -2.2 C, and temperatures 

The same data set shows a 

dramatic change in wind direction between stations 9 
' 

and 10. Winds at, and inshore of, station 9 are ap­

proximately northeasterly. Offshore of station 9 the 

winds shift to northwesterly. 

Potential temperature profiles (Fig. 3. 8) along 

the cruise track (shown by stations in Fig. 3.7) show 

that the katabatic wind is modified over water. The 

tongue of cold air is seen at low altitudes near the 

coast. The distinct temperature signal disappears away 

from the coast due to heat transfer from the ocean 

surface and possible entrainment of warmer surrounding 

air. The presence of a cold core of air at 1100 m 

between 25 and 30 km offshore has not been explained. 

Profiles of temperature and wind (speed and direc­

tion) 9.6 km offshore (Fig. 3.9) give insight into the 

structure of the atmosphere. There is a shallow mixed 

layer (0-30.m) in the temperature data recorded during 

the descent of the instrument-equipped balloon. The 

change in wind direction at about 250 m indicates the 

demarcation between the katabatic tongue moving off­

shore and westerly winds of the synoptic field above 

it. 
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Wind direction changed from 060° to 240° over a dis­

tance of about 10 km. Temperature increased by almost 

1°C and aircraft observers noticed an increase in 

turbulence. Sub~equent analysis of satellite photo-

graphs revealed a thin cloud streak in this area. This 

area was probably a region of convergence between 

coastal winds (from the northeast) and offshore winds 

(from the. southwest) (Reynolds, 1978). 

Thus, as katabatic winds flow seaward from the 
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Figure 3.9 Profiles of temperature and wind from-radiosonde (x), tethered balloon ascent (solid lines) and descent 
(dotted lines) taken at station 6 (see Fig. 3.7) (from Reynolds, 1978). 

coast they are warmed by convective heating from the 

sea surface below and are probably also warmed from 

above. The convectively mixed layer at the sea surface 

grows with distance offshore until the katabatic tongue 

has been warmed to the temperature of the air above it. 

Then rapid mixing occurs, and the wind direction shifts 

to align with the overlying synoptic winds. In the 

data presented here, this occurs about 24 km offshore. 

Thus, the direct influence on surface winds of kata-

batic flows appears to be limited to areas close to 

shore because convective mixing of heat occurs rapidly 

(Reynolds, 1978). 

Observations of wind · speed and direction (and 

other atmospheric parameters) were collected by Rey­

nolds using an aircraft. An unexplained feature was 

observed. Over a distance of a few hundred meters 

along a track directed offshore of Yakutat, a sharp 

drop in windspeed (from 5 m/sec to 1 m/sec) occurred. 
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3.2.6 Precipitation and coastal runoff 

Precipitation along the northern coast of the Gulf 

of Alaska is heavy (Table 3.1). Moist, marine air is 

advected across the gulf by the predominant climate 

patterns (see Fig. 3.3). Lows tend to stagnate in the 

gulf pumping marine air onshore. Coastal mountains 

increase rainfall at the coast due to orographic 

effects. Precipitation and snowfall are greater east 

of Prince William Sound, with maximum annual values 

(335 em of precipitation and 579 em of snowfall) occur­

ring at Yakutat. 

Table 3.1 Precipitation means and extremes for the 
Northern Gulf of Alaska (in em) (Brower et al., 1977). 

Average Average Annual 
annual annual maximum 

precipitation snowfall snow depth 

Yakutat 335 579 243 
Yakataga 261 274 132 
Cordova 226 330 251 
Cape Hinchinbrook 239 241 145 
Middleton Island 147 86 30 
Kodiak Island 144 241 76 

Snow depth is important since large quantities of 

fresh water are contained in the snow pack and the 

seasonal peaks in melt water do not coincide with the 

seasonal peaks in precipitation. Royer (1979a) showed 

that the annual temperature cycle for southeast Alaska 

reaches a maximum in midsummer. Peak runoff from snow 

melt would be expected to occur slightly after this 

temperature peak. Precipitation for southeast Alaska 

has an annual maximum in September-October (Fig. 3.10). 

The significance of the difference in time between 

peaks in precipitation and snowmelt is that fresh water 

is supplied to the coast over an extended period. The 
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discharge from coastal rivers is probably not as sharp 

a peak as it is for the Copper River (Fig. 3.11). The 

Copper River, one of Alaska's largest rivers, drains a_ 

large interior area and therefore is different -from the 

smaller, coastal rivers. Resurrection River discharge 

peaks in September rather than in July, when the Copper 

River discharge is at a maximum (Royer, 1979a). 
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The importance of freshwater discharge on coastal 

circulation has only recently been. understood. Royer 

(1979a) found that the near-surface (0-200 db) dynamic 

topography is controlled to a large degree by the lev­

els of precipitation and runoff at the coast. There 

are high correlations between sea level, dynamic 

heights near Seward, and precipitation from the south 

coast of Alaska. Correlation coefficients between 

precipitation and dynamic height (anomalies) are 0.84 

(for 0-200 db) and 0.28 (for 200-1000 db). At Yakutat 

the correlation between the 0-200 db dynamic height and 

(southeast) precipitation is even larger (0.97). Thus 

the effects of freshwater influx on dynamic height are 

limited to near surface waters. The influx of fresh 

water along the coast creates a cross-shelf pressure 

gradient, manifested in dynamic heights, that is in 

balance with baroclinic geostrophic currents. Thus it 

appears that coastal freshwater influx drives the 

coastal current. 

Further investigation of this cause and effect has 

shown that local precipitation alone cannot account for 

the large increase in near-surface dynamic height 

anomalies and sea level from September through Novem­

ber. __ j\bout 5 _ lll_o_f _px~cipit;l_tion _would be_needed along-

the coast to 

height. When 

cause the seasonal increase in dynamic 

meltwater runoff is included in the 

calculations, however, enough fresh water is available 

to account for the dynamic height increase in autumn. 

·Thus, it appears that· the seasonal melting of the snow 

pack combined with the seasonal increase in precipita­

tion account for the increased dynamic heights near 

shore (Royer, 1979a). 

There is a strong correlation (0.84) between the 

upwelling index (used here as a measure of the wind 

field) and the deep (100-1000 db) dynamic height anoma­

lies. No correlation (0.05) exists with the near 

surface (0-100 db) dynamic height anomalies and upwell­

ing indices. 

The near-surface dynamic heights are predominantly 

controlled by precipitation, while the dynamic heights 

at lower levels are predominantly controlled by the 

wind. Wind driving of deeper waters occurs through the 

near-surface waters, but apparently the coastal influx 

of fresh water is such a strong driving force that it 

masks seasonal wind effects. 

Royer (1979a) lists causes for the strong depen­

dence of dynamic height on the salinity of coastal 

waters (and thus on the levels of freshwater drainage). 

The first has been discussed already: the high levels 

of precipitation and runoff along the south coast of 

Alaska. It appears that this fresh water accumulates 

along the shelf, thus having a greater effect than if 

it were quickly advected away. At the low temperatures 

usually encountered in the Gulf of Alaska, variations 

in salinity are the dominant factor in determining 

variations in density. For example, in the upper 100 m 

of water the annual variation in salinity can account 

for 74 percent of the annual variation in density 

(Royer, 1979a). 

----As -seen--in --Fig~----3;-lO-,----the seasonaL cycle-- D'f sea 

level at Seward is similar to that of precipitation and 

nearshore dynamic heights. The correlation between sea 

level and the 0-200 db dynamic height is 0. 93. Also 

the annual range · in the 0-200 db dynamic height can 

account for 172 mm of the 174 mm annual range in sea 

level. Royer (1979a) found that offshore, deeper 

(0-1000 db) variations in dynamic height had little 

influence on coastal dynamics. · Thus, seasonal varia­

tions in sea level can be accounted for by considering 

changes in local steric properties (temperature and 

salinity). This implies that seasonal barotropic 

variations on the shelf are small and that steric 

changes in deeper water are not important on the shelf. 

At Yakutat variations in precipitation largely 

account for variations in near-surface dynamic heights 

and coastal sea level. However, the correlation be­

tween sea level and 0-200 db dynamic height is not as 

strong here (0.59) as at Seward (0.93). The correla­

tion between deeper dynamic heights (200-1000 db) is 

stronger at Yakutat (0.48) than at Seward (0.13). 

Steric changes in offshore water may play a larger part 

in the coastal dyanmics at Yakutat than at Seward., 

Winds also play a larger role in determining 

annual variations in sea level at Yakutat than at 

Seward. 'The correlation coefficients between sea level 

at the two locations and the upwelling index (at 60°N, 

146°W) are -0.71 and -0.39. 

Royer (1979a) suggests that the differences be­

tween these two locations are due to the difference in 

width of the shelf and the difference in available 

quantities of runoff. The shelf is narrower at Yaku­

tat, and fresh water may escape seaward rather than 
--- ---- -- ---

--being- confined to the shelf. Also, between Seward and 

Yakutat there are several large sources of fresh water 

that ean influence coastal dynamics at Seward but not 

at Yakutat. Therefore, the effects of precipitation 

and runoff are less important at Yakutat, and other 

processes (e.g., wind driving) may be more important in 

controlling coastal dynamics. 

The coastal influx of fresh water and its influ­

ence on nearshore dynamics are important because they 

set up a coastal current. Pollutants that enter the 

coastal zone will be advected quickly to the west, 

along the coast. The coastal current generated by the 

influx of fresh water probably varies seasonally, with 
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maxima in October (Fig. 3.10). Speed in the coastal 

current is estimated to be about 40 em/sec (see Section 

3. 4). 

3.2.7 Sea ice 

Sea ice can form in the partially enclosed coastal 

basins along NEGOA. It is typically found in Prince 

William Sound from December through April. Its area is 

at a maximum in March, when the ice sometimes extends 

past the islands bordering the mouth of Prince William 

Sound (Brower et al., 1977). 

The heavy winter precipitation along the coast 

probably contributes greatly to the thickness of sea 

ice. Snow overlying ice can melt and later refreeze or 

can be infiltrated by sea or fresh water and then 

freeze. 

Sea ice undoubtedly plays a major role in the 

seasonal dynamics of any bay that it covers. It acts 

as an insulator, blocking exchanges of sensible and 

latent heat between the water and atmosphere. However, 

sea ice exerts little control on circulation, except in 

embayments where it is widespread. 

Sea ice is important when spilled oil or other 

pollutants are present because oil can be incorporated 

into ice until ice breakup. It is difficult to locate 

and clean up oil incorporated into or covered by ice. 

In addition to sea ice, glacial ice is formed in 

NEGOA. Several coastal glaciers calve into the gulf 

(see Brower et al., 1977 for locations). The bergy 

bits from these glaciers probably have minimal impact 

on the environment. Though their melting can create 

convection plumes and mixing, these effects are proba­

bly of little consequence. Ice ·is usually not a hin­

drance to navigation. 
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3.3 CIRCULATION DETERMINED BY INDIRECT MEANS 

3.3.1 Distributions of temperature, salinity, and sus­

pended matter 

Profiles of temperature, salinity, and density are 

shown in Figs 3.12-3.14 for three stations off Yakutat 

in July 1974. The first station (Fig. 3.12) was about 

120 km south of Montague Island in 1400 m of water. 

The temperature profile has a near-surface thermocline 

which is seasonal; in winter this upper layer is nearly 

isothermal. A temperature minimum exists at about 75 

m. This feature represents the minimum temperatures 

for the upper water column during the previous winter 

and spring. Mixing in winter extends the surface low 

temperatures to this depth (Royer, 1976), and seasonal 

surface heating and cooling do not penetrate this 

deeply (Royer, 1978b). Below the zone of minimum 

temperatures there is a region of maximum temperatures. 

Typically this region extends from 130 to 170 m; it is 

associated with the Alaska Current. The temperature at 

150 m (the temperature maximum) is 0.85°C higher than 

at 75 m (the minimum). 

Salinity varies in the near-surface layer, but 

there is only a slight gradient. Below the depth 

associated with the temperature minimum (75 m), a 

halocline (a sharp decrease in salinity with increasing 

depth) exists and extends down to the depth of the 

temperature maximum. In some data sets (but not in 

Figure 3.12; see Galt and Royer, 1975) a maximum in 

salinity is associated with the maximum in temperature. 

Royer (1976) believes that water at these depths forms 

near the subarctic convergence between 38° and 42° N 

latitude. Hayes and Schumacher (1976a) state that the 

permanent halocline associated with the Alaska gyre 

occurs at about 150 m. Below the temperature maximum. 

Temperature, °C 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
I 1- I I I I I I 

Salinity, PPT 

03fo ____ ~3T1~--~3~2~~;:~3~3~~~3~4~ ____ ,35 

150 

300 

450 

600 

750 

900 

1050 

1200 

1350 

1500 

22 

T SSIG 

23 24 25 26 27 28 
Sigma-t 

Figure 3.12 Offshore ·temperature, salinity, and 
sigma-t versus depth at 58°31'N, 148°15'W in July 1974 
(from Royer, 1978a). 
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Figure 3. 14 Coastal temperature, salinity, and 
sigma-t versus depth at 59°33'N, 149°31'W in July 1974 
(from Royer, 1978a). 

and the halocline, or the salinity maximum if it is 

present, temperature decreases and salinity increases 

with depth. The at (density) profile is very similar 

to the salinity profile; in this region salinity varia­

tions largely control density variations, due to the 

low water temperature. 

Favorite and Ingraham (1977) describe a band of 

minimum salinities (<32.5 °/oo) on the surface, paral­

lel to the shelf break off Kodiak Island. This .band of 

minimum salinity extends throughout the Gulf of Alaska 

(Ingraham, 1979). It separates offshore of Cape Fair­

weather (at 58°30'N, 138°30'W) into coastal and off­

shore branches (Ingraham, 1979). 

Over the mid-shelf region (bottom depth 220 m) the 

surface temperatures are about 1. 4°C warmer and the 

surface salinities are about 0. 5 ° I oo lower than far­

ther offshore (Fig. 3.13) .. The lower salinity reflects 

coastal dilution. A thermocline (a rapid decrease in 

temperature with increasing depth) extends from the 

surface down to about 60 m; below this depth, down to 

10 m from the bottom there are no large variations. 

There is no temperature maximum between 130 and 170 m, 

which could be caused by the Alaska Current. The 

salinity profil-e lfas --, similiil:-Tack of -feabires;- sali­
nity gradually increases with depth. 

In winter the temperature profile over the conti­

nental shelf is quite different. The upper 80 to 100 m 

is nearly isothermal; isotherms are almost vertical in 

this layer, with coldest waters (2. 0°C) near shore. 

Below the isothermal layer temperature increases with 

increasing depth (Royer, 1975). 

Whereas the vertical gradient of temperature 

changes sign on a seasonal cycle (coldest at the sur­

face in winter, warmest at the surface in summer), the 

vertical salinity gradient is almost positive (salinity 

increases with depth). Since changes in salinity are 
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the predominant cause of changes in density, a positive 

salinity gradient ensures static stability. T4e upper 

100 m or so are almost isohaline in winter. This is 

due to the decreased coastal influx of fresh water and 

strong downwelling winds. The lack of stratification 

allows winter mixing (due to tides and winds) to 

greater depths over the shelf than farther offshore. 

This could. permit mixture of neutrally buoyant pol­

lutants into the upper 100 m of the water column. 

Compared to winter salinity profiles, summer 

profiles have lower surface salinity and higher (0.5 
0 /oo) bottom salinity (Royer, 1975). Royer (1975) 

suggests that the surface decrease in salinity is due 

to the seasonal influx of fresh water at the coast. 

Salinities as low as 25 ° foo can be found in the top 

few meters near the coast. The increased bottom sali­

nity, on the other hand, may be caused by upwelling 

favorable winds (or greatly reduced downwelling favor­

able winds). An onshore flow of saline water is re­

quired to balance an offshore flow of surface water due 

to upwelling winds. 

The third station (Fig. 3.14) lies south of Cape 

Resurrection, close to shore, in 263 m of water. The 

·surface salinity- is- quite -low (28.5 · 
0 /oo), which -re-­

flects the influence of freshwater runoff. The effects 

of coastal freshening extend down to about 100 m. A 

thermocline extends from the surface down to about 60 

m. Immediately below this is a relative temperature 

maximum which is about l°C warmer than the water above 

it. 

Although the vertical salinity gradient on the 

shelf is positive (salinity increases with depth) in 

both summer and winter, it is larger in summer (Fig. 

3.15). Since salinity is more important than tempera­

ture in determining density variations in the Gulf of 
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Alaska, the crt profiles are similar to those of 

salinity. 

The vertical gradient of temperature on the· shelf 

is positive in winter with an isothermal layer near the 

bottom (Fig. 3. 15). During summer the vertical tem­

perature gradient on the shelf is negative as the 

surface waters warm. Bottom temperatures are slightly 

cooler in summer than in winter (Royer, 1975). This 

~ould be caused by downwelling, which occurs throughout 

the winter, and neutral or slight upwelling conditions, 

which occur in the summer. 
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Figure 3.15 Vertical profiles of temperature, sa­
linity, and sigma-t during February (dashed lines) and 
May (solid lines) at a station on the 100-m isobath off 
Icy Bay (from Hayes and Schumacher, 1976b). 

Surface temperatures on the shelf vary seasonally 

from 12°C in midsummer to 2° in late winter (Fig. 

3.16). Seasonal changes extend down as far as 120 m. 

Using remote sensing, Royer and Muench (1977) mapped 

seasonal and spatial changes in sea surface tempera­

tures. In both summer and winter, surface temperatures 

were lower seaward of the shelf break than those on the 

shelf. Both regions became cooler in winter, Tempera­

ture ranges (from Royer and Muench, 1977) are: 

Winter 

Summer 

Shelf --- Slope 

1-3° c 
7-11° c 

When surface temperature maxima occur in August 

and S.;:ptember, salinity minima . occur at the surface 

(Fig. 3.16). The salinity minimum can be correlated 

with the influx of fresh water at the coast. The mean 

monthly discharge from the Copper River (Fig. 3.11) 

peaks sharply in summer, with a maximum in July. This 

peak is caused by snow melt (Muench et al., 1978). 

Resurrection River has its maximum discharge between 

May and October and it peaks in September (R. Carlson, 

19}7)_. (Se_eRoden, 1967, for hydrol()gical data on 

rivers that empty into the Gulf of Alaska). 

The horizontal gradient of salinity southward from 

the coast is always positive, that is, fresher waters 

are always found near the coast. In winter the surface 

salinity increase seaward from 32 °/oo at the coast to 

32.7 °/oo above the 2000-m isobath. Coastal salinities 

are as low as 25 °/oo in summer due to the addition of 

fresh water (Royer, 1975). 

The increase in bottom salinity in summer (Fig. 

3.16) may be related to meteorological conditions. In 

summer the upwelling index (Fig. 3. 1) is nearly zero, 
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Figure 3.16 Time series of temperature and salinity 
taken between December 1970 and October 1972, southwest 
of Resurrection Bay (from Royer, 1975). 
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but it is strongly negative (indicating downwelling) 

during the winter. The strength and timing of this 

annual minimum varies from year to year, but high 

bottom salinity values coincide with positive values of 

the upwelling index (Fig. 3.17). 
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Figure 3.17 Monthly mean coastal upwelling index at 60°N, 149°W (above) and salinity profiles for the most inshore 
hydrographic station along the Seward Line (below) (from Galt and Royer, 1975). 
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The relaxation of downwelling in summer allows 

surface processes (heating and the influx of fresh 

water) to stratify the water column; hence vertical 

shears develop. Positive values of the upwelling index 

can drive surface waters offshore, requiring subsurface 

replacement (by mass balance). The result is a de­

crease in bottom temperatures. 

Feely et al. (1979) present vertical cross sec-

tions of temperature, salinity, density, (crt), and 

suspended particulate matter (nephelometer data). 

These data were collected along a hydrographic line 

that extends southward from the Copper River Delta. 

In April, isolines of temperature, salinity, and 

density (Fig. 3.18) are nearly vertical over the shelf. 

Cold (3.8°C), low-salinity (31.8 °/oo) water is found 

inshore; temperature and salinity increase seaward. 

The distribution of suspended matter shows the absence 

of stratification: there is almost no vertical gradi­

ent of suspended matter. 

The shelf is vertically stratified in July. Warm 

(13°C), low-salinity (29.5 °/oo) water is found at the 

surface. The influx of fresh water at the coast ap­

pears to be the cause of the layer of low salinity over 

the shelf. The distribution of suspended matter re­

flects the strong stratification. 

Figure 3.18 Cross-sectional distribution of tempera­
ture, salinity, density, and suspended particulate 
matter observed along cross-shelf survey line off the 
Copper River Delta (Feely et al., 1979). 
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In October-November 1975 the vertical· stratifica­

tion was reduced. The apparent causes of this reduc­

tion were surface cooling and decreased influx of fresh 

water. High concentrations of suspended matter occur-
' 

red in the upper 25 m and within 20-30 m of the bottom. 

A current meter (number 61) located southwest of Kayak 

Island and inshore of the 200 m isobath had consistent 

offshore flow (see Fig. 13, Feely et al., 1979). The 

authors speculate that winter cooling over the. broad, 

shallow area west of Kayak Isli;md produces a bottom 

offshore convective flow. Th'i' near-bottom nepheloid 

layer extended beyond the shelf break; thus sediments 

from the shelf were probably distributed to the deeper 

waters of the Gulf of Alaska. 

These data suggest that the seasonally changing 

density field controls the vertical distribution of 

suspended matter. Convection and mixing in the verti­

cal are suppressed by a strong density stratification 

(Feely et al., 1979). High concentrations of suspended 

matter at the surface probably are associated with the 

influx of fresh water at the coast. High values along 

the bottom· could be due either to resuspension of 

bottom sediments by currents or to seaward flows along 

the bottom of waters laden with suspended sediment. 

Distribution of suspended matter is important as 

an indicator of physical processes on the shelf . 

Suspended matter can be important as a flocculating 

agent in the presence of petroleum pollution. Forma­

tion of oil-particle flocculants is an important proc­

ess in the removal of oil from the water column (Payne 

and Jordan, 1979). 
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3.3.2 Geostrophic circulation 

Introduction 

Currents in the ocean are subject to the apparent 

forces caused by the earth's rotation. These forces 

can be balanced by pressure gradient forces. When this 

balance occurs, flow is perpendicular and to the right 

of the pressure gradient (in the Northern Hemisphere). 

Such flows are called geostrophic flows. 

There are two types of geostrophic flows. Bare­

clinic flows are caused by the distribution of mass 

within the ocean. Because baroclinic geostrophic flows 

depend on spatial differences in density, these flows 

can be estimated from a knowledge of the density field. 

Density data integrated over part of a water column are 

often represented as dynamic heights. From this repre­

sentation we can infer the baroclinic flow at one pres­

sure level relative to the flow at another level. 

The second type of geostrophic flow, barotropic 

flow, is related to a tilting of the sea surface (or 

any other surface of constant pressure). Barotropic 

flows, unlike baroclinic flows, are not a function of 

depth and cannot be influenced by the spatial distribu-

. -· -tion of- density-.-

The geostrophic flow at any location is the sum of 

the baroclinic and barotropic components. There also 

may be non-geostrophic current components. Thus, while 

the density field can give us a good idea of baroclinic 

geostrophic currents, it may not be a good representa­

tion of the total current, which is a sum of many 

components. 
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Dynamic topographies 

The baroclinic geostrophic circulation is parallel 

to the contours of dynamic height. Speed is inversely 

proportional to contour spacing. In the data presented 

here (Figs. 3.19 and 3.20) the speed of surface flow 

relative to 1,000. db can be found by measuring the 

contour spacing and reading the speed from the graph 

inset on each figure. The direction of surface flow is 

to the right of the local gradient that points from 

higher dynamic height values to lower ones. 

The dynamic topography for November 1975 (Fig. 

3.19) is generally aligned with the bathymetry. High 

values near the coast are the result of heavy precipi­

tation and runoff in autumn. Increased baroclinic flow 

(to the west) accompanies the higher dynamic height 

anomalies near the coast. In Prince William Sound, as 

one progresses northward into the sound, the dynamic 

height anomalies increase. There is evidence of a 

clockwise eddy west of Kayak Island. Royer (1978b) 

states that eddies in this region are driven by salin­

ity. It appears that the coastal flow is guided 

offshore by Kayak Island. Some .of the low-salinity, 

low-density water from this flow is incorporated into 

the eddy west of Kayak Island. During periods when the 

influx of fresh water at the coast is low, the dynamic 

topography west of Kayak Island has little variation. 

(See topography for February 1976 in Royer, 1977.) 
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Dynamic topography for April 1976 (from Royer, 1977). 
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The dynamic heights measured in Hinchinbrook 

Entrance probably do not reflect baroclinic geostrophic 

flow, as the geostrophic assumptions are not met here. 

The values indicate that less dense waters are present 

in the entrance. (In the entrance the water is not 

sufficiently deep to allow a 1, 000-db surface to be 

reached. The dynamic height from a level near the 

bottom to the surface is added to an estimate of what 

might be expected for the dynamic height between the 

1, 000-db level and the near-bottom level in Hinchin­

brook Entrance.) 

In April 1976 (Fig. 3. 20) the topography is 

slightly smoother than in November. The April cruise 

occurred before the maximum seasonal runoff of melt­

water (see Fig. 3.11). West of Kayak Island there 

appears to be an eddy. East of Kayak Island is a large 

perturbation in the dynamic topography. Large-scale 

perturbations in dynamic topography are commonly seen 

in dynamic topographies of the continental shelf. 

The general circulation inferred from these dy­

namic . topographies is toward the west. The contours 

generally parallel isobaths; however, large perturb a­

tions can occur (e.g., Fig. 3.20). Seasonal variations 

··coincide ·with· th:e s·e·a:sonal variation in ·influx ·of fresh-

water at the coast. The findings of Royer (1979a), 

that runoff and precipitation cause seasonal changes in 

steric height over the continental shelf, support this 

observation. Another reflection of the seasonal 

changes .in the influx of fresh water may be the 

strength of the baroclinic eddy west of Kayak Island. 

In the data presented here it is strongest in November; 

this closely follows the expected peaks in coastal 

river discharge. This eddy is a ubiquitous feature of 

the NEGOA circulation and will be discussed further in 

Section 3.4.1 (Lagrangian-descriptions). 
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Seasonal variations in transport along the Seward line 

Royer (1978a) gives the seasonal transport (0-100 

db) computed between adjacent stations along the Seward 

hydrographic line (Fig. 3. 21). As one moves offshore 

both the amplitude and the phase of the annual signals 

change. Royer (1978a) describes the various signals in 

terms of the forces which drive them. 

The transport computed farthest inshore reflects 

the presence of a baroclinic coastal jet. High values 

of transport and large annual variation in transport 

are associated with the jet, which is estimated to be 

about 30 km wide. The maximum transport occurs in 

January, the same period for which upwelling indices 

are at their annual minimum (Fig. 3. 1). The strong 

downwelling tendency leads to a positive set-up' at the 

coast and compensation of the density field results in 

a baroclinic jet. 

However, more recently, Royer (1979a) has shown 

that seasonal changes in near-surface (0-200 m) heights 

are well correlated (0.84) with the seasonal fluctua­

tion in the influx of fresh water (see Fig. 3.10) and 

only weakly correlated (-0.19) with the upwelling 

index. Thus, the seasonal high values of transport 

-- observed- -at- the-- inshore .stations_ are .. probably .due _to 

the influx of fresh water along the coast. The lag 

between precipitation maxima and the maximum in trans­

port observed off Seward is consistent with the time 

required to advect the fresh water from- the eastern 

gulf. The seasonal change in transport probably re­

flects the cumulative influence of fresh water 

throughout the Gulf of Alaska east of Seward. 

The next region offshore has weaker transport and 

smaller annual variation, with maximum transport in 

October and November. This maximum coincides with, and 

may be caused by, the precipitation maximum. 

The region between stations 6 and 8 may be influ­

enced by the coastal jet. Kayak Island apparently 

deflects the coastal jet offshore. On the inshore side 

of the deflected jet the near-surface baroclinic cur­

rents tend to be eastward, while those on the offshore 

side tend to be westward. The phase of annual trans­

port between station 7 and 8 is similar to that between 

stations 1 and 2; in both regions the effects of the 

coastal jet occur. 

Farther offshore the transport has a very weak 

annual signal, but the transport values have large 

standard deviations. Royer (1978a) calls this the 

"eddy infested" region. The eddies are cyclonic and 

about 70-100 km in diameter. 

The Alaska Current dominates the region farthest 

offshore. It has a large seasonal signal and a large 

mean. The cause of the seasonal signal could be 

shifting of the axis of the Alaska Current onshore, or 

it could be related to the seasonal signal of wind 

speeds over the Gulf of Alaska. Note that these trans­

ports were calculated for a shallow level (0/100 db) 

which does not reflect the total transport of the 

Alaska Current. 
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Figure 3.21 Seasonal transport across the Seward Line 
(from Royer, 1978a) . 

Transport of the Alaska Current 

Royer (1979c) reports estimates of the transport 

for the Alaska Current. These estimates are based on 

several data sets taken from 1974-1977. The annual 
6 3 mean transport is 9.5 x 10 m /s. ~·This compares well 

with the estimate of Favorite et al. (1976) which is 
6 3 .9.3 x 10 m /s . 

Reed et al. (1979) examined the seasonal variabil­

ity of the baroclinic transport .of the Alaska Stream 

off Kodiak Island. This study has not been repeated 
' 

for the NEGOA area but the results should be similar . 

They used a reference level of 1,500 db. The mean 

transport was estimated to be 11.6 x 106 m3/s, with a 

standard deviation of 2.2 x 

values (8 x 106 to 17 x 106 
106 m3/s. A 'd f w1 e range o 

3 m /s) was found, but there 

was no seasonal signal to the transport variability 

(Fig. 3.2). This is surprising, since there is a large 

seasonal signal in the curl of the wind stress over the 

Gulf of Alaska. The transports between adjacent sta­

tions along the Seward Line (Fig. 3.21) are referred to 

a 100-db level, which may explain why there is a larger 

seasonal signal there but not in the 0-1,500-db trans­

port calculations. 

Longshore coastal geostrophic flows 

Fluctuations in the longshore component of the 

barotropic geostrophic current are related to changes 

in coastal 'sea level elevation. High elevations of sea 

level are related to strong westward flow over the Gulf 

of Alaska continental shelf. 

Monthly means of sea level (corrected for atmos­

pheric pressure) for Yakutat and Seward show similar 

seasonal cycles (Fig. 3.22). High values occur between 

September and February, and lower values (values below 

the long-term mean) are found throughout the rest of 

the year. That elevations fall below the long-term 
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mean in summer does not necessarily mean that the 

longshore flow is toward the east. It could merely 

reflect a weakening of the westward flow. 

The longshore geostrophic flow is driven by two 

forces: a baroclinic or density-driven force and a 

barotropic force. In the Gulf of Alaska the relative 

importance of these two forces probably varies season­

ally. Variations in sea level reflect changes in both 

of these forces as well as in other forces (such as 

wind set-up: direct driving by the wind). Off Icy Bay 

the seasonal influx of fresh water appears to change a 

largely barotropic state to a largely baroclinic one 

(Hayes and Schumacher, 1976a). In winter, when the 

coastal influx of fresh water is small and wind stress 

is at an annual maximum, winds become more important ih 

determining continental shelf dynamics. (Salinity is 

the most significant parameter causing changes in 

steric heights and is controlled to a large degree by 

coastal precipitation and runoff.) Hayes and Schu­

macher (1976a) showed that shelf dynamics are largely 

barotropic in winter but become baroclinic in spring 

(for variations with periods between about two days and 

a month). A simple barotropic model that adequately 

~ae-Stribed ~~the-~dynamics- in- winter- did~ not -descr-ibe 

conditions encountered in spring. 

Farther to the west, off Seward, Royer (1979a) has 

shown that seasonal variations in sea level can be 

accounted for largely by steric changes in water over 
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Figure 3. 22 Monthly mean values for sea level at 
Yakutat and Seward for 1950-74. The atmospheric effect 
and the mean data values have been removed (Ingraham et 
al., 1976). 

the continental shelf. It appears that seasonal vari­

ations in the barotropic component of alongshore flow 

at Seward are very weak compared to those of the baro­

clinic component. 

Assuming that the results from Icy Bay and from 

Seward are applicable throughout NEGOA, we can sum­

marize our knowledge of longshore coastal geostrophic 

flow. Seasonal changes in sea level and in longshore 

geostrophic flow are affected by changes in the influx 

of fresh water at the coast. Schumacher and Reed 

(1980) show that seasonal variations in the coastal 

flow along the Kenai Peninsula are related to seasonal 

variations in the hydrological cycle. On time scales 

longer than a day and less than a month, variations are 

largely barotropic in winter. When the influx of fresh 

water increases and wind forcing diminishes seasonally, 

longshore flow becomes more complex, having both baro­

tropic and baroclinic components. 

Wave-induced longshore currents 

Nummedal and Stephen (1978) have applied synoptic 

meteorological data, storm track information, and ship 

wave observations to estimate wave climatology, refrac-

~ tion diagrams,~ and~ longshore sedime_n~t~_t!':lln§po_r!- ~in_t~he 

Gulf of Alaska. Wave power vectors were computed from 

synoptic wind data in the Summary of Synoptic Meteoro­

logical Observations (SSMO), U.S. Naval Weather Service 

Command, 1970. 



Longshore sediment transports were calculated from 

the wave power distributions (Fig. 3.23). Wave refrac­

tion diagrams were used to obtain breaker angles; 

12-second waves were used for these calculations. 

Waves from the southeast dominated the sediment trans-

port in NEGOA. The net transport was to the west. 

However, just west of Yakutat Bay the transport was to 

the east, probably due to the curvature of the coast-

line. The net sediment transport here was estimated to 
3 be 220,000 m per year (to the east). 

transport occurred in region 3 (south of 

was 1.4 million m3 per year (to the west). 

The largest 

Icy Bay) and 

Refraction diagrams for 8-, 12- and 16-second 

waves were drawn using the bathymetric chart of Molnia 

and Carlson (1975). Eight-second waves are typical of 

small summer storms; they undergo very little refrac-

tion while propagating onshore. Twelve-second waves 

are commonly associated with major storms. Waves of 

this period that approach the coast from the south and 

southwest concentrate energy at the entrance to Icy Bay 

and cause a divergence of energy at the mouth of Yaku­

tat Bay. Refraction patterns for 16-second waves are 

similar to those for 12-second waves. 

___ !lle e~tiJil_at~s __ ot_J()!lgs:tloxg _s_ediment _transport are. 

consistent with the qualitative estimates based on 

geomorphic features. ·These features, such as spits and 

headlands, are analyzed to estimate the long-term net 

littoral sediment transport. The qualitative estimates 

of littoral transport are shown as small arrows in 

Figure 3.23. Direct observations of wave-induced 

transport have not been made. Assumptions used in 

these analyses are that waves propagate in the direc­

tion of the forcing wind (calculated from atmospheric 

surface pressure charts) and that all waves generated 

by a specific atmospheric event have the same period. 

Other sources of possible inaccuracies are the lack ·of 
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Figure 3.23 Summary diagram of computed longshore sediment transportation rates (from Nummedal and Stephen, 1978). 

bathymetric data inshore of the 25-m isobath and the 

quality of the SSMO wave data. Nummedal and Stephen 

(1978) believe that the SSMO data may underestimate 

very high waves and that the wave power values that 

they calculated may be a lower-limit estimate of the 

actual annual wave power. 
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3.4 CIRCULATION DETERMINED BY DIRECT METHODS 

There are two ways to observe ocean currents. One 

way is to track a parcel of water. A. device is placed 

in the water that will be advected (it is hoped) at the 

same speed and in the same direction as the surrounding 

water. This is the Lagrangian method. Examples of 

Lagrangian devices are drift cards and bottles, sea-bed 

drifters, and ocean drifters or drogues. 

The second observational technique ·is to moor an 

instrument at one location and have it record the speed 

and direction of currents at set intervals of time. 

This is called the Eulerian method. 

The two methods supply different types of data. 

Lagrangian techniques give either trajectories of flow 

at the time of the experiment or give only start and 

stop locations for non-tracked drifters. Eulerian 

methods give time histories of current fluctuations at 

a particular point. Using both methods spatial and 

temporal histories of the flow can be estimat~d. 

3.4.1 Lagrangian descriptions 

Gulf of Alaska studies 

Several drogue trajectories have been obtained in 

NEGOA. The drogue buoys were released by ships and 

were tracked by the NIMBUS-G satellite. Positions (and 

other data) were relayed by the satellite to ground 

stations 3-5 times a day. The ·buoys were 5-m-long 

fiberglass spars. Drogues were attached to the buoys 

at a depth of about 30m (Hansen, 1977a). The drogues 

measured 2 m x 5 m. 

·Two drogue buoys were released in September 1975 

(Fig. 3.24). Buoy 1745 moved onshore (at about 

10 cm/s) up Alsek Canyon and, near the head of that 

canyon, turned toward the northwest. Only ten days of 
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Figure 3.24 Trajectories of drogue buoys deployed in September 1975 (from Hansen, 1977a). 



data were recorded. Buoy 0661 went west, parallel to 

the coast, until it groundea near Cape Suckling. It 

attained speeds of up to 40 cm/s in the coastal current. 

(Royer et al., 1979). 

Three more buoys were released off Yakutat in 

May-June 1976' (Fig. 3.25). Buoy 1105 operated for 

about three days, moving southwarq. 

Buoy 1133 moved across · isobaths, which suggests 

that topographic control of currents was weak. Its 

trajectory was toward the west and meandered widely. 

When due south of Kayak Island buoy 1133 entered the 

Alaska Current and moved faster than 65 cm/s. During 

day 158 the buoy moved shoreward of the shelf break, 

leaving the Alaska Current. 

less than 25 cm/s (Royer 

drifted west of Middleton 

Here current speeds were 

et al., 

Island 

1979). The buoy 

and then .reversed 

direction, eventually grounding on that island. This 

indicates a quasi-permanent eastward flow in the area 

west of Middleton Island (Royer, pers. comm.). 

Buoy 117 4 initially moved southward across iso­

baths and then northward, again across isobaths. When 

quite close to the coast it began to move westward, 

parallel to the coast, at speeds as high as 45 cm/s. 

It passed Kayak Island and was subsequently entrapped 

in an anticyclonic eddy west of Kayak Island. While it 

was in the Kayak Island eddy, speeds of about 20 cm/s 

were recorded. After three cycles in the eddy (taking 

more than 27 days) the buoy was slowly advected west­

ward (about 10 cm/s), and it grounded on Montague 

Island. Near Hinchinbrook Entrance speeds as high as 

20 cm/s were measured. 

Trajectories for buoys 1133 and 117 4 can be com­

pared to the dynamic topography observed two months 

previously (Fig. 3.20). An anticyclonic meander cen­

tered at 59°N, 142°30 'W, dominated the initial move­

ments of these buoys. Buoy 1133 subsequently moved 

LAGRANGIAN DRIFTERS 

... ~ 105 
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144° 

Figure 3.25 Trajectories of drogue buoys deployed in May-June 1976 (from Hansen, 1977a). 
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into the cyclonic eddy at 59°40'N, 143°W. Royer et al. 

(1979) show this dynamic topography at a .01 dynamic 

meter contour interval. At that contour interval they 

close the 0.22 contour, signifying a closed circulation 

or eddy. It appears that this eddy has been .advected 

westward from the position observed in April during the· 

interval between the observations of dynamic topogra­

phies in April and buoy trajectories in June. Buoy 

1174 did not encounter this eddy. Instead, the buoy 

moved shoreward and entered the coastal current. After 

it passed Kayak Island, it entered the anticyclonic 

eddy, shown in Fig. 3.20 (and in Fig. 4, Royer et al., 

1979). 

In a third experiment, two buoys (1142 and 1235) 

were released near each other in July 1976 off Yakutat 

(Fig. 3.26). Their trajectories were identical for the 

first week or so. Speeds of 40 cm/s were recorded. 

Then 1142 meandered clockwise, and the buoys separated. 

About 10 days later buoy 1142 executed another, but 

smaller, clockwise meander. Speeds of about 15 cm/s 

were measured in these eddies. Royer et al. (1979) 

suggest that the two anticyclonic rotations of Buoy 

1142 were due to an eddy's being advected westward with 

the mean flow. The buoy · could have entered the same 

eddy twice. Buoy 1235 slowed to less than 10 em/ s 

while moving northward. Then, after it entered the 

coastal current, it moved westward at about· 45 cm/s. 

All three buoys were advected to the west. When on the 

continental shelf south of Kayak Island, Buoy 1142 

moved as rapidly as SO cm/s. Although they were sepa-

rated on occasion by more 

were entrapped in 

than 

the 

300 km, all three 

eddy west of Kayak drifters 

Island and eventually entered Prince William Sound 

through Hinchinbrook Entrance. Speeds in Prince 

William Sound were greater than 20 em/ s for Buoys 1235 

and 1142, but less than 10 em/sec for Buoy 1203. 
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Figure 3.26 Trajectories of drogue buoys deployed in July 1976 (from Hansen, 1977a). 



Royer et al. (1979) compared baroclinic geo­

strophic velocities to observed buoy velocities. The 

geostrophic velocities were calculated for the 35-db 

level (approximately the center of resistance for the 

drogue) relative to a reference level of 1, 000 db. 

(Where depths were less than 1, 000 db, estimates were 

made for the depths from the deepest common level to 

1,000 db.) Drifter velocitie's were consistently 

greater than the geostrophic velocities. Several 

possible causes for this are the presence of barotropic 

currents, incorrect choice of a reference level, or 

inadequate hydrographic station spacing, leading to 

underestimation of dynamic height gradients. These 

possible causes have not yet been evaluated. 

Several tentative conclusions can be drawn from 

these drifter data. In general, there is agreement 

between the flow inferred from dynamic topographies and 

that from buoy trajectories. However, there is a 

fairly consistent cross-dynamic-topography flow to the 

north. The mean of the cross-shelf flow component for 

all buoys was 3. 9 em/ s toward shore. Speeds during 

July were about twice those in May. (The mean long­

shore speed was 9.5 cm/s in May and 10.1 cm/s in June.) 

Royer et al. (1979) offer this explanation of the 

observed onshore and subsequent westward movement of 

the buoys: with the influx of fresh water at the 

coast, the upper layer of water would be expected to 

move seaward. This layer would consist of fresh water, 

as well as salt water entrained by the offshore fresh­

water flow. An onshore flow of sea water beneath this 

near-surface flow would be expected for mass balance. 

The drogues could be carried shoreward with the onshore 

flow until they reach the interface between the two 

layers. The opposing seaward and shoreward forces 

would tend to stabilize the onshore-offshore position 

of the buoy while allowing it to be advected parallel 

to the coast. 

The upwelling index during these drifter experi­

ments generally was conducive to offshore surface flow. 

This is in contrast to the general onshore movement of 

the buoys. Royer et al. (1979) conclude that drifter 

drogues (at 35 m depth) are below the surface Ekman 

layer and thus they could be advected shoreward. 

Current meter data from the same time of year (but from 

1974) support this hypothesis. Currents at all depths 

show an onshore flow. 

ineter was at a depth 

Since the uppermost current 

of 20 m, an offshore-flowing 

surface Ekman layer must have been less than 20 m deep. 

Coastal precipitation and runoff have already been 

shown to be important in driving coastal flow (see 

section 3.2). As the coastal addition of fresh water. 

increases seasonally, the offshore surface flow should 

increase. This increased flow would entrain more deep 

water up into the offshore-flowing layer, and thus 

onshore flow speeds would also increase. From June to 

August the onshore component of mean drifter velocity 

nearly doubled; . precipitation also doubled over this 

period. Thus the onshore movement of drogues is con-

sistent with entrainment hypothesis suggested by Royer 

et al. (1979). 

Other tentative conclusions are listed here. The 

presence of the baroclinic eddy west of Kayak Island is 

confirmed by these drifter trajectories. Speeds in the 

eddy are estimated to be almost 20 cm/s. A strong 

(40-50 cm/s) coastal current exists between Yakutat Bay 

and Kayak Island. Speeds in the Alaska Current were 

estimated to be greater than 65 cm/s. The shoreward 

side of the Alaska Current seems to be a region of 

transient eddies. Using dynamic topography, Royer et 

al. (1979) estimate them to be about 100 km in diame­

ter. They appear to be advected westward with the mean 

flow. 

The last observation is that a surprisingly large 

percentage of the drifters grounded near the entrance 

to, or inside, Prince William Sound. Half of the buoys 

released grounded there. All of the buoys released in 

August-September 1976 entered Prince William Sound. 

Royer et al. (1979) suggest that an ageostrophic baro­

clinic flow could have advected· the buoys into Prince 

William Sound. The September 1916 dynamic topography 

(Fig. 8, Royer et al., 1979) shows that the 0-100 db 

dynamic height is greater outside, on the seaward side 

of Hinchinbrook Entrance, than on the inside. Thus 

there could be a cross-dynamic-topography flow into 

Prince William Sound. In a preliminary analysis of 

current meter data, Royer (1978c) found a general 

inflow through Hinchinbrook Entrance and an outflow 

through Montague Strait. 

Nearshore currents 

Mapping the suspended matter contributed to the 

Gulf of Alaska by coastal rivers provides a means of 

tracking coastal currents. Three rivers that emanate 

Circulation 67 



from the Bering, Guyot, and Malaspina Glaciers, to­

gether with the Copper River (which drains a large 

interior area), are important sources of terrigeneous 

sediments (Feely et al., 1979). The horizontal dis­

tribution of suspended matter from these sources sug­

gests the predominant direction of circulation. 

A heavy concentration (> 2.0 mg/1) of suspended 

matter occurs off the Copper River Delta (Fig. 3.27). 

The plume moves westward along the coast. In 

October-November and April the plume appears to move 

into Prince William Sound through the passage east of 

Hinchinbrook Island. In July part of the plume enters 

the Sound west of Hinchinbrook Island. Concentrations 

of 1.0-2.0 mg/1 occurred in all three data sets in the 

southeastern part of Prince William Sound. 

Between Yakutat and Kayak Islands the distribution 

of suspended matter suggests longshore flow to the 

west. The distribution of sediments near the bottom is 

similar to that of the suspended sediments (Fig. 6, 

Feely et al., 1979). In general, little -cross shelf 

flow is apparent in these distributions. 

As suspended matter is advected westward, it is 

pushed offshore by Kayak Island. Satellite images of 

the region (Fig. 4, Feely et al., 1979) show the sus­

pended matter moving around Kayak Island and northward 

along the west coast. However, much of the suspended 

matter then appears to enter the clockwise-rotating 

eddy west of Kayak Island. This eddy can be inferred 

from dynamic topography (Fig. 3.20) and from trajector-

ies of drogues (Fig. 3.26) and can be seen in the 

satellite image cited above. In the July data either 

the Kayak Island eddy was very weak, or it was located 

farther to the west, so that the surface suspended 

matter was not incorporated into it. West of Kayak 

Island is another westward, coastal flow; 
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Figure 3.27 Surface distribution of total suspended matter in NEGOA for a) Oct-Nov 1975, b) Apr 1976, and c) Jul 
1976 (Feely et al., 1979). 
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Figure 3.27 continued 
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Molnia and Carlson (1978) inferred nearshore 

circulation from satellite imagery taken from September 

1972 to November 1973. They used patterns of turbid 

water coming from coastal streams to make qualitative 

estimates of the nearshore flow. The general flow is 

westward. However, a substantial component of the flow 

is outward from the shore. 

The inferred flow reflects processes jfith short 

time scales (e.g., tides and winds) that are averaged 

out of most other circulation patterns in this synthe­

sis report. It also reflects the influence of coastal 

morphology. For example, the seasonal deflection of 

nearshore currents by Kayak Island (Fig. 3.28) is shown 

in the inferred circulation. HoWever, there was no 

evidence for the eddy west of Kayak Island. 

Another feature shown is the flow into Prince 

William Sound through entrances on both sides of Hinch­

inbrook Island. The trajectory of Lagrangian drogues 

(Fig. 3.26) supports the idea that the surface flow 

through Hinchinbrook Entrance is inward, into Prince 

William Sound. Molnia and Carlson (1978) point out 

that the Copper River is a more important source of 

sediments for Prince William Sound than are streams 

that empty directly into the sound. Data presented in 

Section 3.4 imply that there is an offshore component 

to the surface flow throughout NEGOA. There are strong 

offshore components of surface flow between Icy Bay and 

Yakutat Bay, east of Yakutat Bay, and off the Copper 

River Delta. 

Figure 3.28 

2000 m 

NEAR SURFACE CIRCULATION INFERRED 
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Near-surface currents as inferred from ERTS imagery (Carlson et al., 1978). 
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Long-scale circulation features 

Two other sets of information (reported in Hansen, 

1977b) show that NEGOA is a region of accumulation for 

surface drifters. Dotson et al. (1977) made a model to 

determine where buoys would tend to accumulate in the 

North Pacific Ocean, given a uniform initial distribu­

tion. Data for this simulation were obtained from the 

Naval Oceanographic Offices file of ship drifts. 

(Since ship drifts are the result of both current and 

wind action on the ship, these data may not represent 

the trajectories taken by a surface pollutant.) After 

simulations of 700 days the distribution of buoys 

(Figure 3.29) shows an accumulation along the coast of 

the Gulf of Alaska (density greater than 200). It can 

be inferred that pollutants released on the sea surface 

anywhere in the Pacific Ocean have a high probability 

of being entrapped and reaching the coast of the Gulf 

of Alaska. 

In another experiment drogue buoys were released 

in the North Pacific (one at 45°N 162°W; another at 

45°N 166°W) in September 1976. The first buoy went 

aground on or near Montague Island and the second 

grounded near Icy Cape. (D. Kirwan, cited in Hansen, 

1977b) These data are further evidence of the general 

tendency of surface drifters to accumulate in the Gulf 

of Alaska. 
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3.4.2 Eulerian descriptions 

Data from several installations· of current meters 

provide a fairly complete description of the circula­

tion in NEGOA. The net current drift is longshore 

toward the west or northwest. Current speeds vary 

seasonally: mean current speeds in winter are about 

twice those in summer. In general, mean vertical 

shears (differences in. speed and direction at different 

depths) are small. Monthly mean currents are signifi­

cantly correlated with mean winds; the winter increase 

in current speeds can be largely attributed to in­

creased wind intensities (Muench et al., 1978). 

The structure of the current regime of the shelf 

near NEGOA can be ascertained from the data of Hayes 

and Schumacher (1977). Mean currents are shown in 

Fig. 3. 30 for each of the current meters that was 

deployed in the period of March to May 1976. 

The currents tended to parallel local bathymetry 

except at Mooring 60. Here the mean currents were 

weak, typically a few centimeters per second. The 

currents at Station 69A had a cross-shelf tendency, 

while those along the shelf break (Station 61B) were 

1ongshore i parallel to ·the bathymetry: Mean ·currents 

at the three moorings off Icy Bay (SLS 8 and 4, and G2) 

were also largely parallel to the bathymetry. 

CURRENT VELOCITIES, March-May 1976 
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Figure 3.30 Average curren~ velocities for March to May 1976 (from Hayes and Schumacher, 1977). 
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qjl.e.nt: mP..O.!'·illg), fr,mn, AugJl_Sj:~Oct_o)>_e_r,.. The,· v.a_rJ!lnc_e_, ofr 

c.ur:re_nt_&; a_t: St.a:ti..9n, 62. dur,ing; wint.er_- (9c:to:h.e.r, 19].6. t_o, 

Ma.r,cl11 19]:'7).: wa_s_, sJx: time,s, tllec v.arJ.il_nc.e d:u,ring; s.llDlllle_r 

(/11i.)ltSeP,_t.emJ>.er· 19)6:);.. Al:s_o,,, whe.re.ils,; ill, s)liiJ!Ile_r_ t:idal 

C.O!I!P,P..n~nt.s: c.ontr:ib.ute_d, · a,bo.ut_ 6PJ P,er .. c.egt, o.f, the__, t.ot.ill' 

va.rJ.anc_e_-,, i_n1 wint.er .. the.Y;• c_o_n,trJb_ut.e_di only;, 25:1 P,_e.r,c_egt, o_f;­

tllee t.Q.ta11 var-:i!l.nce.. This,, was,; C.ilJised_ by; the- ml.lch- hig_b,e_r,­

ene_r,gyy ley,el_s_, P,_re_s_ent.. at. lP.K freq1,1enci_es_, (p,eri_o_d_s_, 

lo.ng_l'r- th?n1 3_0) hour_s); in1 Wi!lte.r;, due- to: a_troo,;;p,heric 

f_o.r,c,ing_-;. 

Th,e,. ci:r_c,Ul!lt.iP.n; off ley; B_ay;, ha_s. a mean_ west~ar.d: 

f1:o_w, wi,tl11 2..:-- to .. :);- d,ay,,, e_ddyJil<e,, 1-o.w;-fr.eqjl.e.ncy, fJ__uctu_,_ 

a.t.i.o.ns: (!Ia:y;e_s_, and· Schlll)l_a_clle_r,, 197'77)\. Th~.· low~pa_ss--­

f>il:t.e_r_e_d; (!'-ide_s_, remP..v.ed)) c.u_r_r_e_nt_ speeds,, c_an, b,e_, as. higl), 

as:; 3Pc cm/,s.,, but: t]le, me_a_n7 v.e:lo .. c_it:y;, isc tY:Ili,e_al_il¥)· l_e.s.s.; 

be .. C.a\ls_e_. the, c.u_r.re.nt_s:; v.a.ry1 i_n. d_i_r_e_c:t.ion. 

Tile, energ:y;. de_nsJt:y;_. at:: the· lP..we_&t: r.es.oJved; f_re_~. 

q1,1enc:r;· a.b. the. 1.0.0.7m. is9b.a.th,1 wa_s, an1 orjler,· of, magjti_t)lde 

l:e.s.s, t111i.n1 that; at tile- sheLf} b.r.e!l~•- T!ler_e_, we.re.· o.:t!ler· 

di_J,ferences. betwe('n, the.- cur,r.ent: energy;· s.p,e<::.:t.r.-a: at_ these­

t~o_. lP..c.at_ion_s.-.. On, tile. s.hel.f; th.e· sp,e_ct_r_\lfil: of. th,e_ l.o:ng~­

s_ho_r,e, qrr_r_e_nt .. co.mp,o_nent. hli_d, more_- e_ne_r.g:y;, th?n. tlla_t of 

t!J,e. o.ns.h9_re_ c.o.mpope_nt_:, loWT-fr,equency f:hrc.:t~a.tio.ns, are 
- - - - f - - - ..L -- ·' 

aP,P,arentJy. st.ee_red_. b:y;. ba,thY}Ilet!'Y,• Ate tile- s!lelf; b_r.eak 

the.' s.pe_c_t_r_a· oJ; tile. t~o, C.Pmpo.ne.nt_s_. were, s_imi1ar, in 

mag_!lit]lde.;; fll.lct.uat.i_ons_, w.e.r_e_ rota_r:y;. and: cloc.kwis_e at 

l:o.w.; f,r,eq]le.npies_, (M\lenchl etc al, .. ,, 19]8)>. 

C_oh,erences_, were. c.omp,ut.ed b_etwee_n, cu_r_rent; m.eter_ 

r.ec_pr,ds, ae;r,os.s. th~. shelf and, v.er.tic_aHy;- b,et~een 50.;-m, 

alldi 2_()0:;-m, dept!l_s;); at. tile· s_he1..f:' b,r_eal< mopping, Rotar:y; 

c.Q.he.r.e_nt:e_s. a_c_ros.s_, the s_he,lf:· b_r_eak wer.e l.o.w,, ind_ica_t_ing_ 
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tha.t: til!"c cJ!tcl.w:i;.s_e_,-r_o.t.at;ing_ fJJlctJl_a_t;i_ons: d:l9, no.t, P,roP,.a.~­

g~te_ ontp_ tile, s_he.l_f:;. TJl!!.s_e" f_l_u_c'tl.l.li.t.i_ons, we_rJ', coJte.r_ent: 

in1 t.ile- ve_r_ti_cftJ,,, wi't,il, e_ss_ent.i.ll.lh) net P,ilas_e lag_;. Mu_e.ncil: 

et, aJl ((19}.8)) agd, Hliy;e_s.; (19}.9); cp_ncl.ll.lle_d, tilli't_ tile.• rp_t.llr,Y; 

osc_:i;l:l._a_t;i_pns, ar_e,. ql'_a_s:i,-ba)::-o_tr_o.I\i_c: ll!O.'ti.9.nS3 o.cc)l_r,ring, 

aJo..n&; the.- sh_e_lf· br:e_ak:. a_n.dc tlllit_ theY; arJ'.c una,!>J:e.e tp_, 

1\r_e_se.r\<:e, oJ; tile_s_e_ ed_di_e_s_. come.s_ fr_om_, d_r_if,t_e_r, t,r;>j,ec­

t_or;ie_s,; awl., dY:,n.a!D_:i;c_- tpi\o.g_Fai\hY,". ((\l,t.lw.ugltl the e.ll!l.iJ'.S.; 

al\1\e.ak b_a;r_o_trpp,i.c: oyer; a_ ve_r,tic;>l• s_c;>lJ'_ oJr 2!lPJ m, in1 the­

C)lrrJ'.nt: m_e_t,e_r: reco_rd.s_,. a b_aroclini_c:- C.O!DP,o,neJltc a,J__s_o·. 

al\1\e!'r_s_, in: tile dY:,na_mi_c_ tppp&f.lli\hY; • ); 

Fa_r:the_r, we.s:t:,, Il,e.llk Ka:y:a.k-c I~s:l.a_n,d~. the_ f•lo.JV .. is,; 

C.O!DP,le.'K: a.n<ll we.ll:k:: ak t;i_ll_a),t agd_, l:O.JV: f:r,e_q\'.E.Il.<:-:i.!'.S:•. TP,e_e l:o.JV, 

l_e_y,eJ.ss oJf ene,r.gyy p,rPha.ll.l.Dy imiJ;c.aJo.e_. tJHlt': waJ:.e.r: P,aJ:,c.eJ.s, 

r-'-e!IJ_?j.JJ,J in] tP:i=--s.:; r]._~-gj.P~1 ~1 l~JJ,g.5 b_iJit~:-. Fll_!.],cJ:.!J..?J~;l_pJJ,~.:> in~ 

v.eJ:o..c.i.tY:,· s;i!DH:<~.r,· tp_, t:!Io_s_e_, oJ£ the,. m.eft.n: f.l.o:w · oec]lr,_- dur.ing.i 

w_in;~~,r_c s_otp~r:~U?:·. 

NEJP9Ac c_a_nl bee diyip~9i i.nt.P.J t:woJ c;ijr,c)ll~at;ion, reM!lle.sc:: 

those .. easb and! west- ofr I<iayak, Island-; (Muench. et- a.lr. , ----- ---·- ·---· ·---- ·-· --·_;,---- --------- ~---------- --· ., 

19},8)).. :E)r,o!D_, Y~a_k:uJ:.a~tc B~ay1 t,o,, K'a.y;a.l\: IsJ:<~n\lj thee c.on.!:.Jnen;­

t;>_l! s.he.l.fr i_s, n,a,rr~oJV,, a_po_u_t~ 5~0J kma ~i~dl'_· _ We_sk o,f, Kas:ak, 

l!l:llln_dj i,t, wi_d_e_ns_, t.o- aJ>:o.uJ:; 1.09J km.•. In, tll,,_, e_as,t_e_rn, 

s_e_c_t_ipn1 cp_a_s:t.a:li c_11rrg_nts3 a_n(lj s_heJ!f; b_r_e_a_k: c)lrre_nt.s3 ar.e_­

i!l9Eep"en9e.nt:.. We_s;;b: o.ff Kay,aJ~, I·!l:lll.I\do t_wo; cur,rent re~t!lles,, 

hay:e2 me.t"&_\'_d:. A'lo_ng,, tile, c_o_a_s:t: a_no.t!Ie_rc cpas,t_alJ c)lrren!o. 

is:: e_s_t;>b,l_i.s.he.ll! by)- the, inf:lJl_l<': oJr f:r,e.sll, wat_e_r,.. Also_, west_ 

off K.!!Y:,ak., I.sJ1!_n9J t,he,· s.!leJJI i_s3 wi_lle_ a,nd_r s_h!dJ_p:w, a,nd: 

lo.~c.i'Jl wing: e;E.f:e!'t!lc ffii!Yy b_e2 mp,r.e· iJDP,l>J:.tant: the_re in 

dr,i,v:.ip~_; c)l_r·r_eg t s ,, . 
C)l_r:r.e_nt p,a_tte_rn_s:, wes:.t: o;fc l('ay,ak5. I~sJ_andJ ar,e, CO!DP.Ul:" · 

c_a_t_e.ll:: by/ t!Ie2 eff,e_e;_ts.- ofr thee i.l'J.and; on, the.e wes_t~r,ly:-

vo_r,t_ic_e_so su_c!J,1 as;; tJJ,e, P,et"ma.ne.nt, anPJ;cy;e:l,a,,n,i_e: e.99Y; we.s:b 

of:· Kay,a;k: I_sl.a_nd: (tf!l_e_nc4: e_t: aJ~ .. , ._ 19}8_1)).. 

Se_a_s,O.!l,li_l va_rJ.llb il_;i.ty 

Win,d_s;; a.n9.: c_ur,r_e.Ilt!lc cP,a_n.g_3'2 s_efts.o_n,a:lJy1 o_n, tJte.e cpn,t:l,-­

nent!'.ll s_!J,e_l_L · T.he.c wi_n,!}_s_, i.n, l.li:te" wint_e_r;, and;: sRrJn&; a_r_ec 

sj:_rp_ng].y; we_s.t:wa;r,d: and:t VaJ:ci~a_pl:e_... :QJlrciJl&__; SJllll!lle:r.- the: m.e_a_n1 

~ind:: spreed_, is_- s.]l_b_s~t!'.nt.i.iiJlly;. l.eJl:Sc an9:l tl:J,e.e d_i;r_e_c_t_i_pn,, i_s3 

efts_t:wa;r.d,,. TIJ.e, m_e_a_n: C)l_rcr_enk s.P,e.!'.lli op1 the: s.hel.ff de,--­

c_r.e_as_es.: by, a: fa_ct.o.r:· o.f;: two.o b_e~t_we_en: s.I\rJpg~ an9:: SJllll!lle_r,, 

(J{a.Y:,es.: a_ng, S.cll\l!lli!P.he.r,, 19}.6J!J).. Thgc di_s,chli.r~f' of' f:r.e_sk 

wa;tek a):_s_o, h!lS: a_: s:t_ro.ng__; s_eft_S_OAa:ll s;igjlaJ:_ (~-· g_, ., _ Eig;. 

3.• •. U1);,, wh:i;_c.h: il1l.S3 a: majpk ipj'~l.]l_e.n<:e.' on,- dY]lamic.s;; oJ· s.he)_.fc 

Qi:J"]._q!J.J.PJ.:i_o~n!. 

C_i;r_c)l_l_a_tJo_n, 7,53 



Hayes and Schumacher (1976b) employed a simple 

barotropic model (relating temporal variations in the 

longshore velocity component to the cross-shelf pres­

sure gradient; see Collins, 1968) to data obtained off 

Icy Bay in February and March-April. During the ear­

lier period the longshore velocity and bottom pressure 

were linearly correlated and the barotropic model pro­

vided a reasonable description of the shelf dynamics. 

(The variance in the cross-shelf pressure gradient 

accounted for 50-70 percent of the variance in the 

longshore current component.) In the second period 

there was no linear correlation, and the model failed. 

Baroclinic effects must have become dominant during 

this latter period. 

In the same report Hayes and Schumacher compared 

the coherence between bottom pressures and longshore 

winds for January-February and March-April. During the 

winter there was a strong 

over the low-frequency band. 

and significant coherence 

Only at one frequency was 

there a significant coherence in the spring. Hayes and 

Schumacher noted that for isolated events in spring, 

wind, bottom pressure, and longshore currents were 

visually correlated. However, the coherence, which was 

averaged over the sampling period, was not significant. 

Similar results were obtained for data from a· location 

west of Kayak Island. 

Hayes and Schumacher (1977) have suggested a 

division of seasons on the continental shelf based on 

current meter observations: 

and winter (October-March). 

summer (April-September) 

During winter baro-

clinicity is reduced due to the decrease or cessation 

in the addition of fresh water at the coast, and to the 

increased mixing in the upper layer. This mixing is 

caused by the strong winter winds and by surface cool­

ing. Thus,. in winter the barotropic model p~oposed by 

Hayes and Schumacher (1976b) is fairly accurate. In 
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summer, with the increased coastal influx of fresh 

water, higher temperatures, and greater stratification 

in the water column, the model is not an accurate 

description of the physics of the continental shelf. 

Seasonal meteorological conditions are directly 

correlated.with this seasonality. During winter, winds 

tend to augment local longshore flow (westward), while 

in summer they often oppose the westward longshore flow 

and may add an offshore component to the surface flow. 

The Ekman offshore velocity component in currents is 

related .to the weakly positive upwelling index encoun-

tered during summer. Strong downwelling tendencies 

predominate in winter and lead to Ekman set-up along 

the coast. Coastal downwelling reduces stratification 

and the coastal set-up can drive barotropic variations 

in the longshore flow. 

Wind-driven currents 

The longshore velocity and bottom pressure both 

respond rapidly to storm-generated wind changes. In 

February-March 1975 there were four periods of high 

wind; the currents observed off Icy Bay responded 

within several hours to these events. The longshore 

velocity incr-eased by about 40 cm/s at both -the 20-"m. 

and 50-m current meters. Changes in current speeds of 

as much as 30 cm/s occurred down to 100 m depth. 

Bottom pressures increased by as much as 15 millibars 

(Hayes and Schumacher, 1976b). 

Hayes (1979) investigated the relationship between 

the cross-shelf pressure gradients and the onshore and 

longshore wind components. The pressure gradient was 

calculated from differences between bottom-mounted 

gauges at the 50- and 100-m isobaths (the inshore 

gradient) and at 100-m and 250-m isobaths (the offshore 

gradient). Wind values were placed in 2 m/s ·classes. 

Plots of the pressure gradient-wind comparisons are 

shown in Fig. 3.34. There is a positive correlation 

between the onshore wind component and the inshore 

pressure gradient and between the longshore wind compo­

nent and the offshore pressure gradient. 

Hayes (1979) offers an explanation for these 

correlations. The bottom pressure gradient is related 

to the longshore wind stress divided by the Ekman depth 

for Ekman 

divided by 

driving and to the onshore wind stress 

the water depth for direct wind driving. 

Since the Ekman depth is itself a function of wind 

speed, the pressure gradient is related to the wind 

speed for Ekman driving while it is related to wind 

speed squared for direct driving. 

the Ekman depth is equal to the 

At a location where 

depth of the water 

column, direct driving will dominate (being related to 

wind speed squared rather than to wind speed). How­

ever, where the depth is much greater than the Ekman 

depth, Ekman driving will dominate. Thus, inshore, the 

pressure gradients are related to the onshore wind 

speeds, and farther offshore, pressure gradients are 

related to longshore winds. 
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Figure 3. 34 Cross-shelf pressure gradient between indicated depth contours versus onshore and longshore wind 
(Hayes and Schumacher, 1977). 

3;5 SIMULATIONS OF CIRCULATION 

Galt et al. (1978) made a series of trajectory 

simulations in NEGOA. Their model is a finite element, 

diagnostic model presented by Galt (1975). It calcu­

lates a velocity field from density and wind field 

data. It is a linear combination of barotropic and 

baroclinic geostrophic componel).ts and upper and lower 

Ekman boundary layers. 

The barotropic current component is continuously 

set up by the wind field. Sea surface elevation across 

the shelf is represented as a linear profile which is 

stationary (hinged) along the shelf break. Instead of 

one stridglit line of 

throughout NEGOA, there 

zero-sea-level 

are six such 

fluctuations 

hinges. The 

cross-shelf slope of the sea surface is modeled to be 

proportional to the square of the wind speed times the 

cosine of the angle between the wind and the coastline. 

The baroclinic current component is calculated 

from available hydrographic data and is held constant 

throughout a simulation. Dynamic heights on the shelf 

are calculated relative to the bottom and those off the 

shelf to a reference level of 1200 m. The assumed 

level of no motion thus follows the bathymetry, and the 

effects of changes in depth from one location to 

another are takeh into account within the baroclinic 

component. The baroclinic response is calculated for 

each set of hydrographic data and this response is 

stored in an environmental libraJCy. The appropriate 

response is accessed based on the time of year of the 

simulation to be made . 

Ekman stresses are applied to both the top and 

bottom surfaces. The wind-driven Ekman layer is added 

to the geostrophic components, and the bottom Ekman 

layer accommodates a zero slip condition along the 

bottom. The equations of motion are integrated over 

the depth of the water column and are cross­

differentiated to give an equation for vorticity. The 

model gives a two-dimensional representation of surface 

currents that are the resultants of the several compo­

nents integrated vertically. For analysis of oil spill 

trajectories an additional forcing of 3 percent of the 

wind speed is added . 

The boundary conditions along the coast allow no 

transport into or out of the coast. Along the open 

shelf boundaries of the model no boundary conditions 

are set. 

Large-scale synoptic maps of sea level atmospheric 

pressure data are analyzed to identify dominant wind 

patterns. These wind patterns are considered to be 

quasi -steady states of the atmosphere that are fre­

quently observed. Twelve, characteristic patterns, or 

subtypes, have been identified as representative of the 

climatologies that exist in NEGOA (see Fig. 3.3). 

These are modifications of the weather types reported 

by Sorkina (1963) and Putnins (1966). 

Each of the subtypes is correlated with daily 

pressure maps to determine the best correspondence. 

The type with the highest correlation across the spa­

tial grid is chosen to represent the pressure data for 

that day. (Figure 3. 4 is a summary of the correlation 

for each climate type in each season.) 
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CGeos:n;op'lii,c cwihCls 2aroe rc1i'1Cul'ate'd f£cfr 'each fgtCiCl 

rp<5-i-nt I!~:r:om tt:he ~s---e-leGt:--ed -:weat:he~r tt:ype. 1These '-v--Jltfe--:s 2ar:e 

rput iinto ca rpl'alienmy tbolihCl'aty ll'ayer nmoCI-el Cts'-:i!ni:ill'ar tto 

ttclfat ccff l{;<fr,Clone 1 lfcf6'9)) ttclf<j:t Ccoffiputecs ttche ''sifrffaCce IWiild 

cit'roptlic ''Wi:nCl's 2<f"t'e ITnla\:le f£lir tthose fgltii(! fp<ii:nt'S ttifat 2<fJSe 

'wftliin 5s'o-"'foo l'ltin cocf t1lhe rco'a1ttl1ime, cb'a'se-\:1 con tthe rnear" 

cshoroe fineteoYJlo"gy f£in"ciirigs ctff fReyn<llCls Cet 2,/.L (Q.:f9'7'81). 

FFroin tthe'se cea'lc;U'Tatiiotfs 2a ttw'ir~:'difmetfs'iorra'l'wi'nCI f£-:t--eLCI if's 

rp:rooCiuc'e\:1. 'J'.i'he 'wm\:1 'veC:tor tthat lJi:tes rc-lose·&t tto tthe 

Ypo's'ftiioh c<ff tthe canemoineter con lMiCl'dletoh Inl-l!anCI irs 

rcoriip'aYe\:1 tto tthe cdosetveCI c'd:at'a. TThe tya:ti-io ecff cGJa'-letill<iteCI 

tto Cob's'erved 'Wi'Ii\:1 EspeeCI if's l\fseCI tto >'sC'a'le ca'1ll c<ff tthe 

rdt:he:r Cc'a'lcu:tate\:1 lwinCl Espee'd:s con tt'ne gg:Ji.i'd. ((!The gg:iiCI 

Espacii-tfg if:s l]. 55' I c<ff l)!ati:i!:t\lCl'e 2aii\:l lf5 1 <iff ll'otfg:iJ:tti'de )) 

iFordi'n..,.g tby tlfhe ct:u~l qff ttthe t,.W-1n1i ~s:trr:e--:s:s i:LSs thO-t 

ii:n<i,luCie\:1 iin tt:he "inoCI-e-1 loeG'airse iit i:t:s esma'lll <'clomp·a::,;e\:1 teo 

tt.he rc:JOc5's's-~·sh--e1rf r·setup. fs'lri.ce es'iCiewa'lll ff:Ji.f'ctiD>n i;,--, rnot 

iindlu'detl' ~·~-i!mUr.fti-iOn rte-:sUltE's YWiL1th-ih ?a £few teen:s ('cff 

ltdlloineters ccff tt.he Cco"as:tJ-lii'ne 2<fJOe frfot 2a'GGurat'e . fSh<ilff 

'waves .o,rre 'n<lt fgeher'<ite\:1 l:oy tthe "mo'd-e-1. COrlly llow­

f~r:e~qtre-ncy rrmOtiions ?cf:re iinc3TuiteCi ?ff:ri(} tb'a:rcfdli_ni-:rc :::Shea~s 

:~c:r:re tas~sume\i tto lbe cc-:orrS.t:Jartt tt:lr:routholtt 2any gg±-v'en P§-:ilmlll"a--

tt!i"6tt. -- -

'!'fife <'ffi'a'gii£t\1Cle c<ff tthe CGJa'-ltuJ:ate"d >win\:1 f£-:t--eltl ?at Cea<l'h 

2gii\i rpdillt ifs ~B<f~.retl tby tthe ~~t'&ti-io ccff tfhe l£z-l-houi1y rrme-an 

'win'd "spee'd C~recor'de1d loy "an caneinomete:il) tto tt:he 'win'd 

'sp--eed cc'a'LCul'ateCI l£crr tt.b'i's fp<ii:rtt. fFe:r-t\.ncb·at:',ions ;in tthe 

'·wihCl ca:re jirl:tY<itl\.IC'e\:1 loy estiotrac:tiing tthe lhOuJ!-ly ttiiine 

~·se·riies ·,v~ro~d-f-bies f:t--r0In ttthe :::sc-..3'-1-ei:l \·W-ini:l f£~i--e1Cl ccft t-t±lfe 

?aneinO"lli'eter·. 'IThe ',vecto'r ccomponent:s c<ff tthe fpei:tutb'ati-ion 

·-vel'o-dJt.y care Cs-c:a'le\:1 ffcfr Ceach ~g:iia l:]jy lthe rpatiio c<ff lthe 

c<fa'L<iul!ateCl 'wi'Iitl 'Spee'd's 2at ca l'gr-i'd Ipciint tto tcliat aat tthe 

"an'einbme:te·r-. TTneh tthese cs'c'a'-lell lpe·r:tu:tb'atiioh ccomponents 

2cfte '-'a·Wde'd tto tthe \V'e,_lo-6-itty Cc~llGll-hi-tei:l aa:t te'a-d:h gg:ii(i 

rp<iint. 

1The ce~-lGUl-:aeeii CGUtJ:erit:-:s ca.Ye s-sec;il-leCi ccJ.t eea-Gh ggii<l 

Jp<ii'nt toy tt.he rtoatiio c<ff tthe rc•a'LCul'ateCI 'clur:!'eri:ts rne·ar ca 

C(jiffcreri:t ITmeter llo<Oatiioh tto tthe rob-s-e:f.ve\:1 Cc;ut,rent's lEheiJOe. 

fpe:J!:tmlo·a:-tiions 2<f!'e cc'a'-rttira:te\:1 loy 'stio·u:,;-a-c:ti.i'ng tt.he fgeo·­

c&u:I'opb'i'c 'G'omponeri:ts f£-rom tf:he lhoii'131y wa'lues ref£ 'clut:!'eri:t's 

r!'e"cor\:leCl l:oy tthe Ccjiffcrent "in"Bter,. TThe fpe:J!:tiillooa:tiioh CG"'iiipo·­

rneri:t's aa:,;e rsaa'-l:eCI i.oy tthe rtoatiio r<ff tthe cc-a'letil'ate\:1 rb'aJOo-­

tu:ropi'c rcompon--erit's tto ttl:hose co os·er.ve'd 2at tthe 'GiilffJOent 

Cffietelr llo0at-ion. 1'fhe C(}(j"lfipohent's ccff tthe fp"eiJ!:tUtb'atiioh 

'v--e-lod-fty tt:h&t aa::re 2a'-li:i?gneCl 'wfth ttife lloc•a'-l lHa::r<JU:JOop':rc 

c<:u!!rerit aare aa:\:1\:le\:1 tto tthfs rcompoiient. TThe rs'G'a1liing cof 

tthe i!feitmlb•atiion 'vfi-loc'-:Gty eensu:te's ttlfat ';;,heh tth--e:,;e ''a'JOe 

rs:u·rooii'g l·winCI:s ttheJOe >w-illll lbe 'itron'g lb'a:Yd'u!'o]liic C(jifr:reltt's.' 

2aiiCl tthii's ltheJOe 'willl-l lbe e&t:r,o!fg rpei-tlf!Cb·ati-ioh \v--e-lo'C:i!:tiies·. 

F];i:i,ve cas'sumptiiorfs 'are lb'acs':rc tto tthe nmoCIE!l: 

((lJ)) TT!fat \the cs\lr:'f'a:ce 'wi:nCl f£-:t--elCI C@an lbe 

r10--e1iate\:l tto lDrr:ge·~:s-GJa'l:e 'syhoptii'c '8e'a 

llev-.ll ~)J'JOe-s-sUJOe :rmaps. 'ltb'i's za:ssump·­

tt:!ion ii's tpJOob·allly 'va'Ji±'d ttifrcMghout 

tthe ~g:""J5i<I te}ft:ePt rnear c<roaS:tJ-lLine~s .. 

((Zil) TT!fat 'surif:a'c!e Ip:JOe's'suJOe "in'ap's c<fan lbe 

rt,e'jjiJOe's'ente'\i iby "a f:few &geneii'c fp'at­

l1feYns-·. - 1The'se lp'a:1J:tre-riis ·care-capproir­

nmatiiotfs c<ff tthe na:C:t\fa'l rproe's·sure 

"map's:; ?about l]}j fpet'clerit ccf:f lthe 

rre-Gcrr<l:s ce'Ah tbe cco~:tY~l'ct~te~ \·W-itth Lthe 

::se.t cc{£ 1-wea-tt.he~r ttype-s ;;Witt.h ?a cc(rtrce·­

ll'atiion ccff co .17 ca·r tbe-ti'te'r-. i'A ''cor-re·­

ll'&tci<i'n c({f co .i'7 i:i,mpliie"s tthat ?about 

l!ia'lff ccff tt.he 'Va'ii'aii'cle iin tthe rpres-­

"sure "ina'p cc'a:n lbe naccotirl:te\:1 ffo"r lby 

ttihe cs--e:te"dte'\i 'cdlc:i!m'ate ltype "m·ap. 

'IThlis lthe cc!-Jiirm&te tuyping ires '<ft 

'wor"it, ~5o rper,-cent eeffec~tcwe 7'ts 
rpet~crertt co~f Lihe tti:Vme. 

(r»l) '!T---lia'.t tt'· lie ' .. -- - -- "t I.:'J -- ·<:::-U-F:ren 

<'decompose-a 'compl-et--e-ly iint:o 1oaro­

ttro]li1c ran'd loaroo--dlii'ril<: §ge<i'sYropliic 

rcoin'poheri.ts . 

rre'rits <ate th'ah<fte'd 'thYoiigh cthe 

rs-,·a'Jiing fifi'o'Gess c-a:n\:1 loy iinc-lu'diri'g 

tt.he rpe:t:turliatiion tt--e:rm <'alfd Loy rc'a'lcu:­

ll'atii'ng !'Ekman cc;u·r:JOent's . llioweve:r.' 

ttb':t:s Ip-!'oce·s·s rne'g-lect:s tt:he rsp'atii'a'l 

wa::r'f<l:l:iil-lii:ty ttlfat i:ts "a·s-soc-rate'd •.wfth 

tthese cc;ul:CJOeri:t's . Ttlifs llos's c<ff 

r~e·ci:-:ti.:t·s·m i±·s rplfOh'clBly rnot ~:Si::gri-££-i-­

q~a-rit_,, ::·S-itiCfe tt:he rn.et (di-itf-t <-a~s~scrc:r­

<•ateCI 'with lf:he aa:'d'diti<ii:fa'l C(jiffcJO'ent 

c'dompoheiit's t(e .•g ., , ttiCla'l ror iiner~ 

ttira'-ll) i:t:s 'sma'lll. 

CE-4') TT!fa-t tt.he ibatod1ini,c ''<lUHent iHf!lCI 

irs rconst·ari.t caur,iiig "'each :simula-tion. 

Ttlf-t·s a.:rs·sumpu-i·on Ji's rD.eGes·s~ary t.be·­

cc·;Hfse Cof lflfe l]!a-ck ccff ihy<lr'o'graphic 

~d·at'a. IHoweve:u, tthe thy'irr<fgYapb'ic 

£:5-f:e-td·s cc'an 'Vaty cover 2a ttiime rp·e:Ji.io'd 

:::Sh<rfte~r tthan tt:he ttwo rmcrrit:h ~s:-imUJ:a--

- ttiion lpe'tio'tl. 

((:Sl) 1Tliat !barotropic 

ii'Iis:ea:ntJaheo\ls'-ly 'w-:i'th ccihanges iih lthe 

'wirt'd f£-±--el'd. -~The 't£ine ila:'g tbetween 

'win\:! <changes . aiitl .cset~up jis con 'the 

C'Qr,\:ler lOf ih6UtoS <ai:[\i ;p·rob'aJ:ily Ctl<i'eS 

ftiot ggr'e'atlly ri:6"fe'Gt ti:he ct,esults. 

C£oinp'aiisons ccff r·sea llevf!l,, !long·sh'or,'e 

ccurrent·s, :an'd 'l<iin'ds 'in 'NEGOA "imply 

lthat tthi's ,'a:ssllmpt'ion !,probal:ily 'is 

"v-a'-1-ia iih 1w-iifte·r Lbti.t ;·not Lin ::slimiJie'r 

((Hayes <ana :-schlirriachE!n, '1976a1) •nor 

if'o:r ilow<f'JOeqtiency .l(ctiime cse<ile cdf <a 



''month' or !longer>) 'vad:'a-ttions ((Royecr;, 

ll97-9a) 'throughout cthe :year-. 

'In ct.he 'eiq5erc:iiments 'repcfilt!td iby C(>a'lt Eet :al. l(i:f9181),, 

:seven tre-lea·se E!;'ite's '.weYe LuSe\1 c1Juring -Utily.:A\fgu·st lgfi4 

ana Fehtuar.y-'MaYch ll97:s. 'At 'each il<icabioh lfo·r <eailh 

•season trelea·se·s ·of ··oil 1were :·si!mU:lated 'every i:£ive •\J·a:rs. 

T-raijector-ies Lfor 'each rre-le·ase ·were cc:oritinuea tunttill tthey 

ex-ite\1 tfhe "mo\lel tboundar-ie·s 'Or 'Untill tthe Ltiine lJ<.:Dmict c{[f 

two 'month·s '-was cexceeded. 

Ba~rocllinic \currents ',Wer-e (domina-ted i.by r;mesost~a:-le 

ed'aie·s ta'-long Lthe 'continental oilope. 'Except ifor lthe 

· baro'C-l!-inic Fgyre ''West 'O,f <Kayak li-sland, cthe tbarocl!inic 

'cu'r'-reri:ts CQ'n tthe tshelrf ·-were 'rel'atiively 'weak.· JThe 'sbt,ong 

w-inds ''that cexi'St 'in <.winter ccaused ?gl'eater <\li'spl!acemerits 

cin lthe l'simU:lations 'than •do cfhe '-we·aker l'summer lw-in\l's. 

'>The r,elease >sttes •are 'shown •in >(Fig. 3.BS'). -,Those 

releases [made c·at :Si-te LOne ''ten\led '-towards lthe tnoi'-t.hwe:st; 

•pdlllut'ant·s lin cthese Jpaths tcoU:l'd -affect 'a l]}a:I'ge :•area •cif 

•-the 'coa:s:t)ltine. ·;The , winter rre-l'e'ase·s ttravele<l t:f?a'i'-ther 

·ana Cspr'e'a'd lf'ai'-the:r Lfhan Ldi\J lfh()Se ±fci;oin tthe fsi:tmn)er 

~r~-le.,as=e·s . 

?the ES'Ji:te 'ITwo ttYaJje'ctoliie's 'seeme'd tt'o Lbe sg·re'atily 

Iflf:fcluen<fed ljjy Est:rong LbaYo<Jlciific CGli'r'reti:ts zat 2ah'\:J Eseaward 

cQ:f tthe osh<!Ji£ tore"a·k. 2SeVeta'l <of lthe 'siiliinfe·r LtcraiJectci'iie's 

11-e"d tto tf:he tea's't and ?appeal:'e'd lto fflilllow tthe >subinali-ine 

'vafley tf:lfat !leads tto '-Yaktit'<it 11lay. 'Other c,l!re·,rs·e·s 

''seeme"d '-to Co'sc':iiJ.illite :'1/rong tthe ce'dge Cc)f ttlie ''sh<il!£. TTwo 

'othe-rs rmoved :·s·out.nwa:r'd 'off <=the :·sheH c·ail'd <a<Fl'o'ss <the 

>'slope. 'iThe 'winter ,rfilease·s 'inove'd <eastwa'r'\l iini-ttall1y 

:under Cfhe Lflffluence CQf Lb'ar<ic'-J!fni-c '-GUI'I'ents .along lthe 

·slope. ·'Then 'some :moved 'nor'thward -and 'I'ea!che'd ''the rcoast 

and '-one 'ffioved 'offshore ·-and ·was 'quickly -advec-ted 'West·­

wal'd •by ·the -'Alaska :stream. 

i·Ma'st rof '-the 'I'ele'ase·s cat 'Site 'Three rmoved 'onshore 

over -a ·-wide :(ab'out ,70 'km') front. ;In summer 'two 'moved 

::t:o '-the :e·ast, 'probably -dr-iven tby '.winds. In 'winter-, <one 

ctc<ileaSe :moved •o':fifcshore ,:and 'eastward tuhder ifhe Liri:fluence 

'-of l'a ibarochriic :e'&!y :along lthe rcqti:tiinerita'l :'shE!l!f. i'fwo 

·others '-went :toward 'the 'west :and :grounded ron tKayak 

'Island. 

iAl!most .c,l-1!1 rof tt.he rtcelearSes 'made -at tSite iFour >·moved 

·:to Lthe rno·r-th c·an\l '-west; 1howeve:r;, tther'e ·wa·s Ca rwi\Je >sp·a-­

lt:iial >scatter irn tthe ttYaije'Gtorie's tthat 'i's '-a-ttcr'-ibtited 'to 

tthe 'complex ibatihyine-try iin tthe "area. TTheSe rr,E!re·a•s·es 

'appe·ar tto rre'a:C:h tithe cc:oa-s-t. lin 'winter na :·s'ingl'e rr:-.ire·ase 

'Cti!'av<iled tto ctfie Csouthe'alSt <aGJOOSS ttlie c·glfel[f <an'd :·slope. 

lFHim tt.he >stte csotit.hwes~t cof 'Kayak IJ's'-l'and, c1hte 

!F,_:i:Ve-, Errfo'S:t _r_r~-leas-e:s ~~moved Irt<:rFth cor 1.-weS:-t ~:an(l rre'aGhe..:d tthe 

'coast:il!ine cc{f :Ko\l±ak ii'slan\l. lin ttilie 'stiiiliner rs£nn.ll'a.:ttions 

~'a tfew cre-l'e1fse·s ttrraVelll'e\1 ce·a·stwar\1 •'a's tf'ar cas Iloy IBa-y. 



In the winter simulations one release passed around 

Kayak Island and went southeastward, again under the 

influence of baroclinic eddies. 

From Site Six many of the releases got caught in 

the anticyclonic gyre west of Kayak Island. Of those 

that escaped the eddy, many went northward_ to the 

Copper River region. One summer release went to the 

east and landed half way between Kayak Island and Icy 

Bay. A few of the winter simulations moved westward, 

north of Middleton Island, and then northwest to Hinch­

inbrook and Montague Islands. 

The releases made at Site Seven generally moved 

towards Hinchinbrook Island and Prince William Sound. 

Some of the summer releases traveled east to the mouth 

of the Copper River and some went west, as far as the 

southern region of Montague Island. The spatial varia­

bility was less for the winter simulation, but one 

release left this region by going first south and then 

west. 

When the trajectories of the oil spill simulations 

and those of current drifters (Figs. 3.24-3.26) can be 

compared, the differences are (triking. Almost all of 

the drogues moved inshore and then were advected 

quickly along the coast to the west. ·Few of -them moved 

off the shelf. In contrast, several of the simulated 

releases went off the shelf. Interestingly, some of 

the simulated releases were advected to the southeast 

instead of toward the southwest. In general, the 

simulated releases were more dispersed and had smaller 

net displacements. It is possible that much of the 

noise in the drogue trajectories was removed by the 

data-smoothing techniques of Hansen (1977a). Although 

the simulations do not appear to be good representa­

tions of the drogue trajectories, there are a number of 

differences (time of year, data time increment etc.) in 

the conditions of the two studies. Also the drifter 
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drogues were deployed at 35 m depth while the simula­

tions were made for the surface. 

3.6 SUMMARY 

Circulation in NEGOA consists of three major 

regimes. Seaward of the shelf edge is the Alaska Cur­

rent, with an eddy-infested region lying inshore of it. 

SUMMARY OF SURFACE CURRENTS 

Near there is a strong westerly coastal jet, while over 

the continental shelf there is a weak mean longshore 

flow (Fig. 3.36). 

3.6.1 Alaska Current 

The Alaska Current, part of the counterclockwise 

gyre in the Gulf of Alaska, flows westward just seaward 

'""' m 

Figure 3.36 Conceptual summary of the surface circulation in NEGOA. 



of the shelf break. It has a surface layer of low 

salinity and a subsurface temperature maximum. Associ­

ated with the Alaska Current is a. permanent halocline 

at about 150 m (Galt and Royer, 1975) and warm surface 

water (Royer and Muench, 1977). 

The Alaska Current is a narrow (less than 75 km in 

width) , high speed flow. Mean speeds are probably 

about 60 cm/s, but extreme speeds greater than twice 

this value have been reported. Mean transport for the 

Alaska Current has been estimated by Reed et al. (1979) 

to be 9.5 x lo6 .m3/s (0-1,000 db). There is disagree­

ment on whether a seasonal variation occurs in the 

transport (Royer, 1979c; Reed et al., 1979). 

Royer (1979c) describes the Alaska Current as a 

boundary between the warm, high salinity water of the 

North Pacific and the cooler, lower salinity water of 

the continental shelf. It is not stationary, however. 

Though the Alaska Current generally parallels the shelf 

break, it does meander inshore and offshore. 

Large (100 km in diameter) eddies are found in­

shore of the Alaska Current. Although they do not 

propagate onto the shelf, these eddies have a lifetime 

of about two months. At high frequencies (time scale 

--·of- two to several days) ·the- el!Oies are-- vertic:ally 

coherent and largely barotropic. . However, they also 

have a baroclinic · component. Baroclinic geostrophic 

speeds of 46 cm/s (0-1,000 db) have been estimated. 

3.6.2 Coastal jet 

Trajectories of drogues (Royer et al., 1979) have 

shown the presence of a narrow coastal jet. It has 

also been observed in nearshore hydrographic data 

(Royer, 1979b). Distributions of suspended matter 

(Molnia and Carlson, 1978; Feely et al., 1979) clearly 

show the advective effects of this current as sediments 

are carried towards the west with· some apparent off­

shore advection. 

The coastal current or jet is 20-30 km wide. 

Typical baroclinic speeds are 15-40 cm/s. It appears 

to be stronger in fall and winter, probably in response 

to increased levels of fresh water discharged along the 

coast. The barotropic component of the coastal jet is 

largest during winter when strong winds cause sea level 

setup. 

Royer (1979a) has shown that seasonal variations 
. 

in coastal sea level are caused by changes in local 

steric values, which are caused by seasonal changes in 

the influx of fresh water along the coast. Thus, 

seasonal changes in speed of the coastal jet are bare­

clinic. However, on shorter time scales (on the order 

of a day to a week) the coastal jet varies barotropic­

ally with changes in the wind field .. 

A coastal current appears to be present throughout 

the Gulf of Alaska. Although it is diverted offshore 

by Kayak Island, a new current forms west of Kayak 

Island largely because of the influx of fresh water 

from the Copper River. 

3. 6~3 -Circulation· on~ the continental slfelf 

Mean currents over the continental shelf are weak 

in comparison to the strong Alaska Current and to the 

strong coastal jet. Flow is longshore towards the 

west, but there is also considerable cross-shelf flow. 

Buoys drogued at 35 m depth undergo rapid onshore 

advection over the shelf (Royer, et al., 1979). Cur­

rent meter records at one mooring show onshore flow at 

all depths below 20 m. Thus, although there are few 

observational data, (see Fig 3.28) there may be a 

strong offshore flow in the upper 20 m (to conserve 

mass). If this strong offshore flow does exist, it 

probably would advect surface pollutants (e.g., crude 

oil) seaward, away from coastal resources. However, 

Royer (1979b) states that near-bottom flow measured by 

current meters "is generally offshore. Conservation of 

mass could be met\ by this flow. 

Low-frequency (time scales longer than a month) 

dynamics are controlled to a large degree by levels of 

coastal precipitation and runoff. Variations in steric 

heights over the shelf near Seward can be accounted for 

almost entirely by variations in the coastal influx of 

fresh water. At Yakutat, where there is less precipi­

tation and a narrower shelf on which fresh water can be 

contained, the influence of the influx of fresh water 

on sea level is smaller. At higher frequencies (time 

scales of one to a few days) winds control sea-level 

fluctuations. Hayes (1979) has shown that the sea 

level (bottom pressure) responds to onshore winds in 

shallow waters, while in deeper water (depths greater 

than 50 m) set-up from longshore wind is dominant. 

Kayak Island, which separates the relatively wide 

continental shelf to the west from the narrower shelf 

to the east, is an important topographic feature that 

controls circulation. It also forces_the coastal jet 

arid-the Alasl<:a- -CiirreriC into close proximity. Directly 

west of Kayak Island is a permanent, clockwise eddy. 

It has a strong baroclinic component, with speeds 

estimated to be 15-30 cm/s (for 0-100 db). Apparently, 

low-density water is supplied to the eddy by the 

coastal current, and this water provides at least some 

of forcing for the. eddy. Galt (1976) postulates that 

this eddy is a potential site for the accumulation of 

surface pollutants. 

On the shelf west of Kayak Island mean currents 

are weak. Local wind forcing dominates this large, 

shallow region. -Near the coast flow is controlled 

largely by freshwater discharge from the Copper River. 
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I 
Baroclinic geostrophic currents toward the west are 

established by this outflow. Suspended matter from the 

Copper River appears to be advected westward and into 

Prince William Sound, largely through Hinchinbrook 

Entrance (Feely et al., 1979). 

On the seaward edge of the continental shelf the 

Alaskan Current influences circulation. Eddies formed 

on the landward side of the Alaskan Current transfer 

momentum to the shelf. However, it appears that the 

eddies do not propagate onto the shelf (Hayes, 1979). 

Royer (1979b) suggests that eddies observed on the 

shelf formed in the western Gulf of Alaska and propa­

gated eastward. 

3.6.4 Exchange with Prince William Sound 

Prince William Sound is a deep ( 450 m) basin 

connected to the Gulf of Alaska through two relatively 

shallow (100 m and 200 m) channels (Schmidt, 1977). 

Exchange of water between the sound and the gulf is 

important to the dynamics of each and is important in 

assessing the potential effects of pollutants. 

Recent drogue studies (Royer et al. , 1979) have 

shown that there is a flow into the sound in the-neai: 

surface layers. This could be an ageostrophic flow due 

to differences in density of the water in the sound and 

just outside it (Royer et al., 1979). Schmidt (1977) 

states that water at depths greater than the sill 

depths are exchanged through advective inflow at depth 

and turbulent diffusion. Below the surface mixed layer 

but above the sills, exchange is affected by advective 

intrusions of ocean water. Diffusion processes prob­

ably occur throughout the year, whereas advective ones 

may occur only in the summer (Schmidt, 1977). 

Since direct observations of currents very near 

the surface have not been made, it is uncertain whether 
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surface-borne pollutants would enter Prince · William 

Sound. However, the observation of suspended matter in 

surface (5 m deep) waters (Fig. 3.28) suggests that 

there is inflow through the eastern entrances to the 

sound. 

3.6.5 Forces controlling circulation 

Winds drive barotropic motions on the time scale 

of a few days. On shorter scales, winds undoubtedly 

cause surface advection and mixing. However, there is 

no evidence that seasonal changes in the wind field 

cause seasonal changes in the circulation. 

The coastal influx of fresh water is a major 

driving force. Seasonal changes in the discharge drive 

seasonal changes in the nearshore region. Precipi­

tation and runoff are the source of low-density water 

that sustains the horizontal pressure gradient which 

drives the Alaska Current. 

Winds and the influx of fresh water act in concert 

in determining coastal dynamics. Low-salinity surface 

water is held against the coast by the strong down­

welling tendency in winter winds. In summer, when the 

----- -- - rn-a gnTtude- oT -tile -upwelling-- Tndex -is ---small; - s ilr-fii ce···-

waters are not pushed onto the coast and, partially as 

a result of this, the baroclinic forcing of longshore 

currents is reduced. 

Bathymetry plays an important role in determining 

circulation through the gulf. Mean flows are largely 

parallel to bathymetEy. Troughs in the shelf appear to 

divert flow shoreward. Kayak Island diverts the 

coastal current seaward which provides low-density 

water that drives the clockwise-rotating, baroclinic 

eddy west of Kayak Island. Also, Middleton Island 

shoals block the· westward current and force it inshore 

or offshore. 

The Alaska Current is important as a source of 

momentum. However, the mechanisms by which momentum is 

transferred onto the shelf are not understood. 



CHAPTER 4 CHEMISTRY 

K. W. Fucik, SAl 

4.1 INTRODUCTION 

Terrigenous, biogenic, and petrogenic hydrocarbons 

all occur in the marine environment. Terrigenous and 

biogenic hydrocarbons occur naturally. One of the 

goals of OCSEAP is to assess changes in the Alaskan 

marine environment resulting from offshore petroleum 

development. First, however, it is necessary to 

identify present levels of hydrocarbons and their_ 

probable origins. 

Hydrocarbons in the water are likely to increase 

during the exploration, production, and transportation 

phases of development. Because some of the 

hydrocarbons common to petroleum are also produced by 

marine organisms, natural background levels of 

hydrocarbons must be established before contributions 

from petroleum development can be measured. Techniques 

developed for tracing the sources of hydrocarbons will 

also be valuable in future monitoring and assessment 

programs. 

······The-· ·few ····studies --of· -·-the chronic·-- effects· --6f 

petroleum operations on marine environments have 

reported little damage. In a comprehensive study of 

the effects of almost 30 years of petroleum operations 

on the estuarine and offshore waters of Louisiana, the 

Gulf Universities Research Consortium (GURC) Offshore 

Ecology Investigation (OEI) found that concentrations 

of all compounds associated with drilling or production 

were too low to be a persistent biological hazard; the 

region, which is very productive, appears to be 

ecologically healthy; and study sites in Timbalier Bay 

showed no significant ecological change as a result of 

petroleum operations, which began in 1952 (Oppenheimer, 

1977). 

Another study has been monitoring the effects of 

an oil and gas field in about 20 m of water off 

Galveston, Texas. Although production and development 

began in 1960, petroleum operations appear to have had 

little effect on the local environment. Hydrocarbon 

levels in the water have been low (<35 ppb), and 

petroleum hydrocarbons have been detectable in the. 

sediments only in the immediate vicinity of the 

platforms (Jackson et al., 1978). 

In the same area, Armstrong et al. (1979) examined 

the effects of an oil separator platform in the shallow 

waters (~ m) of Trinity Bay, Texas. Reduced benthic 

populations near the platform were correlated with 

naphthalene concentrations in the sediments. 

drastic changes were noted within 150 m 

The most 

of the 

platform. Total concentrations of naphthalenes ranged 

from 6 ppm to 22 ppm. No changes were evident 500 m 

from the platform. 

The effects of major oil spills have been 

variable. The Argo Merchant spill appears to have had 

little lasting effect on the environment (Kuhnhold, 

·- 1978 ;-M<:>t!<on:;-1978};-ptolialily-liecaus-e tlie ·oil -remaine-d­

in open waters and did not come ashore. The ultimate 

· effect of the Metula spill is unknown but may be· 

significant at heavily oiled sites (Straughan, 1978). 

The Amoco Cadiz spill contaminated littoral communities 

immediately (Hess, 1978); the long-term effects of this 

spill are under study. Studies of the effects of the 

IXTOC I blowout in the Gulf of Mexico have just begun. 

In gas and oil field operations heavy metals can 

enter the marine environment in formation waters, 

drilling muds, crude oil, or sediments. Studies in the 

Buccaneer oil and gas field off the Texas coast showed 

elevated levels of barium, lead, strontium, and zinc in 

the sediments; these may have come from petroleum 

operations (Armstrong et al., 1979). If these toxic 

metals are incorporated into the marine food web, they 

could ultimately contaminate human food and are thus a 

potential health hazard to man. They may also cause 

permanent changes in local animal communities. 

Knowledge of the present concentrations of heavy metals 

in the water, sediments, and biota of Alaskan marine 

waters is required before oil development begins so 

that future changes in metals concentrations can be 

accurately measured. 
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4.2 DISTRIBUTION 

HYDROCARBONS 

AND CONCENTRATION 

4.2.1 Water column concentrations 

OF PETROLEUM 

Hydrocarbon levels in the surface waters of NEGOA 

were measured at a series of standard hydrographic sta­

tions (Fig. 4.1) at various times from 1974 to 1976 

>000 m 

0 46 •37 

•sgs 0 36 

STATION LOCATIONS 

•12 
•13 

•14 •15 
•16 

14r 146° 144° 143° 

Figure 4.1 Chemical sampling stations in NEGOA. 
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(Shaw, 

levels 

1975; 1976; 1977) 0 The analyses indicated low 

of hydrocarbons that are characteristic of un-

polluted areas (Table 4.1). The results are similar to 

those from other areas of the Alaskan Outer Continental 

Shelf. Higher levels in April and May than in winter 

probably reflect the higher biological activity during 

the spring. This suggests that hydrocarbons are bio-

genic. No spatial trends in hydrocarbon distributions 

0 26 

•ss 

0 21 

•2o 

'""' m •19 

142° 

are evident, although a larger sample might reveal one. 

Gas chromatograms from samples collected near 

known oil seeps between Katalla and Icy Bays showed 

that these oils are highly weathered petroleum. They 

are quite unlike the hydrocarbons found in the surface 

waters and sediments of this area. 

Tar was found in only 8 of 37 seston tows. Less 

than 10 mg of tar were collected from every station but 

Table 4. 1 The levels (mg/kg) of hydrocarbons in the 
waters of NEGOA at various times in 1975 and 1976, 
(Shaw, 1975; 1976; 1977). 

DATE 

Station 
No. 2/75* 5/75 9/751,2 11/751 2/76 1 9/76 1 

1 ND ND c c 0.11 ND 
2 0.07 ND ND 0.08 
3 0.17 0.02 
4 0.32 0.02 
5 0.03 ND 
6 12.8 c c c c 0.02 ND 1.53 0,16 
7 0.04 ND 
8 0.12 0.10 
9 c c ND 0.09 
10 0.11 0.24 
11 0.15 0.22 
15 0.32 0.87 0.09 0.15 1.00 0.95 
22 10.0 
23 ND ND 
24 c c 0.17 ND 0.54 0.33 
26 10.5 
29 ND 0.86 c c 0.56 0.16 
30 c c 0.86 0.59 
32 " (3 .1) c c 
33 <1 (4.2) 
39 c c 

------------- --37-------(3-:-1")-- -----19-:-7-- -- ND--1-.-16---- ---0.04---0.08 ------0.86--0.19---
39 " (2 .5) c c 0.06 0.07 0.37 0.14 
40 <1 (4.2) 
41 (3.4) 13.8 c c 0.18 0.03 1.81 7.72 
42 (2.6) 
44 (3.0) 
47 (7.0) ND 4.25 0.04 0.45 1.51 0.04 1.02 0.36 
48 (3.3) 
50 ND <7.0 o.os ND 2.06 0.08 
51 54.2 0.57 2.45 

(offscale) 
52 c c o.os ND 0.58 0.55 
53 (3.9) ND ND 0.46 0.33 0.11 0.08 
55 (3.3) 
57 (2.5) 0.19 0.07 
58 0.18 0.05 
59 (1.4) 
70 0.49a 0.36 
75 9. 7 0.06 0.33 

PWS 12 <! (5.8) 
PWS 107 22.1 

* The number in parentheses was derived from a Tenax extract; the first number was 
derived from a CC1 4 extract. 

1 The two numbers represent hydrocarbons in fraction 1 and fraction 2, respectively. 
Fraction~! is a hexane extract and includes saturated and some olefinic hydrocarbons. 
Fraction 2 contains larger and more extensively unsaturated hydrocarbons, a.romatic 
hydrocarbons, and some non-hydrocarbon organic compounds. 

2 ND =Not detected; C = Contaminated sample. 



one (48), where 127 mg _were found. Seventy-seven 

seston tows in Alaskan waters covering 740 m2 of sea 

surface yielded a mean tar concentration of 2. 17 x 

10-3 mg/m2 . Overall, these tar levels were lower than 

those found in other parts of the world's oceans. 

4.2.2 Sediment concentrations 

In aquatic ecosystems the sediments are the 

ultimate sink for many contaminants. Processes that 

increase the specific gravity of petroleum, causing it 

to sink, are (1) evaporation and dissolution, (2) 

degradation and oxidation, (3) formation of dispersed 

particles and subsequent agglomeration, (4) absorption 

and adsorption by particulate matter, and (5) uptake of 

seawater during emulsification (Clark and MacLeod, 

1977). Several examples in which the incorporation of 

petroleum hydrocarbons into the sediments has resulted 

in chronic pollution have been reported (e.g., Blumer 

and Sass, 1972; Vandermeulen and Gordon, 1976; 

Armstrong et al., 1979). 

---se-dimenc liydrocarbons-nave_b_eeO:analyzed-from only 

a few locations in NEGOA. Shaw (1975) found total 

hydrocarbon levels· ranging from 1. 1 to 26.3 IJg/ g wet 

sediment (Table 4. 2). The hydrocarbons 

represented a small fraction of the total hydrocarbons 

present, with weights ranging from 0.2 to 17.5 IJg/g wet 

sediment. Kaplan (1976) found that the amount of 

organic matter in the sediments was less than 1 

percent. The total weight of the hydrocarbons ranged 

from 141 to 196 IJg/g dry sediment. When broken down to 

its component parts, the saturated fraction contained 

the lowest amount of extractable material and the polar 

component contained the most. 

Table 4.2 Weights of· total hydrocarbons in the sedi­
ments of NEGOA. 

Station Shaw (1975) 3 Kaplan (1976)b 

Solvent 
% organic extract- Liquid chromatography 

carbon ~ Saturated Aromatic Polar 
1 
3 
6 
9 

13 
16 
19 
22 
26 
30 
32 
37 
39 
41 
42 
43 
44 
48 
so 
51 
52 
53 
55 
57 
59 
75 

PWS 107 
PWS 12 

4.5 
16.2 
13.7 
2.4 

10.9 
5.3 
1.4 
1.2 
3.7, 1.1 
3.1 

13.0 
5.0 
7.2 

17.2 
12.5 

11.1 
16.0, 14.8 
22.1, 15.1 

14.4 
15.9 
7.8 

26.3 
18.5 
16.7 

3.0 

0.84 143.1 

0.66 141.1 

0.78 170.4 
0.73 195.8 
0.81 146.4 

0.92 162.3 

0.92 159.6 

a ~g hydrocarbons/g wet sediment. 

b ~g hydrocarbons/& dry sediment. 

7.07 

18.71 

29.77 
26.11 
15.52 

20.55 

12.27 

31.80 

18.71 

47.97 
11.19 
28.83 

26.71 

39.27 

70.67 

76.92 

82.70 
143.60 
88.73 

100.68 

98.18 

Attempts to determine the origin of the 

hydrocarbons were inconclusive. Shaw and Kaplan found 

no traces of phytane in the sediments. Shaw noted the 

absence of a large unresolved envelope in the 

chromatogram traces. This is in contrast to sediment 

samples collected near known oil seeps in NEGOA that 

were characterized by highly weathered petroleum 

(hence, a large, unresolved envelope). 

suggest that the hydrocarbons are 

Both findings 

biogenic. A 

petroleum origin for these hydrocarbons is supported by 

the absence of odd chain lengths in the hydrocarbons of 

the benthic sediments (Shaw, 1975) and by Kaplan's 

(1976) finding that the odd/even ratio for his samples 

was greater than 1 but did not approach the higher 

values ("-2) often observed in young sediments. This 

ratio is near unity 

biosynthesized n-alkanes 

for petroleum, whereas 

usually have odd carbon 

numbers. Further evidence for a petroleum origin was 

an absence "of c17 or c22 olefinic hydrocarbons' often 

associated with young sediments in which the organic 

matter is largely derived from plankton (Kaplan, 1976). 

From analysis of sediments from south-central 

Alaska waters, Shaw (1978) determined that adsorption 

of hydrocarbons onto the sediments is unlikely to be a 

major factor in the dispersal of spilled oil. In the 

immediate vicinity of oil spills, however, oil droplets 

may coat sediments and sink, thereby increasing 

concentrations of oil in the sediments. 

4.2.3 Hydrocarbon levels in the biota 

Marine organisms accumulate petroleum hydrocarbons 

either directly from the water or by ingestion. 

Laboratory and field studies have shown that some 

organisms accumulate hydrocarbons until they die or are 

removed from the hydrocarbon source. Once removed from 

the source, most organisms can rid themselves of the 

hydrocarbons accumulated in their tissues. Crustaceans 

and fish can also metabolize hydrocarbons. Little is 

known of the fate or effects of the metabolic products 

of hydrocarbons on organisms. 

Petroleum hydrocarbons may be acutely lethal or 

chronically sublethal to marine organisms. Their 

effects vary with species, life stage, nature of the 

oil (i.e., crude or refined), and the degree and 

duration of exposure (Rice et al., 1977). Most of our 

present knowledge comes from laboratory studies. 
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Only ten ·samples of biota collected from NEGOA 

have been analyzed for hydrocarbons. These include 

samples of Fucus distichus, Mytilus edulis, 

Chionoecetes opilio, and the flesh of Theragra 

chalcogramma (Table 4.3). 

Analyses of F. distichus collected throughout 

Alaska showed that the variability of biogenic hydro­

carbon composition is less than for animals with vari­

able diets. Nevertheless, hydrocarbon changes occur 

with changes of season, growth, and reproductive cycle. 

The M. edulis samples from Simpson Bay in Prince 

William Sound were very low in hydrocarbons. None of 

these were petroleum hydrocarbons, suggesting that the 

area is free of petroleum contamination. The samples 

of C. opilio had a negligible level of hydrocarbons, 

while those ofT. chalcogramma had none. 

Table 4.3 Hydrocarbon concentration (mg/g) in plant 
and animal species collected in NEGOA (Shaw, 1977). 

Species Location 

-- · Fliciis· 
-----a:LStichus Katalla Bay 

F. distichus· Resurrection Bay 

Mytilus 
edulis Simpson Bay 

Chionoecetes 
opilio 
(entire) 

Theragra chal-
cogramma 
(flesh) 
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59°37.0'N-141°35.0'W 
59°35.0'N-141°29.0'W 

59037.0'N-141035.0'W 
59°35.0'N-141°29.0'W 

Total hydrocarbons 
concentration 

22.0 

26.3 

3.4, 0.68 

62.8 

3.36 

4.3 DISTRIBUTION OF METHANE, ETHANE, PROPANE, BUTANE, 

AND OLEFINIC HOMOLOGS IN THE WATER COLUMN 

4.3.1 Concentrations of low-molecular-weight hydrocar­

bons in NEGOA 

Low-molecular-weight hydrocarbons (LMWH) are 

ubiquitous in waters of the Alaskan shelf (Cline et 

al., 1978). Methane is found in moderate concen-

trations and the hydrocarbons in low 

concentrations (except in localized areas of Cook Inlet 

and Norton Sound) (Table 4.4). These compounds can be 

used to identify the source of hydrocarbons and to 

trace mesoscale circulation (Cline et al., 1978). The 

distribution of methane, for example, supports the 

theory of cyclonic circulation in the outer part of 

Norton Sound and the clockwise gyre south and west of 

Kayak Island in the Gulf of Alaska. 

Three cruises were conducted in NEGOA during 

October and November 1975 and April and July .1976 

(Cline et al., 1978). Levels of methane, ethane and 

ethene, propane and propene, and butanes were measured. 

Table 4. 4 Typical seasonal r_ange of hydrocarbon concentrations observed in the near-bottom waters of selected OCS 
areas. ·Unusually high concentrations occurring singly have not been included in the ranges. Number of observation 
periods in each survey area is given in parentheses (data from Cline et al., 1978). 

Region 

Component 

Methane 

Ethene 

Propane 

Propene 

Isobutane 

n-Butane 

NEGOA 
(3) 

100-1,500 

0.5-3.0 

0.2-0.6 

0.2-0.6 

< 0.05 

< 0.05 

< 0.5 

LCI 2 

(2) 

100-900 

. 0.3-0;8 

0.5-5.0 

0.1-0.6 

0.2-0.8 

< 0.05 

< 0.05 

< 0.5 

Bristol Bay 
(2) 

Norton Sound 1 

(1) 

nl/1 (STP) 

60-600 200-2 0003 
' 

-o.5-2,o -o, 3- l-;3-----

0.5-5.0 0.3-4.0 

0.2-0. 7 0.2-0.5 

0.2-2.0 0.2-0.9 

< 0.05 < 0.05 

< 0.05 < 0.05 

< 1 < 0.5 

1
The range does not include observations from region of gas seep. 

2
The range does not include observations from the region north of Kalgin Island. 

Chukchi Sea 
(1) 

200-3,0003 

---0.3-3.0-

1-4.0 

0.2-1.3 

0.3-0.8 

< 0.05 

< 0.05 

< 1 

Kodiak Shelf 
(1) 

150-2,000 

0.2-0.8 

0.5-3.5 

0.1-0.5 

0.8-2.0 

< 0.05 

< 0.05 

< 0.5 

3The upper value is the result of strong thermal stratification that existed at the time of the measurements. 



Methane 

Methane levels in the surface shelf waters usually 

ranged from 100 to 300 nl/1. Surface concentrations 

sometimes exceeded 300 nl/l southwest of Kayak Island, 

possibly because of the anticyclonic gyre observed in 

the area. Concentrations of 600 nl/ l were measured 

near Icy Bay in July 1976; these were probably related 

to the high biological productivity observed at this 

time (Fig. 4.2). The highest methane concentration 

measured was 1680 nl/l' at the entrance to Yakutat Bay. 

It is not known, however, whether this concentration 

was caused by high primary productivity or by the 

surface entrainment of petrogenic hydrocarbons from the 

bay. 

Offshore concentrations (from those samples taken 

beyond the shelf) were less than 100 nl/l and were 

presumably approaching saturation with the overlying 

atmosphere. 

Methane levels were higher and more variable in 

the near-bottom waters, reflecting the proximity of 

these waters to a bottom source. The variability 

suggests intermittent sources and/or variable 

circulation patterns. Methane concentrations in the 

bottom waters ranged from 100 nl/l to about 1,500 nl/1. 

Very high levels in the bottom waters were observed 

near Tarr Bank, where fine-grained sediments rich in 

organic matter are prevalent. The major source of 

methane in the 1975 samples was the Hinchinbrook Sea 

Valley near Montague Island, where near-bottom waters 

drift toward the east. This area had variable methane 

concentrations, usually above 400 nl/1. There was 

little indication of advective drift in April and July 

1976. The major source of the methane during July 
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Figure 4.2 Areal distribution of methane (nl/1) in surface waters during July 1976 (Cline et al., 1978). 

appeared~to be an area north of Tarr Bank. The April 

methane levels were lower than either the 

October-November or July concentrations and reflected 

the distribution of fine-grained sediments. 
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Ethane and ethene 

The concentration of ethane in the surface waters 

showed little seasonal variation between October and 

November 1975 and April 1976. The average concen-

tration ranged between 0.2 and 0.5 nl/1. No localized 

sources were apparent, suggesting that these levels 

represent a near-equilibrium with respect to the 

atmosphere. In July 1976, however, average 

concentrations increased sharply, and a strong source 

was evident near Yakutat Bay (Fig. 4.3). The area with 

the highest concentration measured, 11.4 nl/1, also had 

high concentrations of methane and propane. The 

presence of a phytoplankton bloom would suggest a 
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Figure 4.3 Areal distribution of ethane (nl/l) in 
surface waters during July 1976 (Cline et al., 1978). 
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biological origin except that ethene concentrations 

were not abnormally high (Fig. 4. 4). Previous 

measurements in Alaskan waters showed that ethene 

concentrations exceed those of ethane by a factor of 

two or more during periods of high productivity. This 

suggests that the source of low-molecular-weight 

hydrocarbons may have been a gas or oil seep. The 

highest concentrations of ethane and propane were found 

at the surface, indicating that the source was within 

Yakutat Bay· and had been advected seaward. 

Bottom ethane concentrations ranged from 0. 2 to 

1. 3 nl/1, averaging 0. 4 nl/1. 

was recorded near Tarr Bank. 

The single high value 

Figure 4. 4 Areal distribution of ethene (nl/1) in 
surface waters during July 1976 (Cline et al., 1978). 
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Propane and propene 

Propane, too, showed little seasonal variation 

between October and November 1975 and April 1976. 

Concentrations averaged 0.4 nl/1, decreasing to 0.2 

nl/1 toward the east (Fig. 4.5). High concentrations 

were noted at the entrance to Yakutat Bay during July 

1976 but were not accompanied by similar increases in 

propene (Fig. 4.6). Levels of propane at the 

near-bottom were similar to those observed at the 

surface. Levels were near 0.2 nl/1 with a high of 0.6 

nl/1 near Hinchinbrook Island and Tarr Bank in July. 

These values, however, are similar to those observed 

over the slope and do not suggest the presence of 

either oil or gas seeps. 

Butanes 

Concentrations of iso- and n-butanes were very low 

or undetectable at all locations in both surface and 

near-bottom waters. 

Figure 4. 5 Areal distribution of propane (nl/l) in 
surface waters during July 1976 (Cline et al., 1978). 
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Figure 4. 6 Areal distribution of propene (!'1/l) in 
surface waters during July 1976 (Cline et al., 1978). 
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4.4 DISTRIBUTION AND CONCENTRATION OF TRACE HETALS 

4.4.1 Concentrations of trace metals in the water 

column 

The water column in NEGOA 

metals during several periods 

1978; Robertson and Abel, 

was sampled for 

(Burrell, 1976; 

1979). Sampling 

trace 

1977; 

was 

conducted at standard hydrographic stations between 

Yakutat Bay on the east and Resurrection Bay in the 

west (Fig. 4.1). Levels of cadmium, lead, copper, 

zi_nc, antimony, uranium, cesium, rubidium, iron, 

cobalt, inorganic and total mercury, and vanadium were 

measured. 

The results from NEGOA waters were similar to 

those from other Alaskan OCS areas and were uniformly 

low for all metals. On the whole, average levels of 

trace metals throughout the Gulf of Alaska are lower 

than the generally accepted oceanic means (Table 4.5). 

Table 4.5 A comparison of soluble trace element con­
centrations (mg/1) in Gulf of Alaska bottom waters and 
the oceanic means. The soluble fraction includes par­
ticles less than 0.4m (Burrell, 1978). 

Element 

Ag 
Cd 
Cu 
Hg 
Ni 
Pb 
v 
Zn 

Gulf of Alaska 
mean 

0.009b 
0.03 
0.2 
0.007 
0.65 
0.04 
1.5 
0.3 

a Brewer (1975) 
b surface estuarine-fiord water 
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Oceanic a 
mean 

0.04 
0.1 
0.5 
0.03 
1.7 
0.03 
2.5 
5.0 

In addition to the survey work on the shelf, 

Burrell (1978) studied the vertical distribution of 

manganese and vanadium at two stations in Yakutat Bay. 

Vanadium was evenly distributed throughout the water 

column, but manganese showed increased concentrations 

with depth (Fig. 4.7). These data suggest that metals, 

important fluxes of at least some heavy metals occur at 

the sediment-water interface. 

Robertson and Abel (1979) measured trace metal 

concentrations in particulate matter suspended in the 

water column. Hetals concentrations were generally 

higher in nearshore versus deep waters ;md in 

near-bottom versus surface waters. However, higher 
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surface than near-bottom concentrations were measured 

at Stations 44, 

plume of high 

plankton blooms. 

49, 50 and 59 A, suggesting a surface 

suspended sediment load or intense 

The trace metals concentrations in the suspended 

particulate matter were consistent ·with those found in 

mid-latitude, uncontaminated coastal regions. 

Concentrations on the Alaskan shelf varied greatly from 

station to station, however, precluding comparison of 

lease areas. This variability reflects fluvial influx 

and transport of terrigenous materials, storm 

resuspension of sediments, and biological processes. 

Robertson 

concentrations 

and 

of 

Abel (1979) found that the 

dissolved vanadium, antimony, 

uranium, cesium, and rubidium tended to be uniform in 

Alaskan waters and independent of the amount of 

suspended particulate matter in the water. In 

contrast, concentrations of manganese, zinc, cobalt, 

and iron were quite variable and influenced by the 

amount of suspended matter. The uniform distribution 

of dissolved vanadium levels on the Alaskan shelf would 

make this metal a sensitive indicator of oil 

contamination . 

Figure 4.7 Soluble (0.4 m) manganese and vanadium at 
Stations YAK-7 and -9, Yakutat Bay, June 1977 (Burrell, 
1978). 






















































































































































































































































































































































































































