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OBJECTIVE 
 
 
Understand how this course will . . . 

 

• Meet the workplace evaluation needs of coastal 
resource professionals 

 

• Enable participants to overcome many of the barriers 
to effective and efficient evaluation 

 

• Enable participants to create an evaluation plan that 
improves the likelihood of meaningful results 
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Course Overview, Goal, and Objectives 

 
 
 
Overview 
This course addresses the increasing demand for accountability and evidence of the impacts of 
programs or projects by providing detailed information about evaluating those programs and 
projects. This two‐day training will actively engage participants in creating a comprehensive 
evaluation plan. The course is not intended to train participants to be professional evaluators, 
competent in all aspects of evaluation, but rather its purpose is to provide a deeper 
understanding of evaluation so that participants are able to make informed choices to create 
fundamentally sound evaluation plans. 

 
Whether planning for an in‐house or contracted evaluation, participants will critically analyze 
their evaluation priorities and address the myriad of issues that can hamper evaluation efforts 
and undermine the usefulness of evaluation results. Participants will also gain insights on data 
collection, analysis options, and reporting considerations. By the end of this training, 
participants will have created draft plans for efficient and effective evaluation of their programs 
or projects. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  Assess Evaluation Plan   
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Target Audience 
This training course is designed for coastal professionals wanting to learn more about program 
or project evaluation. The course is appropriate for those managing an evaluation, planning an 
internally or externally conducted evaluation, or setting guidelines for evaluation efforts. The 
target audience includes those who need to learn more about evaluation and the 
considerations and steps needed to prepare for an evaluation, rather than those who already 
have a solid base of experience in the field. Participants need not have evaluation experience 
but must have experience using logic models. 

 
 
 
Course Goal 
Improve your ability to plan for a project or program evaluation that is efficient and effective 
and can yield meaningful results. 

 
 
 
Course Objectives 
To achieve the course goal, participants will be able to 

 
 

1. Determine the evaluation question 
 

2. Create a context description relevant to the evaluation question 
 

3. Identify logic model components appropriate to the evaluation question 
 

4. Assess the plausibility of achieving outcomes using strategies from social science models 
 

5. Identify influences that can help or hinder the evaluation 
 

6. Create effective performance measures that support the evaluation question 
 

7. Select appropriate data collection methods 
 

8. Analyze the strengths and weaknesses of an evaluation plan 
 

 
 

With this course, coastal professionals will increase their understanding of the evaluation 
process and gain knowledge that will help them communicate with evaluators and overcome 
common barriers to meaningful evaluation. Participants will create a program or project 
evaluation plan by completing a series of planning templates that are designed to be useful 
upon return to the workplace. 
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Why Are We Here? 
Accountability. Efficiency. Effectiveness. None of these can be achieved without evaluation. But 
merely conducting an evaluation does not guarantee results that demonstrate accountability or 
allow improvements in program or project effectiveness or efficiency. 

 
Program evaluations are far too important, expensive, and time‐consuming for anyone involved 
to find out in the final report that substantial programmatic obstacles prohibit answering 
evaluation questions—and that the recommendations are, at best, merely suggestions to 
overcome those obstacles or, at worst, are perplexing or not useful. Such results do not 
meaningfully answer the program’s questions about whether there is a need to adjust program 
operations or whether a program, project, or product is having the intended outcomes or 
impact. 

 
We are here to create a draft evaluation plan and, in so doing, learn about the basic 
considerations and steps to avoid or overcome many of the difficulties and frustrations with 
evaluations—and increase the potential to efficiently yield meaningful results. 

 
An evaluation can be an important tool in improving the quality of a coastal resource program if 
it is woven into the fabric of a program rather than tacked on after the fact. Program personnel 
are more likely to use the results of an evaluation when they play a role in deciding what to 
examine, in conducting the evaluation, and in interpreting the results. The evaluation planning 
steps outlined in this course can and should be carried out by program or project staff  
members. The complexity of the evaluation design will determine the level of need for the 
expertise of a professional evaluator. 

 
Reasons to Evaluate 

 
Those who request evaluations do so for a variety of reasons. 

 
Proper management – managers often choose to evaluate in order to keep track of program or 
project activities. Usually, the data collected relate directly to program or project operations, 
such as participant information, program or project activities, staff resources, and costs. The 
availability of these data allows managers to make modifications to current programming, as 
well as plan for future programming. The data are often of the variety used to populate a 
“Management Information System (MIS),” and are often used when fielding data requests from 
stakeholders. 

 
Staying on track – evaluations can be useful for keeping programs or projects on track toward 
their stated goals and objectives. Similar to an evaluation for program or project management, 
this evaluation provides more information that can be used to strengthen the program or 
project in specific areas, and ensure that each component remains linked to the others. 
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Efficiency – evaluating for program or project efficiency helps identify techniques that can 
maximize products and services over time, or at lower costs. Evaluations for efficiency build on 
process and outcome evaluations (see section “Types of Evaluation”), and are essential when 
making decisions about allocation of resources. 

 
Accountability – generally, evaluations for accountability are requested (or mandated) by 
external stakeholders such as funders, decision makers, elected officials, and citizen groups or 
grassroots organizations. 

 
Development and dissemination of new programs or projects – evaluation can be useful in 
determining the effectiveness of new programs and projects as they are developed—and even 
as they are disseminated. Does the program or project really provide the benefit advertised? 
Are the appropriate audiences being targeted? Are the programs or projects delivered 
according to plan? 

 
The benefits gleaned from an evaluation are often dependent on the type (process, outcome, 
or impact) of evaluation being conducted. However, if properly planned, this is what evaluation 
can do for you (and your program or project): 

 
• Assist with Government Performance and Results Act (GPRA) requirements by reporting 

on results: the performance measures collected, the outcomes achieved, and the goals 
met 

 
• Provide justification for funding decisions by communicating with stakeholders about 

the value of the program or project, and provide program or project staff members with 
the data requested by decision makers 

 
• Provide input for program planning by identifying the products and services needed and 

by determining which program design works best 
 

• Identify program strengths and opportunities to enhance program effectiveness 
 

• Improve organizational efficiencies by monitoring program or project performance, and 
by determining which approaches best achieve the goals of the program or project 

 
• Produce data for public use 
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Some Reasons Not to Evaluate 

 
There are situations when evaluation is a choice rather than a mandate. Undertaking an 
evaluation is a significant investment of resources and should be reconsidered if one or more of 
the following conditions exist. 

 
 

• The purpose is not agreed upon 
 

• Resources are inadequate 
 

• Evaluation skills are inadequate 
 

• Implementation is insufficient in quantity or quality 
 

• Criteria for measuring achievement are not identified or cannot be feasibly 
implemented 

 

• Decision makers are not receptive to suggestions 
 

• Results will not be used 
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Planning for Evaluation 

 
Many coastal resource professionals are familiar with, work with, or are themselves research 
professionals. Less often do course participants know about or work in such close contact with 
professional evaluators. Although the process of evaluation may seem elusive, the planning and 
conducting of an evaluation is quite similar in many respects to any research endeavor.  
Whether research biologist or professional evaluator, both will conduct an investigation 
following these steps: 

 
Design a plan that uses precise methods 

Gather physical evidence 

 

Observe and compare 

Learn new information 

Draw conclusions 

Report 
 

The constructs and rigor required of the biological sciences are the same for the social sciences, 
including in the field of evaluation. 

NOAA Coastal Services Center 
 



Planning for Meaningful Evaluation 
Determining the Evaluation Question 

17  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Determining the Evaluation Question 
 
 
 
 

OBJECTIVES 
 
 
 

• Identify the specific users of the evaluation results 
and their needs 

 

• Assess the purpose of the evaluation and the 
timeframe in which each question is answerable 

 

• Use assessment criteria to prioritize questions 
according to program or project circumstances 

NOAA Coastal Services Center 
 



Planning for Meaningful Evaluation 
Determining the Evaluation Question 

18  

 

NOAA Coastal Services Center 
 



Planning for Meaningful Evaluation 
Determining the Evaluation Question 

19  

 

Determining the Evaluation Question 
 
 

Inquiring Minds Need to Know . . . 
 

Before embarking on an evaluation, one of the most important considerations is to understand 
the needs of those requesting the evaluation—the inquiring minds. Asking the following 
questions can provide a “course heading” for navigating the evaluation planning process: Who 
needs this evaluation? Why do they need it? What do they want to know? When must they 
have the information? Who will use the results? How will they use it? 

 
It is likely that you will have a long list after collecting answers to these questions, and the 
reality is that there is never enough time or resources to answer all the questions. To make the 
list more manageable, you will have to prioritize and agree upon a certain number of questions. 
In an ideal world, this would have already been done when the program or project goals and 
objectives were first established. However, in the real world, the evaluation questions are often 
developed after the fact—or—the program may have multiple goals. One way of comparing  
and prioritizing the number of questions is by asking each “inquiring mind” to complete the 
statement: 

 
 

“I need to know (what?)                                                                  

by (date) 

because I need to decide   
 

(to make a decision affecting the program/project).” 
 

(Adapted from the 2002 User‐Friendly Handbook for Project Evaluation – NSF) 
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Prioritizing “Inquiring Minds” 
 
 
 
 

Stakeholders 
 
 

 
Target  
Audience 

of the program or 

2 
 Evaluation 

1 User 

project  
Evaluation Requestor 

 
 
 
 
 
 

Figure 1 
 
 

Within the larger universe of program or project stakeholders, there are subsets of “inquiring 
minds” (see Figure 1): 

 
A select few evaluation users, termed here the evaluation requestors, need to know the 
evaluation results to make a decision affecting the program or project. Addressing their 
questions should be your number one priority. Evaluation requestors mandate or provide the 
impetus for evaluation and will read the report, using it as their basis for making decisions that 
can affect implementation, conduct, or continuation of the program or project. The remaining 
evaluation users may not be able to use the information right then but will find it useful later. 
They may or may not read the report and, usually, most of them do not have the authority to 
make decisions that can affect implementation, conduct, or continuation of the program or 
project. Their questions can be considered of secondary priority. The target audience of the 
program or project may include some stakeholders who are interested in the results of the 
evaluation. 

 
Before agreeing to address additional requests from (other) evaluation users, consider these 
questions: Will it be relatively easy to collect this information or does it require additional 
effort? Given limited time and resources, is it in the best interest of the evaluation to answer 
these additional questions? It is conceivable that, even with using this process, there may be 
overlapping questions than can be addressed in a single evaluation effort. How do you narrow 
the focus? 
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Narrowing the Focus 
 

There is no easy way to determine the “right” question(s) to ask. The circumstances of each 
effort will need to be assessed. When the range of possible questions is agreed upon, estimates 
can be made about the benefits and costs of answering or not answering each of them. For 
example, some questions may be too costly to answer. Others may require a level of expertise 
in evaluation that is not available to the program, organization, or agency. 

 
By taking a comprehensive look at potential questions, all the possibilities are made explicit to 
those planning the evaluation, allowing them to make an informed choice. Each potential 
question should be considered for inclusion by whether the information it provides . . . 

 
• Contributes to the goals of the program or project and its stakeholders 

 
• Is useful and not currently available 

 
• Is important to a major group or several stakeholders 

 
• Would be of continuing interest 

 
• Can be translated into measurable terms 

 
• Can be obtained, given financial and human resources 

 
Now that input has been provided, it is time to craft good critical and specific questions. What 
will the evaluation seek to answer? More often than not, evaluation questions are broad and 
vague. When presented, these questions yield broad and vague responses that are difficult to 
interpret and are of little use for program or project decision‐making. It is worth the time and 
effort now to bring clarity and specificity to your evaluation question(s). 

 
Are you deciding what is most meaningful to measure? On what will you spend limited time 
and resources? 

 
There is no universal formula or criteria for deciding on the most appropriate evaluation 
question(s). However, it is useful to keep the following advice in mind when choosing or 
crafting your evaluation question(s): 

 
• A few well‐answered questions are much more useful to the program than attempting 

to measure many questions poorly. 
 

• Keep it simple and focused. More time and more data are not necessarily required and 
may result in less than meaningful results and confounding variables. 
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• Be realistic about time, money, and expertise when narrowing the focus. 
 

• Give high priority to questions from those who truly will use the results versus those 
who are merely interested in the results. 

 
• Consult your program or project logic model, which contains useful information for 

finding and pinpointing what needs to be answered. When developed collectively, the 
logic model becomes a powerful tool for gaining consensus about questions. 
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Activity     

Determining the Evaluation Question 

 

• Use Job Aid 1: Determining the Evaluation Question to 
determine and clarify your evaluation question. 

 
 

• Be prepared to share your question and why it received 
the top rating. 
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NOTES 
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____ 

 
e) Ability to answer 

a)  Requestor of evaluation: ______________________________ 
f) Relative priority 

 
b)  I need to know______________________________________ 

c)   By this date  __________________________ 

 

d)  Because I need to decide_____________________________________________ 
in order to make a decision affecting the program/project. 

 

Determining the Evaluation Question 
 

Directions: 
 

1. Think of those requesting the evaluation. Record his or her name on line “a.” 
 

2. For the purpose of this activity, fill in what you think s/he would want to know on line 
“b.” (When doing this at work, you would provide these questions to those requesting 
the evaluation and record and evaluate the responses on this form.) 

 

3. When will this person need the information? Record on line “c.” 
 

4. On line “d,” record the decision s/he will make with this information. 
 

5. Rate your ability to answer the question in “e” (easy, moderate, difficult). 
 

6. Rank the relative priority of each requestor in “f.” 
 

7. Convert the highest‐ranked response to the evaluation question. 
 
 
 
 

 
a)  Requestor of evaluation:    

e) Ability to answer 
 
 

f) Relative priority 
 

b) I need to know   
 
 

c) By this date     
 
 

d) Because I need to decide

 

in order to make a decision affecting the program/project. 
 
 
 

 
a)  Requestor of evaluation:    

e) Ability to answer 
 
 

f) Relative priority 
 

b) I need to know   
 
 

c) By this date      
 
 

d) Because I need to decide    
 

in order to make a decision affecting the program/project. 
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e) Requestor of evaluation: ___________________________________ 

f) I need to know ___________________________________________ 

g)   By this date, __________________________ 

h)  Because I need to decide _____________________________________________ 
 

in order to make a decision affecting the program/project. 

 
 
_____ 

 
 
 
 

a) Requestor of evaluation: 
e) Ability to answer 

 
 

f) Relative Priority 
 

b) I need to know    
 
 

c) By this date,     
 
 

d) Because I need to decide    
 

in order to make a decision affecting the program/project. 
 
 
 
 
 
 

a)  Requestor of evaluation:    

e) Ability to answer 
 
 

f) Relative Priority 
 
 

b) I need to know    
 
 

c) By this date      
 
 

d) Because I need to decide    
 

in order to make a decision affecting the program/project. 
 
 
 
Create the Evaluation Question: Use the space below to create the 
evaluation question, given the relative priority of responses (this question will 
serve as the basis for all course activities). 
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Types of Evaluation 
 

The multifaceted nature of evaluation allows stakeholders to review and assess the program or 
project from different angles—process, outcome, and impact. These three angles (or types) of 
evaluation also build on one another, allowing program and project staff members to increase 
their knowledge about the activities they undertake as they are able to incorporate more 
perspectives into their evaluation. 

 
Process evaluation documents and analyzes the early development and actual implementation 
of a program or project by assessing whether strategies were implemented as planned and 
whether expected outputs were actually produced. This type of evaluation requires extensive 
information on (a) what was actually implemented (including descriptions of the program or 
project environment); (b) the process used to design and implement the program or 
project(including any changes in the types and quantities of services delivered, the beneficiaries 
of those services, and the resources used to deliver the services); and (c) the identification and 
description of other influences that may have affected implementation and outcomes, and how 
these were resolved. 

 
A process evaluation seeks to answer the following questions:* 

 
• What does the program actually consist of? How effective is the program design? 
• Whom are we reaching? How does that compare to whom we targeted? 
• Who participates in what activities? Who doesn’t? Does everyone have equal access? 
• What teaching/learning strategies are used? What seems to work—for whom? 
• How effective is the staff? 
• How is the program operating? What internal programmatic or organizational factors 

are affecting program performance? 
• What resources are invested? Are resources sufficient or adequate? 
• How many volunteers are involved? What do they do? Strengths? Weaknesses? 
• How much does the program cost per unit of service? 
• To what extent are participants, community members, volunteers, partners, and donors 

satisfied? 
• To what extent is the program being implemented as planned? Why? Why not? 
• Are our assumptions about program process correct? 
• What external factors are affecting the way the program is operating? 
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Outcome evaluation determines how well the objectives for a program or project were met. It 
examines the benefits to the client during and after involvement with the program or project by 
looking at the short‐, mid‐, and long‐ term outcomes that result from program or project 
participation. An outcome evaluation seeks to answer the following questions:* 

 
• What difference does the program make? 
• To what extent was the program successful, in what ways, for whom? 
• Who benefits and how? 
• What learning, action, or conditions have changed/improved as a result of the program? 

At what cost? 
• Did we accomplish what we promised? What didn’t we accomplish? 
• What, if any, are unintended or negative consequences? 
• What did we learn? 

 
 
 

Impact evaluation is the most comprehensive of the three types of evaluation. It examines just 
how much of a difference the program made, assessing longer‐term changes in social, 
economic, and environmental conditions, as well as the long‐term maintenance of the desired 
behavior. Usually (more) costly and time‐intensive, impact evaluations also look at unintended 
program effects. The results often cannot be directly related to the effects of an activity or 
program because of other (external) influences on the target audience that occur over time. 

 
An impact evaluation seeks to answer the following questions:* 

 
• What difference does the program make? 
• Who benefits and how? 
• What learning, action, or conditions have changed/improved as a result of the program? 

At what cost? 
• Did we accomplish what we promised? What didn’t we accomplish? 
• What, if any, are unintended or negative consequences? 
• What did we learn? 
• What is the net impact? 

 
*Examples of questions for each type of evaluation were taken from self‐study course on Enhancing Program 
Performance with Logic Models (www.uwex.edu/ces/lmcourse/) 
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There exists a common misconception that formative and summative evaluations are 
synonymous with process and outcome evaluations. Formative and process evaluations occur 
during the program’s or project’s early stages and focus on improving the program or project, 
while summative and outcome evaluations focus on what happens to the participants, 
community, and environment at the conclusion of the program or project, or program or 
project phase. 

 
So, you may ask, what’s the difference? Formative and summative evaluations relate to 
intentions—to collect data for ongoing program or project improvement (i.e. formative) or for 
decisions about program or project continuation or termination (i.e. summative). Process and 
outcome evaluations refer to the phase of the program or project being studied. Therefore, 
you might ask formative or summative questions at any phase of the development cycle (see 
Figure 2). (Adapted from Taylor‐Powell, Jones, and Henert’s self‐study course on Enhancing Program 
Performance with Logic Models, 2002, University of Wisconsin‐Extension, www.uwex.edu/ces/lmcourse/.) 

 
 
 
 

Types of Evaluation 
 

Vision 
 
 

Goal 
 
 
 
 
 

Resources Activities Outputs 
 

Short-Term 
Outcomes 

 
Mid-Term 
Outcomes 

 
Long-Term 
Outcomes 

 
Sustained 

Effects 
 

Mission 
 
 

PROCESS 

 
 

OUTCOME IMPACT 
 

FORMATIVE & SUMMATIVE 
 

 
 
 
 
 
 
 
 
 
 

Figure 2 
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Figure 3 is useful when you have a clearly defined logic model and evaluation question. It refers 
to the parts of the logic model you should be considering, given your evaluation question. 

 
 
 
 
 
 

General Questions in Evaluation 
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Defining Context 
 
 
 
 

OBJECTIVES 
 
 
 

• Create a draft context description relevant to the 
effort to be evaluated. 

 

• Describe the potential uses and value of the context 
description. 

 

• Review and critique a context from the perspective 
of an external evaluator. 
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Defining Context 
 

 
 

Evaluation findings and recommendations, supported by relevant data, embedded in context, 
make a stronger story than one without such perspective. Context provides a richer, more 
detailed picture for those who are not intimately familiar with program or project activities. For 
example: envision a picture of a factory on a white background. Now envision the same factory 
in a wider shot. It’s a grey day and the factory is located on the fringe of an estuary with white 
smoke issuing from several smoke stacks. The perceptions and assumptions one can make 
about these images are quite different. The first vision, without context, leaves many voids of 
information for the viewer to fill in. The second image provides some context, but the viewer’s 
perception of the factory, the environmental impact of its location and effect on the 
surrounding ecosystem, suitability of effluent concentrations, and so on are quite different and 
the assumptions are far fewer.  However, these assumptions can be quite different, depending 
on the viewer – e.g. an industry representative or a coastal resource professional. Defining 
context (relevant to the evaluation question) minimizes the chance for erroneous assumptions. 

 
Programs and projects do not exist in political, social, or cultural vacuums. Context can create a 
more complete picture and engender more compassionate and informed decisions based on 
the evaluation findings. 

 
If your organization has done a thorough job of developing a logic model and has based the 
activities on documented need, you will find that much of the information described below 
already exists. 

 
The context elements listed below serve merely as a guide to which you can add or modify as 
appropriate. This is the type of information an external evaluator should be looking for, and it 
will expedite her or his ability to quickly begin working productively on the evaluation. It is also 
a jump start on the evaluation report and provides the context needed by decision makers to 
better understand the results and yield informed decisions affecting the future of the program 
or project. 

 
 
 

Context Elements Guide 
 

The following elements are offered as a guide for the types of information that can be included 
in the description of context. The circumstances and purpose of the evaluation will determine 
which elements to include, which to emphasize, and if other contextual elements not listed 
below warrant description. 

 
A. Existing Conditions – concisely describe the issue, program name, goal statement and 
mission, types of activities and role of organization, name of project(s), and description of 
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project(s). Describe what is or was known about the issue being addressed before the 
intervention. Depending on when the evaluation occurs in the life of the project, a description 
of the conditions during and after the project may be useful. This may include relevant 
attitudes and perceptions of stakeholders. 

 
B. Drivers – program level – describe the impetus for the effort being evaluated; describe the 
mandate(s), legislation, or policy‐guiding efforts (PART, 312, internal review boards); project 
level – describe the relevant results of the needs assessment; describe the problem or 
deficiency the activity is designed to address. 

 
C. Output Specifics – for each activity or product being evaluated in the logic model, describe, 
as appropriate, the geographical influence and scope of the activity and the political, social, 
economic, and cultural realities. 

 
D. Target Audience – describe what is known (or assumed) about the people participating in 
the project or using the product. Define specifically the population for whom the activity, 
intervention, or product is designed (include specifics such as demographic, sociological, 
geographic, psychographic, etc.) 

 
E. Assumptions – describe why have you chosen these activities or interventions to address this 
issue; describe the rationale for the approach, activity, or product (cite any relevant biological, 
social science, or other supporting research). Do you have credible proof that “it” will work? 
What evidence exists that the activity is likely to cause the outcomes noted in the logic model? 

 
F. Other – anything (not already covered) you should mention about your efforts that would be 
important for others to understand? 
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Context for the Coastal Water Toxin Reduction (CWTR) Project 
 
 
 

The following context description is an example for the Coastal Water Toxin Reduction 
(CWTR) Project, given the evaluation question stated below. The context elements listed 
below serve merely as a guide to which you can add or modify as appropriate. This is the 
type of information an external evaluator should be looking for, and it will expedite her or 
his ability to begin quickly working productively on the evaluation. It is also a jump start on 
the evaluation report and provides the context needed by decision makers to yield informed 
decisions affecting the future of the program or project. 

 
Evaluation Question: To what extent has the CWTR Project been successful in convincing 
pulp and paper mills to adopt new process technologies? 

 
 
A. Existing Conditions 

 
 

1. Program name: 
“Coastal Actions Program (CAP).” The CAP is a nongovernmental organization (NGO). 

 
2. Goal statement and purpose: 
Goal: Reduction of toxic effluents entering Papyrus Bay. 

 
Purpose: 
We strive to reduce the negative environmental impact(s) related to the release of toxic 
effluents into Papyrus Bay. This is accomplished by gathering the most up‐to‐date research, 
technical information, and best management practices (BMPs) related to the issue and using 
these as the foundation to craft appropriate projects (such as education and technical 
assistance) suited to targeted audience needs and that attract, motivate, and enable the 
targeted audience to choose or enact environmentally sensitive actions related to toxic 
effluents in the Papyrus Bay watershed. 

 
3. Overview of activities and role of organization: 
The CAP operates four offices in the Bay area—one in each county. Our motto is “Educating to 
Action” the industries, homeowners, residents, municipal staff members, and elected officials 
living, operating, and governing in the Bay area. 

 
Examples include the following: 

 

• Public information and incentive campaigns, evening and weekend environmental 
socials, and volunteer opportunities for homeowners 

 

• Technical assistance for municipal staff members with ½ day workshops (including 
summary briefings) for elected officials 
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• Training, liaison services, and technical support for pulp and paper mill owners 
 
 

4. Name of project(s) considered in the evaluation: 
Coastal Water Toxin Reduction (CWTR) project 

 
5. Description of project(s): 
This project seeks to reduce the amount of hazardous substances, pollutants, or contaminants 
entering the waste stream from area pulp and paper mills, thereby reducing the hazards to 
public health and the environment associated with the release of such substances. There are 
five independently owned pulp and paper mills in the Papyrus Bay area. 

 
Primarily funded by the U.S. Environmental Protection Agency (EPA) Source Reduction 
Assistance (SRA) Grants Program 

 
6. Stakeholders: who has direct interest, involvement, or investment in this project and its 

outcome? 
 

Pulp and paper mill executives, employees, and clients; federal, state, and local environmental 
agencies; coastal protected areas; NGOs working in support of the environment; those land‐ or 
homeowners, businesses, and governing officials within the scope of Papyrus Bay; those groups 
in adjacent municipalities; commercial and recreational boaters and fishers; tourism boards and 
chambers of commerce.* 

 
*Your list should include the specific name of each known entity at the project level—for example, the Lave County 
Tourist Development Council, the Neehsas Wildlife Sanctuary, etc. 

 
7. *Issue: describe what is or was known about the issue being addressed before the program 

or project. 
 

Data from Bay studies indicate that pulp and paper mill effluents (containing compounds such 
as tri‐ and tetrachloroguaiacols, acetovanillone, dioxins, and furans) are being found in 
concentrations well above toxicity thresholds. Semiannual monitoring compared to baseline 
data from 20 years ago indicates an exponential increase of chemicals traditionally used in the 
pulp and paper mill industry. The increases in toxic effluent levels and timing are being linked to 
the exponential growth of the industry over the past 35 years, due to the proximity of the port 
and the sale of large tracts of forest from private owners to the industry. 
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B. *Drivers: 
 
 

1. Political: (applies primarily to programs; may include those for projects) – describe the 
mandate(s), legislation, or policy guiding efforts. 

 
State has recently proposed enacting legislation that would surpass federal water quality 
requirements within the next four years. 

 
Federal funding exists for pollution reduction programs. 

 
 

2. Needs Assessment: 
 

a. Formal Needs Assessment – note the key findings (about the issue, target audience, etc.) 
that will be used to shape the intervention. 

 
Due to the wealth of data about the current state of the industry, the needs of specific types of 
operations, and the motivations and barriers to installing new process technologies contained 
in the recent EPA reports and industry documents, no formal needs assessment was conducted 
for pulp and paper mills in the Bay area. See “Informal Needs Assessment” and “Justification” 
below. 

 
b. Informal Needs Assessment – note any anecdotal information that is being used to shape 

the intervention. 
 

The specific needs of the targeted pulp and paper mills will be determined through 
communication with local industry insiders with whom the CWTR project has a good rapport. 
The CWTR project verified the applicability of the preexisting information and the utility of the 
suggested strategies and fact sheets contained in the EPA reports. The CWTR project was 
contacted for “on‐the‐fly” assessment of any new or adapted print materials and other 
communication vehicles, as well as educational and technical assistance strategies. 

 
 
 
C. *Activity Specifics: Describe for the activities or products on which you will be focusing. 

 
 

1. Activities: provide a brief description of the activities. 
 

The Coastal Water Toxin Reduction (CWTR) project activities are designed to result in pulp and 
paper mills choosing and installing new process technologies to prevent the production of toxic 
effluents. They include the following: 

• Creating media to support awareness, education, and training activities 
• Developing training programs that network executives of converted and traditional mills 
• Providing facilitated discussions between executives of converted and traditional mills 
• Providing technical advisors who can conduct on‐site assessments and conversion 

assistance 
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• Researching and creating a database of available industry‐appropriate incentives 
 

2. Geographical influence and scope 
 

The Coastal Water Toxin Reduction (CWTR) project will focus its efforts on the five existing pulp 
and paper mills affecting Papyrus Bay. 

 
3. Political, social, and cultural realities 

 
Politically the governing officials are hearing from two strongly opposed factions of the Bay 
area. 

One group within the community is composed primarily of newer residents (~5 years) 
occupying the newer homes and condos within 5 miles of the coastline, as well as 
commercial and recreational marine operations and tourism boards, all calling for more 
strict regulations, enforcement, or closure of these operations. 

 
The other group is composed primarily of those employed by the pulp and paper mills— 
a large percentage of the populace who are primarily long‐time residents (10+ years) in 
the Bay area—who support the mills and oppose any efforts to curtail or eliminate 
them. 

The communities are aware of symptoms via constant media coverage or direct observation 
and olfaction (e.g., harvest restrictions, dense and protracted algal blooms, fish kills, persistent 
odor, etc.). The public is engaged; there have been an abundance of letters to the editor, many 
citizens and homeowner groups expressing concern at county commission meetings about 
“pollution” entering Papyrus Bay affecting human health and tourism, as well as many speaking 
in defense of the stable revenue and jobs provided by the pulp and paper mills. 

 
Pulp and paper mills are claiming there have been no changes in the way they do business and 
that the efforts to change or retrofit will result in expenses so high as to cause layoffs or pay 
stagnation and perhaps economic collapse in the Bay area. 

 
 
 
D. *Target Audience: define specifically the population for whom the activity is designed 

(include specifics such as demographic, sociological, geographic, psychographic, etc.) 
 

The target audience consists of the owners and operations managers of these mills. This group 
is composed of all males between the ages of 45 and 60. Most are sons or family members of 
the original pulp and paper mill owners in the Bay area; the mills were founded 35 years ago. 
All live within the Papyrus Bay area, most have school‐age children, and many are recreational 
fishermen. The education level appears to include high school graduation to 4‐year college 
degrees. The group has recently formed a professional organization, primarily in response to 
the bad publicity. 
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A typical plant employs 85 to 110 people and generates $3 to $8 million in annual gross 
revenues. 

 
Regulatory compliance and industry approval are strong drivers for these executives. Barriers to 
proactive performance include a lack of capital and information, a lack of positive 
reinforcement, and an uneven enforcement playing field. 

 
E. *Assumptions: Why have you chosen these activities to address the issue? Describe the 

rationale for the credibility of the activity (cite credible biological, environmental and social 
science research as it applies to your effort). Is there evidence that the activity is likely to 
cause the outcomes noted in the logic model? 

 
EPA has researched and documented the drivers and barriers to toxic effluent reduction in pulp 
and paper mill operations and documented motivational strategies that have proven effective 
in other areas of the United States. This project is designed to be closely aligned with and 
guided by this information and is following the suggestions for effectively reducing the release 
of toxic effluents by this industry. 

 
EPA (Region 9, Paper Processing Pollution Prevention) also determined that an industry‐specific 
Environmental Management System (EMS) template can help businesses implement an EMS 
that improves environmental performance. The template provides an implementation tool for 
companies developing EMS’s. It was tested at small and mid‐sized pulp and paper mills in 
California. The program focused on a wide range of subjects transferable to many facilities. 
Costs, raw material savings, and waste reductions were documented for each project. 

 
Generally, each of the strategies used above was taken from the research in community‐based 
social marketing, which has been shown to be very effective in fostering sustainable behavior 
(McKenzie‐Mohr and Smith, 1999) 
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Activity  

Defining Context 

 

• Use Job Aid 2A: Defining Context to contextualize the 
program or project to be evaluated. Prioritize completion 
of the items marked with an asterisk (*). 

 
 

• Share your context with “external evaluators.” 
 
 

• Evaluators – review and critique using Job Aid 2B: 
Context Assessment. 
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Defining Context 
 
 

Directions: 
 

1. Use the following elements to contextualize the part of the program or project 
pertaining to the evaluation question. Prioritize completion of the items marked with 
an asterisk (*). 

 
2. Please  write  clearly,  because  another  group  that  will  assume  the  role  of  external 

evaluator is going to read this. 
 
 

Transfer evaluation question from Job Aid 1 here: 
 
 
 
 
 
 
 
 

A. Existing Conditions 
 
 

1. Program name: 
 

2. Goal statement and purpose: 
 
 
 
 

3. Types of activities and role of organization: 
 
 
 
 
 
 

4. Name of project (s): 
 
 
 

5. Description of project (s): 
 
 
 
 

6. Stakeholders: 
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7. *Issue: describe what is or was known about the issue being addressed prior to the 
intervention. 

 
 
 
 
 
 
 
 
 
 

B. *Drivers 
 

1. Political (applies primarily to programs but may include projects): describe the mandate(s), 
legislation, or policy guiding your efforts. 

 
 
 
 
 
 
 
 
 
 
 
 

2. Needs Assessment: 
 

a. Formal Needs Assessment – note the key findings (about the issue, target 
audience, etc.) that will be used to shape the intervention. 

 
 
 
 
 
 
 
 
 
 
 
 

b. Informal Needs Assessment – note any anecdotal information that is being used to 
shape the intervention. 
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C. *Activity Specifics 
. 

 
1. Activity: provide a brief description of the activity. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2. Geographical influence and scope: 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. Political, social, and cultural realities: 
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D. *Target Audience 
 
Target audience: define specifically the population for whom the activity is designed (include specifics 
such as demographic, sociological, geographic, psychographic, etc.). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

E. *Assumptions 
 

Why have you chosen these activities to address the issue? Describe the rationale for the action 
or activity (cite credible biological, environmental, or behavior research as it applies to your 
effort). Is there evidence that the activity is likely to cause the outcomes noted in the logic 
model? 
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Context Assessment 
 

Directions: 
 

1. Share your evaluation question and context with another group that will review it as 
“external evaluators.” 

 

2. Client – ensure the evaluators understand the key points of the context in which the 
program or project being evaluated operates. 

 

3. Evaluators – read or listen as if you have been asked to conduct an evaluation by the 
client; record your observations about the questions below. 

 
 
A. Existing Conditions 

a. What questions still exist for you? 
 

b. Which information appears strong? 
 
B. Drivers 

a. What questions still exist for you? 
 

b. Which information appears strong? 
 
C. Activity Specifics 

a. What questions still exist for you? 
 

b. Which information appears strong? 
 

D. Target Audience 
 
 

a. What questions still exist for you? 
 

b. Which information appears strong? 
 
 

E. Assumptions 
 
 

a) What questions still exist for you? 
 

b) Which information appears strong? 
 
 
 

F. Does the context relate to the evaluation question? 
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Refining Your Logic Model for Evaluation 
 
 
 
 

OBJECTIVES 
 
 
 

• Examine your own logic model and select the 
elements that support the priority evaluation 
question(s). 

NOAA Coastal Services Center 
 



48 Planning for Meaningful Evaluation 
Refining Your Logic Model for Evaluation 

 

 

NOAA Coastal Services Center 
 



49 Planning for Meaningful Evaluation 
Refining Your Logic Model for Evaluation 

 

 

Refining Your Logic Model for Evaluation 
 
 

Evolving from a Strategic Logic Model 
 

Logic models have many uses: designing programs, managing programs, guiding evaluations, 
communicating, and replicating programs. Before designing or implementing an evaluation, it is 
prudent for the internal or external evaluator to assess the program or project logic model. This 
assessment looks for a logical description of how the program or project is supposed to work 
and what it is supposed to accomplish, and most importantly for strong causal (i.e. cause‐and‐ 
effect) connections between model components. A logic model is not just a list of inputs, 
outputs, activities, and outcomes; it is these elements logically linked and sensibly timed with 
plausible outcomes resulting from the outputs. 

 
This course presupposes participants take a systems approach to representing their programs 
and projects. The prerequisite for this course required you to fill in a series of content boxes 
representing your program or project. These boxes will form the evaluation logic model that 
addresses the evaluation question. 

 
If a logic model is deficient, then corrections should be made before the evaluation. Assessing 
and correcting the model can be an arduous task, especially in gaining consensus among staff 
members and stakeholders, but the evaluation will go more smoothly and the results will be 
more meaningful if issues are resolved before the evaluation or before an external evaluator 
spends countless hours ($!) trying to “make sense” of the program or project. 

 
Making adjustments in‐house to create a cogent model has many benefits. Improving program 
or project planning and communication, reducing the cost and time involved in the evaluation, 
and improving stakeholder understanding of evaluation results are just a few examples. 

 
Additionally, many of the barriers to evaluation (see section “Barriers to Meaningful Evaluation 
– Hiding in Your Logic Model”) can be addressed by reassessment and modification of the 
program or project logic model. These revisions can substantially enhance the logic model’s 
utility as an evaluation‐planning tool. 
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Scalability – Programs vs. Projects 
 

Evaluating a program is somewhat different from evaluating a project. First, let us distinguish 
the difference between a program and a project. This course defines a program as a collection 
of projects that are directed toward a common goal. Programs are ongoing efforts that respond 
to a communal problem (i.e., a set of recognized social, environmental, or economic 
deficiencies) and whose mission it is to take purposeful, organized actions to remedy the 
problem. A project is defined as a specific endeavor of limited duration undertaken to create a 
product or service and whose outcome(s) supports and contributes to programmatic goals. 

 
The following example is excerpted from the 2002 User‐Friendly Handbook for Project 
Evaluation (NSF) page 6: 

 
“Within the National Science Foundation (NSF), a program is a coordinated approach to 
exploring a specific area related to NSF’s mission of strengthening science, mathematics, 
and technology. A project is a particular investigative or developmental activity funded by 
that program. NSF initiates a program on the assumption that an agency goal (such as 
increasing the strength and diversity of the scientific workforce) can be attained by certain 
educational activities and strategies (for example, providing supports to selected groups  
of undergraduate students interested in science or mathematics). The Foundation then 
funds a series of discrete projects to explore the utility of these activities and strategies in 
specific situations. Thus, a program consists of a collection of projects that seek to meet a 
defined set of goals and objectives.” (See Figures 4 and 5.) 

 
 

Programs vs. Projects 
 

PROGRAM 
 
 
 
 
 

Project Project Project 
 
 
 
 
 

Activity Activity Activity Activity 
 
 
 

Figure 4 
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Case Study 
 

 

COASTAL ACTIONS 
PROGRAM (CAP) 

 

Goal: Reduction of toxic effluents released into Papyrus Bay 
 
 
 

Coastal Water 
Toxin  Reduction 

(CWTR) Project 

Coastal Yards 
& 

Neighborhoods 

 
Informed 

Oversight Project 

 
 
 

Target Audience: 
Bay Area 

Pulp and Paper Mills 
 

Activities: 
Designed to result in 
mills choosing and 
installing new process 
technologies to prevent 
the production of toxic 

effluents. 

Target Audience: 
Homeowners 

 

 
 

Activities: 
Designed to reduce 

water polluting 
practices. 

Target Audience: Municipal 
staff & elected officials 

 
 

Activities: 
Designed to result in 
municipalities offering 

appropriate pollution reduction 
incentives to CAP target 

audiences. 
 
 

Figure 5 
 
 
 
 

Given the differences in the scale and scope between a program and project, let us now 
consider how that affects the evaluation of each. 

 
Program evaluation is a larger‐scale evaluation and gathers information about a collection of 
projects directed toward a common objective. It examines all the projects and the effectiveness 
of their activities in contributing to that common objective (including those activities not  
usually thought of as “projects,” such as partnerships and capacity building). These specific data 
are usually “rolled up” to denote collective performance relative to more general program 
objectives. 

 
Project evaluation, on the other hand, is a relatively smaller scale evaluation that occurs at a 
greater level of specificity and examines a selected effort, such as an activity or product, or 
specific project elements such as a particular strategy or methodology. The data speak directly 
to the performance of the effort. 
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Elements of the Logic Model 
 

Any program or project in its basic form can be displayed in the form of a logic model (see 
Figure 6). A logic model logically links the program components (in flowchart fashion) to 
concisely depict how the program or project achieves its outcomes. The structure can include, 
but is not limited to the following: 

 
 
 

Resources (or Inputs) – the funding, equipment, personnel, and other contributions needed to 
conduct activities and create outputs 

 
 
 

Activities – those efforts or interventions designed and conducted to produce an outcome 
 
 
 

Outputs – tangible products and services resulting from activities 
 
 
 

Target Audience – the individual, community, system, or other unit at which an activity or 
output is directed. This should be a specific definition of the unit for which the activity or 
output is designed. 

 
 
 

Outcomes – the changes expected as a result of the program or project 
• Long-term outcomes – the expected change in social, economic, and/or 

environmental condition as a result of the program or project 
• Mid-term outcomes – the plausible changes or human actions resulting from the 

achievement of the short‐term outcomes 
• Short-term outcomes –the expected immediate change in the issue or audience 

resulting from the outputs 
 
 
 
 

Objectives – establish the standards of achievement in terms of some proportionate 
improvement in existing condition. Objectives are SMART (Specific, Measurable, Audience or 
issue directed, Realistic and ambitious, and Time‐bound. 

 
 
 

Goal – the result or achievement toward which effort is directed. It is broader and more 
general than an objective or an outcome. It may be the result of efforts that the program 
contributes to, but does not direct. 
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Create media to 
support awareness, 
education, and, 
training activities 

Develop training 
programs for 
executives of 
converted and 
traditional mills. 

Provide facilitated 
discussions between 
executives of 
converted and 
traditional mills. 

Technical advisors 
provide on-site 
assessments and 
conversion assistance. 

 

Mill executives 
become aware of 
the project 

 Mill executives 
understand the 
cause and 
consequences of, 
and methods to 
reduce, toxic 
effluents 

Mill executives 
understand and 
value the cost 
benefit of using 
new process 
technologies to 
prevent the 
production of toxic 
effluents 

 

 

Coastal Water Toxin Reduction (CWTR) Project 
 

Target Audience – Owners and managers of pulp & paper mills in the Papyrus Bay Area 
 
 
 

Inputs 
 

Funding 
EPA grant 
($100,000) 

 
 
 

Staff 
Administrative 

Assistant, 
Outreach 

Coordinator & 
field advisors 
with technical 

credibility, 
 
 
 

Equipment/ 
Facilities 

Site office in 
Bay area, 

business ready 
(phones, 

computers 
etc.), 

 
 

Activities 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Research and create a 
database of available 
industry appropriate 
incentives 

 
 

Outputs 
 
 

Variety of 
media used to 
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circumstances 
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conversion 

Long-Term 
Outcome 
(5year) 

 
 

Pulp and paper 
mills select and 
install new 
process 
technologies to 
prevent the 
production of 
toxic effluents 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 
 
 
 

Ideally, a concise logic model was completed during strategic planning for the program or the 
design phase of the project. The evaluation will proceed more smoothly and is more likely to be 
on track if a logic model exists that exemplifies consensus among as many stakeholders as 
possible. Much can be written in narrative form about a program or project, but when it is 
distilled into the concise text boxes and connected by the arrows of a logic model, there can be 
surprises and disagreement. Therefore, the development of the model requires a series of 
interactions so that program or project staff members and stakeholders can provide critical 
input and feedback. Through an iterative process of review and critical analysis, consensus can 
be achieved and specific evaluation priorities can be identified. Developing (or refining) the 
program or project logic model increases stakeholder buy‐in, understanding of, and support for 
the evaluation, as well as the use of results. Once the model is articulated and consensus 
reached, design of the evaluation can begin. If the model is found lacking, outdated, or  
deficient in one or more areas, efforts can begin to rectify those areas before any time‐ 
consuming and expensive evaluation efforts are initiated. 

NOAA Coastal Services Center 
 



54 Planning for Meaningful Evaluation 
Refining Your Logic Model for Evaluation 

 

 
 
 
 

     
 
 

Activity 
 
 

Refining Your Logic Model for Evaluation 
 
 
 

• Take out your logic model cards and only lay out those 
that correspond to the evaluation question. 

 
 

• Affix to the place mat. 
 
 

• Explain your logic model to a group of “external 
evaluators.” 

 
 

• Evaluators – Are the components clearly defined? Are 
the components clearly defined and linked to the 
evaluation question? Can you understand how the 
effort works and what it is supposed to be doing? Share 
your questions with the “client.” 

 
 

• Switch roles. 
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Barriers to Meaningful Evaluation – Hiding in Your Logic Model 
 

Apart from the obvious barriers such as lack of funding, time, and staff members, there are four 
barriers within a program or project that can inhibit the usefulness of an evaluation: 

 

1. Lack of definition of the problem being addressed, program outputs, intended 
audiences, expected outcomes, or the expected impact on the problem addressed 

 

2. Lack of a clear logic of testable assumptions linking expenditure of program resources, 
program activities, target audiences, outputs, outcomes, and resulting impact(s) 

 

3. Lack of agreement on the evaluation priorities and intended uses of the evaluation 
 

4. Inability or unwillingness to act on the basis of the evaluation information 
 

If any of the first three barriers exist, the evaluation often proves to be inconclusive or 
irrelevant. 

 
If the third or fourth barriers exist, then even relevant, conclusive evaluations are unlikely to 
produce improvements in program performance. 

 
Built on consensus, a cogent logic model addresses the first two problems, can facilitate 
decisions about the third problem, and makes it difficult for the fourth problem to persist. 

 
 

To this point in the course, you have addressed the first barrier above – “the problem being 
addressed” and “definition of the audience” were articulated in the context. The definition of 
the outputs and outcomes were clarified in the last activity. In the next section, we will address 
number 2 above by testing and strengthening the assumptions that link one box to another in 
your model. 

NOAA Coastal Services Center 
 



56 Planning for Meaningful Evaluation 
Refining Your Logic Model for Evaluation 

 

 

NOTES 
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Enhancing Plausibility 
 
 
 
 

OBJECTIVES 
 
 
 

• Recognize and describe the action(s) required to 
achieve relevant outcomes in your own logic model. 

 

• Describe the assumptions underpinning own 
program or project to a group unfamiliar with the 
effort. 

 

• Review and critique the plausibility of a logic model 
from the perspective of an external evaluator using 
credible sources and proven strategies and tools 
from prominent social science theories and models. 
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Enhancing Plausibility 
 
 
 

Plausibility inspires trust and confidence that our programs and projects are soundly conceived, 
logically designed, and that our expectations of the effects are realistic. One obstacle to 
meaningful evaluation is lack of a clear logic of testable assumptions linking expenditure of 
program resources, program activities, target audiences, outputs, outcomes and resulting 
impact(s). This logic of testable assumptions is directly linked to plausibility. Plausibility asks, 
given what is known about encouraging people to take action regarding this problem, how 
likely it is that your plan will produce the anticipated outcomes? 

 
To the trained eye of a professional evaluator or under the scrutiny of the experts in your field, 
is it plausible that your program or project will achieve its outcomes? Does it appear likely to be 
true that the effort and the assumptions underlying it will lead to the predicted outcome(s)? 
Thus far, your preparation for an evaluation has involved more clearly defining your efforts— 
the first step in determining plausibility. Now we will focus on being clear about the 
assumptions on which your programs or projects are based and aligning (or re‐aligning) those 
assumptions with what social science indicates are the strategies most likely to produce the 
desired outcomes. These efforts can also improve the program’s or project’s credibility and the 
likelihood of positive evaluation results. 

 
Consider the expectations of typical outcomes expressed in the models of coastal resource 
professionals. Outcomes, whether generated internally or externally, can sound admirable, but 
under the scrutiny of an evaluation, may not be plausible. For example: 

 

• Is it realistic to expect a brochure created to stop snorkelers from standing on coral to 
result in a change of their behavior as an immediate outcome? 

 

• Is it logical to state as a short‐term outcome that coastal lawmakers have a greater 
understanding of how to minimize adverse effects of land‐based activities on the coastal 
environment? 

 

• Is it likely that a long‐term outcome for one NGO is that the EPA and FDA adopt a 
performance‐based approach to regulating beach and shellfish bed closures? 

 

• Should a program whose priorities may change every 5 years (to be more congruent 
with the policy climate) evaluate for mid‐ or long‐term outcomes? 

 

Maybe, maybe not. If you answered, “It depends,” you are correct. The question of plausibility 
asks whether necessary and sufficient conditions exist for a program to succeed. 

 
According to M.F. Smith (1989), these conditions exist for a program or project if . . . 

 

1. It intends to bring about some change 
 

2. Its intentions are clear 
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3. Its planned activities are reasonable, i.e., they are of the right nature to influence the 
expected outcome 

 

4. Its activities are sufficient in quantity and quality to exert that influence 
 

5. Its resources are present in sufficient amount and type for the activities to be 
implemented as planned 

 
 

Numbers one and two (above) are addressed in previous sections. This section will focus on 
helping you to determine number three and four (above) by providing an overview of some 
existing behavior change theories and offering a list of some strategies (based on these 
theories) that are supported by extensive literature to suggest that they help to change 
behavior. 

 
 
 

It All Boils Down to Behavior . . . No Matter What Your Outcomes 
 

Does all this “talk” of changing behavior apply to research projects, management actions, and 
policy change? Yes. No matter what your focus as a coastal resource professional (e.g., 
environmental education, biological research, adaptive management, or policy change), your 
efforts will involve getting people to take action, whether they are explicitly stated in your 
outcomes or not. Tacit in many outcomes is that human actions are necessary to create the 
desired outcome such as capacity building, maintaining partnerships, improving water quality, 
modifying local ordinances, or adopting alternative technologies. Although many outcomes are 
often stated as a change in an environmental issue (e.g., improved water quality), the effort it 
takes to achieve these outcomes requires human action—people must do something to make it 
happen. Your effort involves getting people to do something—whether it’s to write and secure 
a grant, conduct credible research, or use data in their decision‐making process. At some point 
in an evaluation, you may very well be measuring or assessing the behaviors of people and 
looking for a relative change in those behaviors. 

 
If you are in fact modifying human behavior, how does your program or project go about doing 
that? On what assumptions, research, or theories is your strategy based? If you can answer the 
latter question, skip the next section. If you cannot answer the question, this is an opportunity 
to further enhance the plausibility of your effort by designing programs and projects that, as 
stated in number 3 above, are reasonable and therefore of the right nature to influence the 
expected outcome. 

NOAA Coastal Services Center 
 



61 Planning for Meaningful Evaluation 
Enhancing Plausibility 

 

 

Expressing Underlying Assumptions 
 

Articulating underlying assumptions is simply explaining how you think change in your target 
audience happens. One method for articulating assumptions and acquiring concrete criteria is 
to have staff members outline their assumptions about (1) the process participants must go 
through to achieve program goals and (2) what will motivate participants to go through the 
process. These are modeled sequentially and causally, much like your project or program logic 
model. 

 

• Why do some research organizations choose a participatory or collaborative approach? 
 

• Why do coastal training program coordinators take participants on field trips to see 
demonstrations of alternative technologies or best management practices? 

 
Social science theory, research, expert opinion, previous program evaluations, and stakeholder 
interviews are all good sources for evidence of plausibility. Explaining how you think change in 
your target audience happens and comparing that to existing evidence of plausibility forces us 
to examine the sufficiency and potential effectiveness of our efforts. Are your plan of action, 
assumptions, and expectations (i.e., logic model) based on a bright idea recommended by an 
influential, albeit naïve stakeholder or a higher‐up in the organization, or is it based on the 
demonstrated success of another similar effort—or perhaps it is based on a model of 
behavioral change? The answer speaks to the level of plausibility of your effort, which in turn, 
influences the likelihood of positive findings in the evaluation. 

 
Environmental protection efforts would look to the social sciences for the theoretical 
frameworks that explain how to design efforts that are likely to engender pro‐environmental 
behaviors likely to result in environmental protection. These frameworks can serve as “best 
practices” or the best available research to inform the design and conduct of our programs and 
projects. These “best practice” theories provide an increased level of assurance to program 
staff members, evaluators, and stakeholders that a plan of action has the potential to address 
successfully the problem and that the specified outcomes are realistic—in short, that it is 
plausible. The implications of the best practice theories serving as frameworks or guides for the 
design of our programs or projects are far‐reaching in terms of funding, program credibility, 
stakeholder support, and plausibility of success. 
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Overview of Prominent Behavior Change Theories and Models 
 

As you might imagine, the behavioral change literature is broad and deep. We have chosen to 
present an overview of the prominent behavioral change theories and models recommended 
and now being used by coastal resource professionals. To read more about any one of them, a 
list of references is provided in the bibliography. 

 
Theories 

1. Social Learning/Social Cognitive Theory 
2. Theory of Reasoned Action 
3. Theory of Planned Behavior 
4. Social Marketing 

 
Models 

1. Environmental Citizenship Behavior Model 
2. Stages of Change Model 
3. Diffusion of Innovations 

 
Note: some theories are formulated as guides to understanding behavior, while the models 
were designed as analytical frameworks to guide behavioral interventions. 

 
1. Social Learning/Social Cognitive Theory – behavioral change is determined by 

environmental, personal, and behavioral elements. Each factor affects each of the 
others. For example, an individual’s thoughts affect his or her behavior and an 
individual’s characteristics elicit certain responses from the social environment. 
Likewise, an individual’s environment affects the development of personal 
characteristics as well as the person’s behavior, and an individual’s behavior may 
change the environment as well as the way the individual thinks or feels. Social 
Learning Theory focuses on the reciprocal interactions between these factors, which 
are hypothesized to determine behavioral change (Bandura 1989). 

 
2. Theory of Reasoned Action – assumes that individuals consider a behavior’s 

consequences before performing the particular behavior. As a result, intention is an 
important factor in determining behavior and behavioral change. According to Icek 
Ajzen (1985), intentions develop from an individual’s perception of a behavior as 
positive or negative, together with the individual’s impression of the way society 
perceives the same behavior. Thus, personal attitude and social pressure shape 
intention, which is essential to performance of a behavior and consequently 
behavioral change (Ajzen 1985). 

 
3. Theory of Planned Behavior – In 1985, Ajzen expanded upon the Theory of 

Reasoned Action (above), formulating the Theory of Planned Behavior, which also 
emphasizes the role of intention in behavior performance but is intended to cover 
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cases in which a person is not in control of all factors affecting the actual 
performance of a behavior. As a result, the new theory states that the incidence of 
actual behavior performance is proportional to the amount of control an individual 
possesses over the behavior and the strength of the individual’s intention in 
performing the behavior. In his article, Ajzen (1985) further hypothesizes that self‐ 
efficacy is important in determining the strength of the individual’s intention to 
perform a behavior. 

 
4. Social Marketing – is the systematic application of an integration of marketing 

concepts and techniques with social science and social policy approaches to achieve 
specific behavioral goals with specific audiences for a social good. Andreason (1995) 
defined it as “the application of commercial marketing techniques to the analysis, 
planning, execution, and evaluation of programs designed to influence the voluntary 
behavior of target audiences in order to improve their personal welfare and that of 
their society.” According to Lefebvre and Rochin (1977), five key concepts define 
social marketing: 1) Consumer Orientation – the consumer drives the research, 
planning, implementation, and evaluation of the project; research methods are 
designed to gather information to better understand the consumer’s viewpoint and 
experience; materials are pre‐tested with members of the target audience; 2) 
Audience Segmentation – large groups are differentiated into smaller, more 
homogeneous subgroups; motivational, cultural, and other factors that may affect 
the communication strategy of the campaign are determined in order to segment 
the audience into smaller subgroups; 3) Channel Analysis – the appropriate  
methods to reach target audience members are determined, including analysis of 
the best time, place, and state of mind when the target audience is most likely to 
pay attention and respond to the message; 4) Strategy – the program objective is 
determined and tactics are planned to achieve the objective; 5) Process Tracking – 
mechanisms to monitor program implementation are established; feedback is 
incorporated to redirect, revise, or refine the components of the program’s 
implementation. 

 
5. Environmental Citizenship Behavior Model – In 1990, Hungerford and Volk 

presented a model for “environmental citizenship behavior.” The model presents 
three categories of variables that contribute to behavior and act in a linear fashion, 
albeit a complex one. The categories are 1) entry level, with a major variable of 
environmental sensitivity, 2) ownership, with major variables of in‐depth knowledge 
about and personal investment in issues and 3) empowerment variables with one of 
the major variables being knowledge and skill in using environmental action 
strategies. This model is based on The Hines Model of Responsible Environmental 
Behavior (Hines and others, 1986/87) and the work of many others (also listed in 
Bibliography). More recently, Kollmuss and Agyeman (2002) have created a 
theoretical framework based on the above and subsequent work in the field. They 
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conclude that developing a model that tries to incorporate all factors might be 
neither feasible nor useful, but can help to illuminate this complex field. 

 
6. Stages of Change Model – According to the Stages of Change Model (also known as 

the Transtheoretical Model), behavioral change is a five‐step process. The five 
stages, between which individuals may oscillate before achieving complete change, 
are pre‐contemplation, contemplation, preparation, action, and maintenance (U.S. 
Dept. of Health and Human Services, 1996). At the pre‐contemplation stage, an 
individual may or may not be aware of a problem but has no thought of changing 
behavior. From pre‐contemplation to contemplation, the individual develops a  
desire to change a behavior. During preparation, the individual intends to change  
the behavior within the next month, and during the action stage, the individual 
begins to exhibit new behavior consistently. An individual finally enters the 
maintenance stage once he or she exhibits the new behavior consistently for over six 
months (Family Health International, 2004). 

 
7. Diffusion of Innovations – According to Rogers (2003), “Diffusion is the process by 

which an innovation is communicated through certain channels over time among 
the members of a social system.” In other words, the study of the diffusion of 
innovation is the study of how, why, and at what rate new ideas and technology 
spread through cultures. Roger’s Innovation Decision Process theory states that 
innovation diffusion is a process that occurs over time through five stages: 
knowledge, persuasion, decision, implementation, and confirmation. Accordingly, 
the innovation‐decision process is the process through which an individual or other 
decision‐making unit passes from (1) first knowledge of an innovation to (2) forming 
an attitude toward the innovation, (3) a decision to adopt or reject, (4) 
implementation of the new idea, and (5) confirmation of this decision. (Rogers, 
2003, p. 161) 

 
Behavioral change theories can be used to aid in the development of effective coastal resource 
protection efforts. The above section is presented to heighten your awareness of the more 
prominent models used by coastal resource professionals. For application purposes, we 
recommend you gain a more in‐depth understanding of them by consulting the references. 
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Effective Tools and Strategies to Enhance Plausibility 
 

The following tools and strategies are distilled from the above behavior change theories and 
models, many of which are summarized in Martha C. Monroe (2003). Monroe indicates that 
studies have shown that each of these tools has the capacity to work. When implemented 
effectively, each may be used to help change behavior and facilitate environmental literacy. The 
likelihood of the success of a program or project can increase greatly by incorporating a 
combination of the following into its design. 

 

1. Carefully identify the desired behavior and understand the benefits and barriers as 
perceived by the audience. 

 

2. Reduce barriers to a level more easily overcome. 
 

3. Use specific information. 
 

4. Provide consequences of actions (both positive and negative). 
 

5. Provide benefits of consequences (of positive actions) to the audience (not the trainers). 
 

6. Use models, case studies, and examples (case studies are especially important when 
dealing with complex skills such as problem identification and higher order thinking 
skills). This is especially useful when followed by a group activity to work on its own case 
or issue. 

 

7. Participants engage in project‐based problem solving and work toward their resolution. 
 

8. Make connections between and among the various aspects of an issue or action plan to 
more thoroughly understand the choices and consequences. 

 

9. Profile success stories and opinion leaders who have adopted the behavior. 
 

10. Communicate that the community (professional, etc.) accepts and applauds the 
behavior. 

 

11. Provide feedback on examples of any positive behavior now underway. 
 

12. Practice the behavior with the safety and support of a peer group. 
 

13. Acquire and practice action skills. 
 

14. Conduct activities that extract a commitment from people, either in writing or verbally. 
 

Durable behavior, which is the result of effortful information processing, is more achievable 
when cognitive involvement is high, arguments are strong, sources are credible, topics are 
relevant, message is clear, distractions are few, and comparisons are favorable. 
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Behavioral Change Theories and Models in Evaluation 
 

An evaluation may involve an assessment of plausibility and subsequent search for 
implementation of those tools and strategies presented (see section “Effective Tools and 
Strategies to Enhance Plausibility”). Being clear about your assumptions, and using the social 
sciences to inform efforts to modify behavior have many benefits, they can lead to a more 
effective and efficient evaluation, increase credibility with the evaluation user and other 
stakeholders, increase the plausibility of achieving outcomes, serve to corroborate evaluation 
findings, and increase the likelihood of positive findings. This approach will keep an  
organization from making implausible assumptions such as employing ecosystem management 
efforts in top‐down, government‐mandated, expert‐driven approaches, and designing outreach 
efforts that strive to increase knowledge with the expectation that it will result in better 
environmental quality. Nevertheless, what if, in spite of our best efforts, the evaluation findings 
are negative or null? “That we do not see widespread movement toward new behaviors, speaks 
to the possibility that we aren’t measuring behavior with a detailed enough instrument, that we 
don’t yet know everything about human behavior and change, that we are not employing these 
strategies often or effectively enough, or that these strategies are weaker than the barriers and 
countervailing forces” (Monroe, 2003). 

 
The explicit or implicit intent of environmental protection and conservation requires human 
actions. Understanding behavior lends insight to the formulation of plausible and potentially 
effective methods for achieving outcomes—no matter how they are stated. In an era when 
coastal resource protection programs are being held to a higher level of accountability, the 
designers of these programs or projects must increasingly strive to implement plausible 
behavior change strategies and tools in order to demonstrate achievement of coastal resource 
protection goals. 
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Timelines 
 

Quite frequently, timelines are established for the implementation of programs or projects, but 
not for when we can expect to see evidence of the intended outcomes—especially the mid‐ and 
long‐term outcomes. These outcomes may be part of a 5‐year strategic plan, but is it possible to 
achieve those mid‐term outcomes in 5 years? Is it possible to achieve the long‐term outcomes  
in 10 years? Once it is plausible that the outputs will result in the outcomes, it is important that 
realistic timelines be established. 

 
Benefits of Setting Timelines for the Entire Logic Model 

 
• Setting timelines for the logic model indicates the type of evaluation (e.g., process, 

impact etc.) that is appropriate on a given date 
• If the type of evaluation is predetermined, it can be conducted at a time when there is 

likely to be evidence and not before. 
• Appropriate expectations are created about what can be answered and when from 

looking at the timeline in relation to model components. 
 

As expected it’s easiest to come up with a timeframe for short‐term outcomes, but it gets more 
challenging as we move toward mid‐ and long‐term outcomes. We need to be realistic when 
setting a timeline; however, it may be quite difficult to forecast just when outcomes will be 
evident. Think of the development of timelines as an iterative process—constantly being 
informed by program or project feedback. If the activity or product is modeled after others, 
how long did those efforts take to achieve results? Establishing a timeline congruent with your 
logic model creates realistic expectations for all involved: managers, program or project staff 
members, evaluator, funder, target audience, and other stakeholders. 

 
Two things are certain, especially when dealing with human behavior: 1) change will take longer 
than you’d like or predict and 2) there are a number of influences, within and out of your 
control, that can hamper or help your efforts. This section has dealt with improving the 
efficiency of your efforts to redirect human actions. In the next section, we will identify those 
“other influences” and consider the role they play in evaluation. 
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Activity 

Plausibility Assessment 

 

• Share an activity and outcomes that pertain to your 
evaluation question with “external evaluators.” 

 
 

• Evaluators – identify the tools and strategies used in the 
clients’ activity using Job Aid 3: Plausibility 
Assessment. 

 
 

• When finished, reverse roles. 
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Plausibility Assessment 
 
 

Directions: 
 

1. Refer to the “chain” of your logic model that is linked to your evaluation question. 
 

2. Choose one behavioral outcome and record it below. 
 

3. Provide this worksheet to another group of “external evaluators.” 
 

4. As clients, explain to them in detail the activity or product (from your logic model) that 
creates the outcome(s). 

 

5. Evaluators – check the boxes when there is evidence that the tools and strategies 
below are being employed in the activities. Ask questions and use your best judgment 
when choosing to check a box. 

 
 
 
 
 

Behavioral Outcome: 
 
 
 
 
 
 
 
 

Do the activities undertaken to achieve the outcome . . . 
  

 
Indicate the desired behavior? 

  
Indicate understanding of the benefits and barriers (to that behavior) as perceived by 
the audience? 

  
 
Reduce barriers to a level more easily overcome? 

  
 
Use specific information? 

  
 
Provide consequences of actions (both positive and negative)? 
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Provide benefits (to the target audience) of consequences of positive actions? 

  
 
Use relevant models, case studies, and examples? 

  
Engage the target audience in project‐based problem solving and work toward 
resolutions? 

  
Make connections between and among the various aspects of an issue or action plan 
to more thoroughly understand the choices and consequences? 

  
 
Profile success stories and opinion leaders who have adopted the behavior? 

  
Communicate that the “community” (municipal, professional, etc.) accepts and 
applauds the behavior? 

  
 
Provide feedback on examples of any positive behavior now underway? 

  
Enable the target audience to practice the behavior within the safety and support of a 
peer group? 

  
Enable the target audience to acquire and practice the action skills needed to 
demonstrate the behavior? 

  
 
Extract a commitment from the target audience, either in writing or verbally? 

 
NOTE: This checklist is to be used only as a guide to strengthen the quality of the activities or product and improve 
the plausibility of achieving outcomes. Many other factors, such as timing and effectiveness of implementing 
strategies, are involved in enhancing plausibility. 

 
 

Is the timeline… 
 
 incomplete, unrealistic, and unfounded? 

 
complete, realistic, and unfounded? 

 
 complete, realistic, and well founded? 
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Identifying Other Influences 
 
 
 
 

OBJECTIVE 
 
 
Identify those influences, from within and outside your 
program or project, that can help or hinder the 
implementation or outcomes of the effort to be 
evaluated. 
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Identifying Other Influences 
 
 
 

Other forces or influences act on our planned efforts that may help or hinder them. There are 
two types. 

 
Internal (program) influences are those factors over which the program has control—for 
example, how an activity or product is advertised, a sampling design, program funding, or the 
nature of an incentive. 

 
External (non-program) influences are those influences on your efforts over which you have 
very little or no control—for example, competing events are offered at the same time, weather‐ 
related events, ordinance, policy or code changes, and events that modify public perception are 
just a few. 

 
 
 

For Better or Worse 
 

Your program or project logic models usually involve diagrams of boxes linked by arrows 
representing cause‐and‐effect relationships. It is perhaps tempting to consider these causal 
models to be like wiring diagrams, in which, if we flick a switch at the first box in the diagram, it 
will cause the lights in the other boxes to illuminate (Rogers, 2000). Yet we know that few 
programs or projects operate under such simple cause‐and‐effect relationships. 

 
We must recognize that these models must be based on a recognition that other factors may 
influence, for better or worse, the achievement of intermediate and long‐term outcomes. The 
further away from actual program or project outputs one moves, the weaker the program’s 
influence becomes and the greater the other influences become (see Figure 7). 
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Effect of Other Influences 
 
 
 
 

Target 
Audience  Short-term 

Outcome 

Other 
Influences Mid-term 

Outcomes 

Other 
Influences 

 
 

Long-term 
Outcomes 

Other 
Influences 

 
 
 

Strongest possible cause/effect 
relationship due to minimal time 

and other influences 

 
 

Weaker possible 
cause/effect 
relationship 

due to increased time 
and other influences 

 
 
 
 
 
 
 

Weakest causal link 
due to extended time 

& other influences 
 
 

Time Time Time 
 
 
 
 

Figure 7 
 
 
 
 
 

Those outside influences or non‐program factors (not attributable to the program or project) 
can be fixed characteristics or events that happen before a targeted participant (customer or 
client) begins the program or project, or they can occur at the same time or after the program 
or project and either help or hinder its efforts or outcomes. Other influences can be 
represented in the program or project logic model. 
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Decrease injuries 
and fatalities due 

to boating 
accidents 

 Design and 
engineer locks, 

dams & canal gates 
to prevent injury 

 

 
 

An example at the program level: 
 
 
 

Other Influences: 
Reducing Manatee Accident, Injury, and Death 

 

 
Environmental 
Programs 

 
Environmental 

Protection 
(FWC) 

Waterway 
Management 

Districts 

Marine 
Mammal 
Rescue 

 
NGOs 

 
 
 
 

Service/ 
Activity 

Minimize morbidity & 
mortality from 

natural and human- 
related injury 

Public 
awareness & 

education 

 
Other 

Influences 
Endangered 
Species Act 

status 
 
 
 
 

Regional 
Species 
Outcome 

 
 
 

Federal 
Resource 
Protection 
Goal 

 
 

Reduce manatee 
fatalities & 

injuries 
 
 
 

Reduce 
premature death 
and preventable 
injuries to marine 

mammals 

Licensing for 
Recreational 

Boaters 

 
Mother 
Nature 

 
Tolerance for 

Boating 
Activities that 

Endanger 
Manatees 

 
Figure 8 

 
 
 

In Figure 8, we can see that the “Regional Species Outcome” category has a desired outcome of 
reducing manatee fatalities and injuries. The boxes to the right suggest the “Other Influences” 
(without distinguishing program and non‐program factors) that could work for or against the 
outcome for reducing manatee fatalities and injuries. Documenting other influences affecting 
the program is necessary when considering the range of factors to which the outcomes are 
subject. This will help determine the degree to which program or project activities are 
attributable to outcomes. 
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An example at the project level: 
 
 
 

Example of Other Influences 
CWTR Project 

 
 

Logic Model Link 
(Mid-term Outcome) 

 
Mill 
executives 
committed to 
new process 
technologies 
to prevent 
the 
production of 
toxic 
effluents 

Internal 
(Program) 

 
Availability of 
confidential, 
credible advisory 
assistance 

 
Extent to which 
CWTR Project can 
convince mills of 
benefits of using 
new process 
technologies 

 
Extent to which 
participation in the 
CWTR Project is 
burdensome for 
mills 

 
Success with which 
the CWTR Project 
engenders support 
of converted mills 

External 
(Non-program 

 
Readiness to take the 
risk of exposing their 
processes in order to 
receive assistance 

 
Past experiences of 
converted mills 
concerning installation 
of new process 
technologies 

 
Views and actions of 
competing pulp and 
paper mills regarding 
production of toxic 
effluents 

 
Capacity to obtain 
and commit resources 
to facilitate conversion 

 
 
 
 

Figure 9 
 
 

In the previous example (Figure 8), the other influences that could work for or against the 
outcome were listed. In Figure 9, they have been separated into internal (program) and 
external (non‐program) influences. This level of specificity provides a more detailed accounting 
of how other influences can help or hinder the achievement of success. 
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Categories to Guide Definition of Other Influences 
 

These categories merely provide a starting point to jump‐start your thinking about the types of 
other influences that may affect your program or project level efforts. 

 
• Mandates – those rules, laws, codes, policies, and other instruments that guide program 

and project actions and human behaviors 
 

• Regulations – the specific requirements of those mandates affecting the target 
population 

 
• Alternatives – other choices your target audience has or could have available to them 

that would cause them to choose differently 
 

• Socio/cultural – the prevailing attitudes and beliefs of your target audience regarding 
your efforts or your organization; do other groups in the community have differing 
perceptions and or values related to the effort or issue? 

 
• Mother Nature – meteorological events affecting target audience participation, the 

development or implementation of the activity, or the application of new knowledge, 
skills, or attitudes 

 
• Resources – the availability of funding, equipment, services, or personnel and the 

effects on program or project implementation 
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Activity 

Identifying Other Influences 

 

• Review your evaluation question, context, and logic 
model “chain.” 

 
 

• Fill in the other influences affecting your logic model 
“chain” by completing Job Aid 4: Identifying Other 
Influences. 

 
 
 
 

• Be prepared to share some of these with the class. 
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Identifying Other Influences 
 
 

Directions: 
 

1. Review your evaluation question, context, and the related logic model “chain.” 
 

2. Discuss with your team and record the other influences affecting the evaluation 
question. 

 
 
 

 

Other 
Influences 

 
 

Internal 

 
 

External 
Link to 
Logic 

Model 
 
 

Mandates 

   

 
 

Regulations 

   

 
 

Alternatives 

   

 
 

Socio/cultural 

   

 

 
Mother 
Nature 

   

 
 

Resources 
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Creating Effective Performance Measures 
 
 
 
 

OBJECTIVE: 
 
 
Create effective performance measures that support the 
evaluation question, specifically identify the source(s) of 
data, and assess the effectiveness of the performance 
measures of others. 
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Creating Effective Performance Measures 
 

 
 

Your program has a context that needs to be described, and your logic model is nested in and 
reflects the context. There can be many influences on the plausibility of the logic model and 
many different kinds of questions (as indicated by the different elements in the logic model). In 
our context, we are most likely to focus on questions that lend themselves to the use of 
performance monitoring to answer them. 

 
 
 

Known by many different names (performance indicators, performance objectives, and 
metrics), performance measures are objective, quantitative indicators of the extent to which 
the program is meeting numerical objectives. They indicate if intended progress is being made 
but do not indicate why or why not. A complete program or project evaluation or evaluation 
research is needed to make such a determination. 

 
Most coastal professionals interested in learning about the effectiveness of their programs and 
projects measure this by observing changes in the audience or the issue. By focusing on 
performance measures, program and project staff members can document and report their 
observations to know what is or is not occurring. Performance measures are not evaluations, 
but they are tools that help identify what may need to be evaluated or when evaluation is 
needed. 

 
Performance measurement is, however, an essential part of the evaluation activity. It is the 
principal tool for formative evaluation designed to provide feedback for program or project 
improvement. Performance measurement systems are particularly helpful for a new program 
or project trying to establish itself. Adequate process monitoring (the way the program or 
project is designed, developed, and implemented) is an important complement to impact 
evaluation. It can help to identify when the process, not the program or project, is faulty and 
allow for correction. However, its utility is limited in summative evaluation, where much more 
data are needed to support conclusions regarding causation and impact. 

 
Performance indicators are often seen as a substitute for program evaluation. Performance 
indicators simply require the collection of outcome data, typically without an evaluation design 
and without regard to mediating variables, to reach a conclusion about the success of a 
program. This approach usually does not measure the relationships among program 
components, promotes easy‐to‐measure constructs rather than valid ones, does not provide 
linkages to standards, and often makes uncritical assumptions attributing outcomes to the 
program (Bickman, 2000). 

 
Management information systems (MIS) often rely on performance measures to keep track of 
programs and projects. However, if the performance measures being collected are 
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inappropriately focused, they can diminish the quality of the data being reported by the MIS 
and its usefulness for program or project accountability. This can occur for several reasons: 

• Performance measures being collected are focused on resources/inputs, processes, and 
activities for lower‐level outcomes, ignoring those for higher‐level outcomes. 

• Performance measures being collected are centered on program or project inputs, 
processes, and outputs—and not on outcomes. 

• Performance measures being collected are not linked to explicit criteria that clearly 
describe what is being measured, and to a standard for evaluating performance. 

 
Meaningful performance measures are created by defining tangible evidence related to the 
evaluation question in measurable terms (actions, numbers, and or comparisons). 

 
 

Tangible Evidence 
+ Actions, Numbers, Comparisons 

 
= Performance Measures 

 
 
 

Defining Tangible Evidence 
 

A change of perspective is useful in this situation. Imagine that you are a visitor or an external 
evaluator who knows very little about your effort; from this perspective you are looking for 
proof—tangible proof that will serve as evidence. Ask yourself and other stakeholders the 
following about the outcome: 

 
• What does it look like? 
• What’s happening? 
• With whom? 
• How often? 

 
The answers to these questions will point the way to the data that will need to be collected— 
the performance measures. 

 
Many times, outcomes (as usually stated in a logic model) do not provide enough specificity to 
create meaningful performance measures. Tangible evidence more clearly articulates a 
program’s or project’s vision of what success looks like. It is important that the evidence chosen 
is explicit, depicting a definitive picture of success. Well‐defined tangible evidence acts as a 
stepping stone on the path to performance measurement, making the selection of meaningful 
performance measures a much easier task. Additionally, identifying and defining tangible 
evidence helps program or project staff members avoid measuring components that are easily 
measured but that do not necessarily contribute to answering the evaluation question. 
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In Figure 10 (below), the tangible evidence indicates how the program management and staff of 
the Coastal Water Toxin Reduction (CWTR) project would like to see the broad mid‐term 
outcome—“commitment to adopting new process technologies”—manifested in the behavior 
of mills with which the project is working. The key word is “commitment.” We cannot see 
commitment, but we can hear or, more definitively, see and touch evidence of commitment. 
The tangible evidence in this case is proxy indicators of commitment—specifically indicators of 
commitment to adopting new process technologies. The CWTR project has defined the actions 
that are indicative of an inclination to adopt new process technologies. The evaluation may  
yield results that are more meaningful by establishing a range of evidence—from actions that 
indicate first steps to actions that indicate accomplishment of the outcome. If the outcome is 
not achieved, it may be possible to show progress in that direction. 

 
 
 
 

Coastal Water Toxin Reduction (CWTR) Project 
 
 
 

Evaluation Question: 
 

To what extent has the CWTR project been successful in 
convincing pulp and paper mills to adopt new process 
technologies? 

 
 
 
 
 
 
 
 

Mill executives 
committed to new 
process 
technologies to 
prevent the 
production of toxic 

Agreeable solutions were identified during 
meetings between CWTR advisors  and 
traditional mill executives 

 
Ongoing participation of both traditional and 
converted mill executives in mentor program 

 
Preparation of action plans that detail 
conversion to new process technologies 

effluents Traditional mills initiate or complete application 
process for incentives to facilitate conversion 

 
Figure 10 
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Performance Measures, Tangible Evidence, and SMART Objectives – Their 
Relationship and Function 

 

 
If you have SMART objectives you have defined (S)pecific, (M)easurable, (A)udience‐ (or issue)‐ 
centered, (R)ealistic, and (T)ime‐bound intentions for each component of your logic model. 
However, if SMART objectives were not defined prior to this course, identifying tangible 
evidence can be an easy and helpful first step to creating a definition of what success (literally) 
looks like, which in turn will increase the efficacy of your performance measures (see Figure 11 
below). Tangible evidence and SMART objectives are closely related. Tangible evidence 
represents a subset of SMART objectives and can be a useful way to get started generating 
worthwhile performance measures. Can you use your SMART objectives for developing the 
evaluation plan? Perhaps. First, you must determine your specific evaluation question (see 
section “Determining the Evaluation Question”). If there are preexisting SMART objectives that 
are relevant to the evaluation question and support the data needed, then the SMART 
objectives can be used and there may be no need to define tangible evidence. 

 
 

Logic Model Link: Mill executives committed to new process 
technologies to prevent the production of toxic 
effluents 

 

Tangible Evidence of 
Commitment 

 
Agreeable solutions were identified 
during meetings between CWTR 
advisors  and traditional mill executives 

 

 
Performance Measures 

 
% of traditional mills participating in the 
CWTR Project that find the proposed 
solutions agreeable 

 

Ongoing participation of both 
traditional and converted mill 
executives in mentor program 

% attendance of traditional and converted 
mill executives in mentor program over a 
10 month period 

 

Preparation of action plans that detail 
conversion to new process 
technologies 

 

 
 

Traditional mills initiate or complete 
application process for incentives to 

% of traditional mills that prepare action 
plans within the time frame and planning 
guidelines of the CWTR Project 

 
% of traditional mills that have initiated or 
completed the application process for 
incentives to facilitate conversion 

facilitate conversion % of traditional mills that receive 
incentives to facilitate conversion 

 
Figure 11 
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Effective Performance Measures 
Effective performance measures should be all of the following: 

 
 

Direct – A performance measure should measure as directly as possible what it is intended to 
measure. For example, if the outcome being measured is installation of new process 
technologies by pulp and paper mills, then the best indicator is the number of mills installing 
new process technologies. 

 
Specific – Performance measures need to be stated so that anyone would understand them in 
the same way, as well as the data that are to be collected. For example, if the performance 
measure being collected is the reduction in toxic effluents produced by pulp and paper mills, 
we do not know specifically which compounds are to be measured, the percentage reduction, 
and in what time period. 

 
 

Useful – Performance measures need to help us understand what it is we are measuring. This 
can be accomplished by measuring over time, against targets, across units, against benchmarks, 
or whatever is meaningful to your project or program. The performance measure should 
provide information that helps us understand and improve our programs and projects. 

 
Practical – Costs and time involved in data collection are important considerations. Though 
difficult to estimate, the cost and time involved in collecting data for a performance measure 
should not exceed the utility of the information collected. Reasonable costs, however, are to be 
expected. Also worthy of consideration—will the data be available during the proposed 
collection timeframe? 

 
Culturally appropriate – Performance measures must be relevant to the cultural context. What 
makes sense or is appropriate in one culture may not be in another. Test your assumptions 
beforehand. 

 
Adequate – There is no correct number or type of performance measures. The number of 
performance measures you choose depends on what you are measuring, the level of 
information you need, and the resources available. Often more than one performance measure 
is necessary. More than five, however, may mean that what you are measuring is too broad, 
complex, or not well understood. Performance measures need to express all possible aspects of 
what you are measuring: the possible negative or detrimental aspects as well as the positive. 
Consider what the negative effects, or spin‐offs, may be and include performance measures for 
these. 

 
 
 

Adapted from Taylor‐Powell, Jones, and Henert, 2002, Enhancing Program Performance with Logic Models. 

NOAA Coastal Services Center 
 



88 Planning for Meaningful Evaluation 
Creating Effective Performance Measures 

 

 
 

Types of Performance Measures 
 

Although there are more, the following categories of performance measures are common 
throughout the literature and should be considered when planning, monitoring, and evaluating 
for results: 

 
Examples for each category refer to the Coastal Water Toxin Reduction (CWTR) project. 

 
Input measures denote the various resources that go into a program and its activities in order 
to produce an output 
Examples: staff time; funding 

 
Output measures represent the number of products or services produced by the program 
.Example: number of pulp and paper mills assessed by technical advisors 

 
Efficiency measures relate the quantity of resources/inputs used to provide each unit of output 
Examples: number of staff members, time and cost of visit per follow‐up advisory visits 

 
Service Quality measures correspond to the quality of outputs or the degree of customer 
satisfaction 
Example: number of mill executives referring others to the CWTR project 

 
Outcome measures represent the effectiveness of the program in achieving its proposed 
outcomes 
Example: percentage of mills that apply for and obtain incentives to facilitate conversion 

 
 
 

Some activities and outcomes can be measured directly: 
 

Activity Performance Measure 
 

Offer and undertake follow‐up advisory visits Number of follow‐up advisory 
visits made 

 
Outcome 

 
Mills apply for and obtain incentives to facilitate conversion percentage of mills that apply for 

and obtain incentives to facilitate 
conversion 
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Other outcomes have to be measured indirectly when cost, complexity, or timeliness prevents 
direct measurement. In cases such as these, there may be other measures (proxy or surrogate) 
that can still reveal a trend in performance. 

 
Outcomes Performance Measure 

 
Production of toxic effluents prevented 
(cannot directly measure prevention, because it hasn’t happened) 

Percentage of mills where no 
toxic effluent pollution violations 
found 

 
 
 

Mill executives committed to new process technologies to 
prevent the production of toxic effluents 
(How can you measure commitment? See section “Defining Tangible 
Evidence”) 

Number of mill executives 
actively participating in mentor 
program 
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Activity 
 
 

Creating Effective Performance Measures 
 
 
 

• Use Job Aid 5: Creating Effective Performance Measures 
to create or revise your performance measures and 
record the source of data for each measure. 

 
 

• Share your performance measures with “external 
evaluators.” 

 
 

• Evaluators – review and critique using Job Aid 6: 
Performance Measure Assessment 
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Creating Effective Performance Measures 
 
 

Directions: 
 

 
1. If you need to, create a statement of tangible evidence using the following 

prompts: 
a. What is physical or concrete evidence of this outcome? 

b. “What does that look like/what’s happening” 
 

Reference your tangible evidence and “Effective Performance Measures.” 
Add to this statement the actions, numbers, and comparisons that make it 
quantifiable and record next to Performance Measure. 

 

OR 
 

If you have SMART objectives, reassess them based on the evaluation 
question and make revisions or create new ones. 

 

OR 
 

If you have performance measures, check them against the criteria for 
“Effective Performance Measures”. Revise as needed, and record below. 

 

2. Record “sources” ‐ from where will you gather this information? What people, 
organization, information system, materials, events, and so forth will provide 
the information you need? 

 
 

Logic Model Link: 

Tangible Evidence: 

Performance Measure: 

Source(s): 

 
 
 
Logic Model Link: 

Tangible Evidence: 

Performance Measure: 

Source(s): 
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Logic Model Link: 

Tangible Evidence: 

Performance Measure: 

Source(s): 

 
 
 
 
 
 
 
 
Logic Model Link: 

Tangible Evidence: 

Performance Measure: 

Source(s): 

 
 
 
 
 
 
 
 
 
 
 
Logic Model Link: 

Tangible Evidence: 

Performance Measure: 

Source(s): 
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Performance Measure Assessment 
 

Directions: 
 

1. Exchange Job Aid 5 with “external evaluators.” 
 

2. Evaluators – use this checklist to assess the effectiveness of one to three of 
your clients’ performance measures. 

 

3. Revise your own measures as appropriate. 
 
 
 
 
 
 

 

1 = needs 
improvement 

 

2 = good 
 

3= exemplary 

 

Evaluation Question: 

 

PM1 PM2 PM3 
 

Effective Performance Measures (PM) 
    

Direct – Does it measure as directly as possible what it is intended to 
measure? For example, if the outcome being measured is installation of 
new process technologies by pulp and paper mills, then the best indicator 
is the number of mills installing new process technologies. 

    

Specific – Is it stated so that anyone would understand it and the data 
that are to be collected? For example, if the performance measure being 
collected is the reduction in toxic effluents produced by pulp and paper 
mills, we do not know specifically which compounds are to be measured, 
the percentage reduction, and in what time period. 

    

Useful – Does it help you understand what it is they are measuring? The 
performance measure should provide information that helps us 
understand and improve our programs and projects. 

    

Practical – Do the costs and time involved in data collection appear 
reasonable? Though difficult to estimate, the cost of collecting data for a 
performance measure should not exceed the utility of the information 
collected. 

    
Culturally appropriate – Is it relevant to the cultural context? What 
makes sense or is appropriate in one culture may not be in another. 

    
TOTAL 
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Data Analysis Considerations 
 
 
 
 

OBJECTIVE 
 
 
Select appropriate data collection methods based on the 
evaluation question, performance measures, and an 
understanding of analysis considerations, quantitative and 
qualitative methods, and triangulation. 
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Data Analysis Considerations 
 

 
 

Without question, high‐quality usable data are needed to make any evaluative effort a success. It is 
very important to consider specific data that are needed and the source from which they will be 
obtained. Sound collection methods and appropriate data measures and testing are the foundation 
for giving your evaluation true meaning. The evaluator must consider a number of elements,  
including the specific information needed to measure the intended outcomes. Once data needs have 
been determined, there is the question of where and how to obtain such data. In many instances,  
data on a particular subject area already exist. If there are current data focused on the evaluation 
interests, the evaluator must check how recently the information was collected, the means in which it 
was collected, if it comes from a reliable source (quality issues), and if the depth of the information is 
suitable. In instances where needed information does not exist, a data collection strategy must be 
developed. This strategy encompasses issues, such as the intended evaluation approach, ensuring 
data are representative of the greater population, what type of collection methods are most 
appropriate, and the scope or extent of needed information. The following section describes, in  
detail, a number of these items. 

 

 
 
 
What Can I Do with What I Have? 

 
Collecting information provides us with valuable feedback that provides different levels of utility to 
our program or project. There is a continuum that ranges from no feedback to highly controlled and 
structured feedback. For example, 

 
Coastal Water Toxin Reduction (CWTR) project – advisory program targeted at pulp and paper 
mills to reduce their polluting practices. 

 
 
 

No feedback – report nothing. 
 

Anecdotal – report skewed or limited information; not systematically collected. 
Example: one of the mills enrolled in the project submits a letter to project advisors extolling the 
virtues of the project. 

 
Performance Monitoring – collect systematically to report on what is happening. 
Example: report percentage of mills that apply for and obtain incentives to facilitate conversion 

 
Evaluation – systematically collect to report on the cause of what is happening. 
Example: 75% of pulp and paper mills in the Papyrus Bay area have installed new process technologies 
because there is a tax credit associated with the installation of those new technologies. 
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Evaluation Research – systematically collect to report on whether what is happening is attributable 
to our efforts. 
Example: establishing a test group (exposure to project) and a control group (no exposure to project). 
Upon further investigation, determining that of the 75% of target businesses that have installed new 
process technologies, only 3% were exposed to the Coastal Water Toxin Reduction (CWTR) project— 
which indicates that the documented change is not attributable to that project and its efforts. 

 
 

Linking Behavior to Kirkpatrick’s Four Levels of Evaluation 
 

There are a number of levels on which to evaluate a program or project. Each of these levels provides 
slightly different information about the effect of a program or project, from the simplest and most 
immediate (reaction) to the long‐term, more complex (return on investment). Originally developed in 
1959 for the evaluation of training and learning, these levels can be used to make explicit what the 
type questions the evaluation is asking. 

 
Kirkpatrick’s Four levels of evaluation 

 
According to Donald Kirkpatrick’s model, there are four levels of evaluation: reaction, learning, 
behavior, and results. Evaluation should always begin with level one and then, as time and budget 
allow, should move sequentially through levels two, three, and four. Information from each prior 
level serves as a base for the next level’s evaluation. Thus, each successive level represents a more 
precise measure of the effectiveness of the (training) program or project but at the same time 
requires a more rigorous and time‐consuming analysis (Kirkpatrick, 1994). 

 
Level 1. Reaction – What is the audience’s response to the program or project? 

Level 2. Learning – What did the audience learn? 

Level 3. Behavior – Did the audience’s learning affect its behavior? 
 

Level 4. Results – Did the behavior change move the original situation toward the objective 
(desired outcome)? 

 
A fifth level of evaluation, return on investment, was later added by Jack Phillips and is now 
considered a component of the Kirkpatrick model (Stoel, 2004). In many cases, this is an important 
level for program or project evaluations. 

 
Level 5. Return on Investment (ROI) or Cost‐Benefit – Is the cost of implementing this program or 

project reflected in the degree of benefits received from the results? 
 

Note: It is important to note that although these methods are presented in a hierarchy of increasing 
complexity, that hierarchy does not indicate relative value. All of these levels are useful. Which one(s) you use 
should be determined by what type of information is needed to evaluate the program or project accurately. 
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Level 1. Reaction or Satisfaction* 
 

Reaction evaluation measures the audience’s immediate positive or negative response to the 
program or project. This is the most common level of evaluation. 

 
Often referred to as “smile sheets,” they ask participants to rate their perceptions about the quality 
and impact of the specific program or project. These evaluations can range from a handful of 
questions regarding the program or project delivery, facility, or usefulness, to forms that ask 
participants to rate all aspects of an activity or product. 

 
Reaction surveys or evaluations are an important tool to measure participants’ satisfaction. They are 
relatively easy to administer, tabulate, and summarize in a results report. 

 
* Kirkpatrick = Reaction; Phillips = Reaction, Satisfaction, Planned Action 

 
 
 

Example Questions for “Reaction” level Evaluation: 
 

Participating in the Coastal Water Toxin Reduction (CWTR) project was: 

Poor use of time 1…...2…...3…...4 Good use of time 

 
Level of commitment needed in relation to the support provided was: 

Not enough 1…...2…...3 (just right) …...4…...5 Too much 
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Level 2. Learning 
 

Knowledge evaluation measures whether participating in the program or project increases the 
audience’s knowledge and awareness of the issues addressed and influences attitudes. 

 
A number of different tools can be designed to measure what the audience has learned. Tests (given 
before and after), simulations, demonstrations, or other observable or measurable methods allow 
evaluators to determine if the knowledge or skills identified in the objectives were learned. It is 
important to remember that regardless of the method used, the test must relate directly to the 
objectives. 

 
Learning evaluations are more difficult to design and administer than reaction evaluations. One 
reason for this is that learning evaluations must be customized for every instructional activity or 
project and must reflect the conditions of the specific job or real‐world application of the learning. It 
is also important to remember that learning evaluations measure the level of knowledge or skills of 
participants at the time the test is administered. These evaluations do not indicate long‐term 
knowledge or skill retention, nor are they an indication of how these will be applied to the real‐world 
situation. 

 
 
 
 

Example Questions for “Learning” level Evaluation 
 

Who would you contact for advisory assistance about new process technologies? 
 

1. 2. 
 
 
 
 

Suggest two ways in which your mill can reduce toxic effluents: 

1. 2. 
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Level 3. Behavior or Application* 

 
Application evaluation measures whether the participant has been able to use the new knowledge 
and skills learned. 

 
Level 3 is significantly more complex than the first two levels in that it requires contacting  
participants after they have had time to apply the new knowledge and skills. As with other evaluation 
levels, many different tools can be used to collect data. Each tool has different strengths and 
limitations. Tools include surveys, questionnaires, interviews, focus groups, observations, and reviews 
of written documents. Regardless of the tool, the questions should present specific skills and 
knowledge areas and ask participants if and how they have applied them since learning them. 
Questions would focus on relevance of the program or project, whether they have gone back and 
used materials provided by the program or project, how new knowledge has been applied to their 
jobs, and whether new skills have been used. 

 
Measuring the application of the new knowledge and skills learned is becoming more accepted as a 
level that should be evaluated. It is important to know not only whether participants understood the 
material during the program or project, but also the extent to which they were able to go back to 
their “regular” jobs and apply it. This level of evaluation provides proof of whether transfer of 
learning has occurred. It is much more powerful to justify a program or project by demonstrating that 
participants used the information rather than reporting the number that participated or “liked” the 
program or project. Many decision makers are now demanding increased accountability from 
resources spent educating the target audience. 

 
* Kirkpatrick = Behavior; Phillips = Application 

 
 
 

Example Question for “Behavior” level Evaluation 
 

Please check the box next to the steps you have taken in the past 2 years toward facilitating 
conversion. For those checked, please provide a brief description of what was done: 

 
 Application for incentive 

 Equipment/technology modification 

 Process or procedure modification 

 Reformulation or redesign of products 

 Substitution of raw materials 
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Level 4. Results or Business Impact* 
 

Results evaluation measures whether the behavioral changes have an overall impact on the 
environment or audience’s lives. 

 
There is a constant pressure on agencies to demonstrate the efficiency and effectiveness of all of  
their programs and projects. To actually conclude that the program or project has had its desired 
effect, the participants will have to successfully apply the new skills or knowledge. The term 
“successfully” is defined as the new skills and knowledge leading to the desired result or impact on an 
audience or the environment. This level of long‐term information is becoming increasingly important 
when priorities are being set or when decisions to continue or remove the program or project are 
being made. 

 
Level 4, or results evaluation, is typically feasible for only large‐scale programs or projects that have 
been designed to have specific results for a specific audience. For example, if you were trying to 
measure the results of facilitation training for a group of participants, you would need to go to the 
people who had been facilitated by the participants. This requires that the measurements are at least 
one step removed from the participants of your program or project. Because it can be quite difficult 
to isolate the effect of your program or project, this level of evaluation can be complex. 

 
* Kirkpatrick = Results; Phillips = Business Impact 

 
 
 

Example Question for “Impact” level Evaluation 
 

Has installation of new process technologies reduced the amounts of toxic effluents discharged by 
pulp and paper mills in Papyrus Bay? 
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Level 5. Return on Investment (ROI), or Cost-Benefit Analysis 

Cost-Analysis Approaches in Evaluation 

Cost‐benefit analysis (CB) 
 

CB is the evaluation of a program or project or product according to its costs and benefits when each 
is measured in monetary terms. A program or project or product must show benefits in excess of 
costs. In selecting from among several alternatives, one would choose that particular one that had 
the highest benefit‐cost ratio (or, conversely, the lowest ratio of costs to benefits). For example, let’s 
say you produce a compact disc (CD) on nonpoint source pollution. You track the total costs of 
production, marketing, and distribution and the monetary value of the outcomes. From those data 
you develop a benefit‐cost ratio and assess the value of that product based on the ratio (Note: The 
major disadvantage of CB is that it is very difficult to assign values to benefits). 

 
An alternate approach is 

 
Cost‐effectiveness analysis (CE) 

 
CE is the evaluation of alternative programs or projects or products according to both their costs and 
their effects with regard to producing some outcome. The most preferable alternative would be the 
one that shows the lowest cost for the desired changes in outcome. For example, let’s say you 
produce two products on nonpoint source pollution: a website and a brochure with CD. You track the 
total costs and outcomes of both and then compare to determine which product provides the 
maximum effectiveness per level of cost or, conversely, the least cost per level of effectiveness. 

 
Source: 
Levin, H.M., and McEwan, P.J. (2001). Cost‐effectiveness analysis: Methods and applications. Thousand Oaks, 
CA: Sage Publications. 
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Figure 12 illustrates examples of some key evaluation questions, indicating where they link to each 
phase of the CWTR logic model. 

 
 
 
 
 

CWTR Project Model 
 
 
 
 

Staff 

Money 

Partners 

 
Design a mill 

executive 
program 

 
 

Provide 
materials and 

conduct 
meetings 

 
 
 
 

Targeted mill 
executives 

attend 

Executives increase 
knowledge of bay 

ecology and health 
decline 

 
 

Executives learn new 
ways to improve 
industry effluent 

quality 

 
 

Executives 
take steps to 

improve 
effluent 
related 

practices and 
technologies 

 
Mill 

executives 
committed to 
new process 
technologies 
to prevent the 
production of 
toxic effluents 

 

Example Evaluation Questions 
 

Were the inputs 
sufficient, 
timely? 

Was the 
program 

produced as 
designed? 
Were all 
planned 
meetings 

delivered? How 
effectively? 

Did all 
executives 

attend that were 
intended? Who 

did/did not 
attend? Did 

they….? 
Why/why not? 

Did knowledge 
increase? 

Did they learn 
alternative 

approaches and 
available 

opportunities? 

What else 
happened? 

Are 
executives 
and/or staff 

taking steps to 
acquire the 

programmed 
recommended 

alternative 
technologies? 

Has there 
been an 

increase of 
purchase 

and/or 
installation of 
alternative 

technologies? 

Are assumptions correct? 
 

Do mill executive respond and attend as anticipated? 

Do mentors positively influence the process? 

Does the knowledge change lead to behavior change? 

 
Did other influences have an effect? 

Were there any events or incidents that discouraged or 
kept mill executives from participating or taking steps to 
convert? 

 

Figure12 
 
 
 
 
 
 
 
 

Adapted from Taylor‐Powell, Jones, and Henert, 2002, Enhancing Program Performance with Logic Models on‐line course, 
University of Wisconsin‐Extension. 
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Collecting Information 
 

Once the evaluator has determined what is going to be measured and where to obtain such 
information, it is time to consider how data will be collected. 

 
Data collection is the gathering of information to address those critical evaluation questions that 
were identified in the initial stages of the evaluative process. A number of data collection techniques 
are available to gather information, as are a wide variety of currently existing information resources. 
The most important issue related to data collection is determining the most appropriate information 
or evidence to answer your questions. 

 
To plan for successful data collection, you must . . . 

 
• Think about the questions to be answered and the information sources available. 

 
• Begin to think about how the information could be organized, analyzed, interpreted, and 

subsequently reported to various audience types. 
 

• Ask yourself what kind of data you might collect. Examples include gauging population 
attributes (personal, demographic information), topical knowledge, attitudes, beliefs, and 
behaviors. 

 
• Consider ways to best collect reliable and valid information. Does it consistently measure the 

material over time? Is it just as meaningful in different geographic regions? 
 

• Keep your target population in mind. Sample size will be determined by population dynamics. 
 

• Consider sampling strategy, data collection methods, and constructing appropriate questions 
for various data collection methods. This refers to instrument design and how questions are 
written, ordered, and considered for specific question types (multiple choice, short answers, 
open‐ended, yes/no, etc.) 

 
 
 
 
Logistical Considerations – Pre-Data Collection 

 
Before initiating any systematic, formalized data collection, it is wise to develop a schedule of 
required tasks that must occur before and during data collection. The strategy you develop should 
help make the data collecting process as time‐ and cost‐effective as possible, while also ensuring 
high‐quality data. The following text highlights a few such logistical, considerations. 
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Paperwork Reduction Act of 1995 
A major pre‐data collection consideration is the Paperwork Reduction Act of 1995 (PRA). This 
legislation requires that the Office of Management and Budget (OMB) grant approval for public 
information collection (e.g., surveys) by a federal agency before being conducted. According to the 
act, “information collection” is defined as a collection of identical questions presented to 10 or more 
members of the public. Approval must be granted for all forms of federal information collection, both 
mandatory (income tax reporting) and voluntary. Additionally, if an organization is collecting 
information on behalf of, or being funded by, a federal agency, approval must be granted. 

 
The purpose of the PRA is to reduce the number of hours (time and effort) required of public citizens 
to provide information to the federal government. The OMB also takes steps in the clearance process 
to ensure that information collection methods are statistically and methodologically sound, resulting 
in high quality, usable data. Therefore, specific data testing and analysis methods must be considered 
in unison. 

 
For additional information regarding the PRA and compliance details, please refer to the following 
websites: 

• NOAA – http://www.cio.noaa.gov/Policy_Programs/pra.html 
• U.S. Department of Health and Human Services – 

www.hhs.gov/ocio/policy/collection/infocollectfaq.html 
• U.S. Department of Agriculture – www.ocio.usda.gov/infoc/faq_infoc.html 

 
Data Collection Strategy 
It is also important to learn as much about your target population as possible before initiating any 
formalized data collection. For example, perhaps your organization is interested in problems that 
commercial lobster fishermen encounter with marine debris. First, a determination would need to be 
made as to when the lobster season is and who the lobster fishermen are in the state or region under 
observation. Second, considering the type of data collection method you are using (this will be 
covered later in the manual), a determination will need to be made on the best way to access the 
population of interest and to ensure the greatest likelihood of participation. In the example of the 
lobster fishermen, it may be determined that on‐site/face‐to‐face interviews are the best means of 
collecting needed information. Next, the duration of an average interview and the frequency (number 
of times or days) of data collection needed to acquire the desired level of data must be determined. 
Finally, the investigator must consider the circumstances and behaviors of the target population. For 
example, lobster fishermen may be highly noncompliant in participating in interviews at the docks 
early in the morning when they’re getting ready to head out to sea. Perhaps the end of the day after 
the vessels return and unloaded is the best time to approach the fishermen for optimal success and 
compliance. Knowing the audience’s behaviors, daily schedule, collective biases, and so on will lead to 
greater success by saving time and money and acquiring a more complete and detailed data set. 
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Quantitative and Qualitative Collection Methods 
 

One element common to evaluations is that they all require a systematic, well‐planned information 
collection strategy, whether the information is collected from currently existing (secondary) sources 
or if you plan to collect new, primary information. These data are broadly defined in two major 
categories—quantitative and qualitative. Quantitative, or numeric data, include measures such as 
counts of technical staff members, number of total years experience in the coastal management field, 
or the extent of technical support provided to GIS technicians. Qualitative, or descriptive data, 
provides narrative information, such as descriptions of what information participants would like to 
receive from a formal training or participant motivations for attending. The most successful 
evaluations combine elements of quantitative and qualitative data collection. Determining which to 
use should be made with an understanding that there are multiple ways to ask the same question— 
and receive very different answers. 

 
Quantitative Data Considerations 

 
Statistical analysis is something that makes a number of people cringe. However, there are many very 
useful, simple statistical measures called “descriptive statistics” that are easy for anyone to 
understand. They are called descriptive statistics, quite simply, because they describe your raw 
evaluation data. They generally highlight basic features of the information. Additionally, a number of 
these descriptive measures are very simple to calculate, requiring nothing more than a basic 
calculator. 

 
Descriptive Statistics 

 
Numerical counts or frequencies represent the simplest quantitative approach. They tell us how  
many times something happens, how many responses fit into a particular category. In many cases, 
simple counts are all that is needed to answer a question. They also serve as a building block for other 
measures, such as percentages. 

 
For example, 

• 72 respondents reported having at least 20 years of professional experience in the pulp and 
paper industry. 

• There were 12 documented violations at the South Bay Paper Mill associated with the new 
CWTR standards. 

 
Percentages express information as a proportion of a whole. They are also easy to interpret, making 
comparisons meaningful. Frequencies are also useful when you want to display a distribution of data 
values. 

 
For example, 

• 55% of respondents have over 20 years of professional experience in the pulp and paper 
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• Mean 1+4+5+3+4+2 = 19 ÷6 = 3.16 
• Median 3,3,3,3,3,4,4,4,4,5,5,6,6,6,6,6,7,7 = 4.5 
• Mode 3, 4, 6, 3, 7, 3, 3, 3, 3, 8, 9, 11, 3 = 3 
 

 

industry, while 25 percent possess 5 or less years of experience. 
 

Measures of central tendency explain what is typical or common about responses. There are three 
common measures of central tendency: 

 
• Mean – This is simply the average. The value is calculated by adding all numeric responses and 

dividing by the total number of responses. 
• Median – The value that appears in the middle when a series of numbers are ordered from 

lowest to highest. If there are an even number of values, then the median is the average of 
the two middle numbers. 

• Mode – This is the most frequent answer or value and refers to the most common response or 
the most frequent situation. It is most useful when a large number of values are available. If all 
numbers appear once or two numbers appear equally “highest” then there is no mode. 

For example, 

 
 
 
 

Measures of variability call attention to the “spread or variation” in responses. There are three 
measures of variability: 

 
• Range – A comparison of the lowest and highest expressed values. This is the simplest 

measure of variability. The range can be presented as a comparison (“responses ranged from 
4 to 10”), or as a numeric expression obtained by subtracting the lowest value from the 
highest. 

 
For example, 

• Range   6, 4, 7, 6, 8, 5, 10, 7, 6 = 4 to 10 (as a comparison) or 6 (as a single numeric expression) 
 

• Standard Deviation – Measures the average distance that scores lie from the mean. The 
higher the standard deviation, the greater the responses varied from the mean. Likewise, the 
lower the standard deviation, the closer the scores are to the mean. In the instance where all 
scores are identical, there is a value of zero, or no deviation present. 

 
• Variance – The square of the standard deviation 

Additionally, there are more complex measures known as inferential statistics. Inferential statistics 
allow a researcher to arrive at a certain conclusion that is based on probability, and they help to 
determine correlations among different measures. These conclusions extend beyond the immediate 
data alone. They are used to highlight relationships among and between variables. For example, does 
age influence job status, or does formalized training enhance GIS skills and abilities? 
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What to do with that quantitative survey data? 
 

1. CONTEXT: Federal and some state funds have been granted to support the CWTR project. The 
grants require an evaluation at the end of the 3rd year of project implementation. Continuous 
monitoring of performance measures (and anecdotal information from staff) indicates to the 
CWTR project team that they are positioned to evaluate a midterm project outcome. 

 
2. WHO: The CWTR project team has decided to conduct a survey of pulp and paper mill executives 

(i.e. mill owners and managers). A total of 35 executives were targeted for the survey. 
 

3. FOCUS: The survey focuses on mill executives’ commitment to new process technologies to 
prevent production of toxic effluents (mid‐term outcome and evaluation question). The survey 
gathers data about the following evaluation question: 

How committed are mill executives to adopting new process technologies to 
prevent production of toxic effluents? 

 
4. SAMPLING SCHEME – Audience characterization identified that older mill executives tended to 

be less technologically savvy than their younger counterparts. Also, all were very busy and 
placed little value on tasks not related to pulp and paper production. With this in mind, CWTR 
created a survey that was short, focused, and close‐ended with a goal of getting a 100% return 
rate. CWTR created both an online and print version of the survey consisting of multiple choice 
questions. Questions were carefully drafted (using Introduction to Survey Design and Delivery, 
NOAA Coastal Services Center, 2007) and piloted with 2 local mill executives (one owner and one 
manager from different mills). Adjustments to the language of the cover letter, questions, and 
response options were made based on feedback. 

 
5. INSTRUMENT – web page and hard copy survey with six multiple choice questions. All General 

Managers were sent a survey with four additional, mill‐level questions, totaling 10 questions. 
 

6. DATA MANAGEMENT ‐ Upon completion of the survey, the user clicked a button on the page 
which sent their responses into a small database. This ensured accurate compiling and 
organization of the data. Print surveys were mailed back to the CWTR project office (postage 
paid) by respondents, and entered manually by staff into the database. The web page and the 
database were archived on a CD. 

 
7. RESPONSE RATE: The survey was distributed and reminders were sent. The rate of response was 

88%, with 31 of 35 executives responding. 
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Questions from the CWTR Project Survey Instrument 
 
 

1. Demographics: Please identify your role in the mill: 
 Owner 
 General Manager 
 Assistant Manager 
Departmental Manager 

 
2. Think of the proposed solutions for reducing toxic effluents generated through your 

participation in the CWTR project. Please rate how satisfied you are with those solutions 
overall. 

a. Very satisfied – I think the proposed solutions will be cost‐effective at reducing toxic 
effluents 

b. Somewhat satisfied – I think that with some modification, the proposed solutions will 
be cost‐effective at reducing toxic effluents 

c. Somewhat dissatisfied – I think that the solutions identified will be cost‐prohibitive at 
reducing toxic effluents 

d. Very dissatisfied – I think that we need to go back to the drawing board 
 

3. Please rate your level of satisfaction with the productivity of the CWTR mentor program. 
a. Very satisfied 
b. Somewhat satisfied 
c. Somewhat dissatisfied 
d. Very dissatisfied 

 
4. Think about when you first learned about the intent of the CWTR project. Which statement 

best represents how concerned were you about exposing you current practices and 
processes in order to receive assistance? 

a. I was afraid that our mill would be shut down 
b. I was concerned that our mill would be fined 
c. I was comfortable sharing our current practices and processes with the CWTR project 

staff 
 

5. On a scale of 1-5 (with 1 being of very low value and 5 very high value), please circle the 
value you place on the mentor program. 

Very low  1 ‐‐‐‐‐‐‐‐‐‐‐‐‐‐2 ‐‐‐‐‐‐‐‐‐‐‐‐‐‐3 ‐‐‐‐‐‐‐‐‐‐‐‐‐‐4 ‐‐‐‐‐‐‐‐‐‐‐‐‐‐5 Very high 
 

6. Which choice best reflects your opinion of the advisory assistance provided by CWTR staff 
about reducing toxic effluents available from CWTR? 

a. Highly reliable 
b. Somewhat reliable 
c. Somewhat unreliable 
d. Highly unreliable 
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= The remaining four questions were included only on surveys distributed to 
General Managers= 

 
7. Please tell us where you are in the preparation of your mill’s action plan to reduce toxic 

effluents (in compliance with federal regulations). 
a. Action Plan completed by June 15th 2009 
b. Action Plan completed after June 15th 2009 
c. Action Plan in development 
d. Action plan development stalled 
e. Not developing an Action Plan 

 
8. What level of effort has been necessary for your mill to participate in the CWTR project? 

 
a. Approximately how many staff hours to date has your participation in the CWTR 

project required?    
 

b. Overall, how much effort have you felt necessary to participate in the CWTR project? 
i. Significant effort – Burdensome to participate 

ii. Moderate effort – Reasonable demands to participate 
iii. Little effort – Easy to participate 

 
9. How complete is your mill’s application for incentives to facilitate needed facility, 

equipment and/or supplier conversions? 
a. Completed application and submitted for consideration 
b. Completed application 
c. Incomplete application 
d. Not applying 

 
10. If you responded (a) to #9 above, has your mill received funding for incentives? 

a. Yes 
b. Have not been notified yet 
c. Funding denied 
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CWTR Project Survey Results and Data Analysis 
 

1. Demographics: Please identify your role in the mill: 
 Owner (6 responses) 
 General Manager (5 responses) 
 Assistant Manager (7 responses) 
Departmental Manager (13 responses) 

 
Examples of analysis: 
• Numerical counts or frequencies—25 respondents identified themselves as managers. 
• Percentages—81% of respondents identified themselves as managers. 
• Measures of central tendency—the most common role among respondents (mode) was 

Departmental Manager 
 

2. Think of the proposed solutions for reducing toxic effluents generated through your 
participation in the CWTR project. Please rate how satisfied you are with those solutions 
overall. 

a. Very satisfied – I think the proposed solutions will be cost‐effective at reducing toxic 
effluents (23 responses) 

b. Somewhat satisfied – I think that with some modification, the proposed solutions will 
be cost‐effective at reducing toxic effluents (6 responses) 

c. Somewhat dissatisfied – I think that the solutions identified will be cost‐prohibitive at 
reducing toxic effluents (1 response) 

d. Very dissatisfied – I think that we need to go back to the drawing board (1 response) 
 

Examples of analysis: 
• Numerical counts or frequencies—29 respondents were satisfied with the solutions for 

reducing toxic effluents generated through their participation in the CWTR project. 2 
respondents were dissatisfied. 

• Percentages—94% of respondents were satisfied with the solutions for reducing toxic 
effluents generated through their participation in the CWTR project. 

• Measures of central tendency—respondents were most commonly (mode) “very 
satisfied” with the solutions for reducing toxic effluents generated through their 
participation in the CWTR project. 

 
3. Please rate your level of satisfaction with the productivity of the CWTR mentor program. 

a. Very satisfied (3 responses) 
b. Somewhat satisfied (3 responses) 
c. Somewhat dissatisfied (20 responses) 
d. Very dissatisfied (5 responses) 

Examples of analysis: 
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• Numerical counts or frequencies—25 respondents were dissatisfied with the productivity 
of the CWTR mentor program. 

• Percentages—81% of respondents were dissatisfied with the productivity of the CWTR 
mentor program; only 3 of 31 respondents were “very satisfied” with the productivity of 
the CWTR mentor program. 

• Measures of central tendency—respondents were most commonly (mode) “somewhat 
dissatisfied” with productivity of the CWTR mentor program. 

 
4. Think about when you first learned about the intent of the CWTR project. Which statement 

best represents how concerned were you about exposing you current practices and 
processes in order to receive assistance? 

a. I was afraid that our mill would be shut down (4 responses) 
b. I was concerned that our mill would be fined (20 responses) 
c. I was comfortable sharing our current practices and processes with the CWTR project 

staff (7 responses) 
 

Examples of analysis: 
• Numerical counts or frequencies—24 respondents expressed concern about exposing 

their practices and processes in order to receive assistance; seven respondents were 
comfortable sharing practices and processes with the CWTR staff. 

• Percentages—77% of respondents expressed concern about exposing their practices and 
processes in order to receive assistance; 23% of respondents were comfortable sharing 
practices and processes with the CWTR staff. 

• Measures of central tendency—respondents most commonly (mode) indicated that they 
were “somewhat concerned” about exposing their practices and processes in order to 
receive assistance 

 
5. On a scale of 1-5 (with 1 being of very low value and 5 very high value), please circle the 

value you place on the mentor program. 
VL  1 (3 responses) ‐‐‐‐2 (12 responses) ‐‐‐‐3 (10 responses) ‐‐‐‐4 (4 
responses) ‐‐‐‐5 (2 responses) VH 

 
Examples of analysis: 
• Numerical counts or frequencies—25 respondents rated the value of the mentor 

program a three or below on a scale of one to five, with five being high value. 
• Percentages—81% of respondents rated the value of the mentor program a three or 

below on a scale of one to five, with five being high value. 
• Measures of central tendency—respondents most commonly rated the value of the 

mentor program a two on a scale of one to five, with five being high value. 
 

6. Which choice best reflects your opinion of the advisory assistance provided by CWTR staff 
about reducing toxic effluents? 
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a. Highly reliable (26 responses) 
b. Somewhat reliable (4 responses) 
c. Somewhat unreliable (1 response) 
d. Highly unreliable (0 responses) 

 
Examples of analysis: 

• Numerical counts or frequencies—All but one respondent felt the advisory assistance on 
reducing toxic effluents available from CWTR to be reliable. 

• Percentages—30 of 31 respondents felt the advisory assistance on reducing toxic effluents 
available from CWTR was reliable; 84% of respondents felt the advisory assistance on 
reducing toxic effluents available from CWTR was highly reliable. 

• Measures of central tendency—respondents most commonly felt the advisory assistance on 
reducing toxic effluents available from CWTR was highly reliable. 

 
= The remaining four questions were included only on surveys distributed to 

General Managers= 
 
 

7. Please tell us where you are in the preparation of your mill’s action plan to reduce toxic 
effluents (in compliance with federal regulations). 

a. Action Plan completed by June 15th 2009 (1 response) 
b. Action Plan completed after June 15th 2009 (2 responses) 
c. Action Plan in development (1 response) 
d. Action plan development stalled (1 response) 
e. Not developing an Action Plan (0 responses) 

 
Examples of analysis: 

• Numerical counts or frequencies—three mills targeted by the CWTR Project have completed 
toxic effluent reduction action plans. 

• Percentages—three out of five mills targeted by the CWTR Project have completed a toxic 
effluent reduction action plan. 

• Measures of central tendency— mills targeted by the CWTR Project most commonly (mode) 
completed a toxic effluent reduction action plan after June 15, 2009. 

 
8. What level of effort has been necessary for your mill to participate in the CWTR project? 

 
a. Approximately how many staff hours to date has your participation in the CWTR 

project required? (responses = 40, 56, 80, 90, 110) 
 

b. Overall, how much effort have you have felt necessary to participate in the CWTR 
project? 

i. Significant effort – Burdensome to participate (1 responses) 
ii. Moderate effort – Reasonable demands to participate (1 responses) 
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iii. Little effort – Easy to participate (3 responses) 
 

Examples of analysis (a): 
• Numerical counts or frequencies—one respondent reported requiring only 40 hours for 

participation in the CWTR project. 
• Percentages—three of five respondents reported requiring 80 hours or less to participate in 

the CWTR project. 
• Measures of central tendency—respondents reported requiring an average (mean) of 75.2 

hours for participation in the CWTR project; the median response for time required to 
participate in the CWTR project was 80 hours. 

• Measures of variability—the number of staff hours required for participation in the CWTR 
project ranged by 70 hours. 

 
Examples of analysis (b): 

• Numerical counts or frequencies—only one respondent reported that participation in the 
project required significant effort. 

• Percentages—only one of five respondents reported that participation in the project required 
significant effort; three of five respondents reported that participation in the project required 
little effort. 

• Measures of central tendency—respondents most commonly indicated that participation in 
the project required little effort. 

 
9. How complete is your mill’s application for incentives to facilitate needed facility, 

equipment and/or supplier conversions? 
a. Completed application and submitted for consideration (3 responses) 
b. Completed application (1 response) 
c. Incomplete application (1 response) 
d. Not applying 

 
Examples of analysis: 

• Numerical counts or frequencies—three mills targeted by the CWTR Project have submitted 
an application for incentives to facilitate needed facility, equipment and/or supplier 
conversions. 

• Percentages—four of five mills targeted by the CWTR Project have completed an application 
for incentives to facilitate needed facility, equipment and/or supplier conversions. 

• Measures of central tendency—the most common (mode) application status among mills 
targeted by the CWTR Project was “completed application and submitted for consideration.” 

 
10. If you responded (a) to #9 above, has your mill received funding for incentives? 

a. Yes (1 response) 
b. Have not been notified yet (1 response) 
c. Funding denied (1 response) 
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Examples of analysis: 
• Numerical counts or frequencies—one mill has received incentives, one mill has not yet been 

notified about their application for incentives, and one mill has been denied funding for 
incentives. 

• Percentages— one of three mills has received funding, one has not been notified, and one has 
been denied. 

• Measures of central tendency—N/A because there is no mode. 
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Qualitative Data Considerations 
 

Qualitative analysis refers to the collection of narrative data to address a research question. These 
data are a descriptive account of words and observations and do not focus on numbers. Through a 
collection of narrative statements, trends and patterns emerge. A great wealth of information is 
available through qualitative methods though the analysis can be quite time‐consuming. The analysis 
is based on content analysis (e.g., repetition of key words). Qualitative data can offer great insight 
into causal processes, explaining why things are the way they are and how they came to be that way. 
This is due to the close relationship between people and their associated problems and challenges. 
Alternatively, qualitative data can also be expensive and time‐consuming to collect, and data are 
often misinterpreted due to a non‐uniform reporting mechanism. 

 
Analyzing Qualitative Data 
(adapted from Taylor‐Powell and Renner, 2003, University of Wisconsin‐Extension) 

 
Qualitative data can take many forms, such as survey responses, interview transcripts, journal entries, 
observational field notes, media reports, and case studies. The following is a systematic approach to 
the analysis and interpretation of qualitative data. This process is often referred to as content 
analysis. 

 
1. Get to know your data – In this preliminary step, the objective is for the investigator to 

become as familiar as possible with data holdings. This may take a considerable amount of 
time, depending on the volume of text you have obtained. If you have recorded interviews 
or field observations, it is useful to transcribe them. Additionally, listen to them several 
times and take note of the tone in which information is delivered by the respondent. Also 
be sure to record your impressions of all written and audio communication as you work 
through the information. This information is often useful when reporting and interpreting 
the data at a later time. Be sure to also consider the quality of your data. A lot of data  
does not guarantee good data. A good bit of information, even in high‐quality qualitative 
studies, may provide little meaning or value. Additionally, it may have been collected in a 
biased fashion. It is important to explain all possible limitations up front to provide a 
realistic account of what you data may explain (or not explain). By concealing such 
information, you risk not only the strength of your evaluation report, but also your 
organization’s reputation for conducting good quality, evaluative research. 

 
2. Focus on the analysis – Revisit your evaluation’s purpose and goals. Write down key 

information needs. How do you want to focus your analysis—by question or topic, or by 
case or group? 

 
3. Categorize information – The purpose is to give meaning to words and phrases. 

Categorizing is not the same as coding. Coding involves assigning numeric codes to label 
variables. Identify trends, general themes, and patterns, including ideas, concepts, 
behaviors, terminology, or phrases used. Organize data into categories that summarize 
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and bring meaning to the text. THIS IS THE CRUX OF QUALITATIVE ANALYSIS!! It is 
sometimes helpful to assign abbreviated codes of a few letters or words to help label and 
organize categories (see Figure 13). As you do this you may also identify subcategories. 
This can be labor‐intensive! 

 
Figure 13, below, is actual data from a recreation satisfaction survey of visitors to 
recreational beach areas in North Carolina. It is a sample of how qualitative data may be 
categorized and arranged to lend meaning to an assortment of qualitative statements. The 
categories, penciled in the margins of the diagram, are the categories that were most 
useful, and most in alignment with the study goals of the researcher. The categories  
should take into account, not only the actual content, but also the evaluation goals and 
objectives. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13 
 

4. Identify Patterns – As you continue your analysis, connections within the text will begin to 
appear. It is important to take note of the various themes and pay close attention to any 
subtleties that may be important to the analysis. The following are a couple of pointers: 

 
• Within a single category – You may like to summarize the information pertaining to one 

theme. To do this, you need to assemble all the data pertaining to the particular theme 
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(category). What are the key ideas being expressed? What are the similarities in the way 
people responded, including the subtle variations? It is helpful to write a summary for each 
category that describes these points 

 
• Larger/combined categories – You may wish to combine larger, super categories. You can  

work up from more specific categories to larger ideas and concepts. Then you can see how the 
parts relate to the whole. 

 
• Relative importance – To determine importance, you may want to count the number of times 

a theme comes up, or the number of times a unique respondent refers to certain themes. 
These counts can provide a rough estimate of relative importance. They are not statistically 
significant, but can reveal general patterns in the data. 

 
• Relationships – You may also discover that two or more themes occur together consistently in 

the data: for example, safety and rangers. From this you may draw the conclusion that safe 
beaches are a primarily perceived as a result of frequent ranger patrols. Relationships can 
HELP explain why something occurs. Be careful not to tie strict cause‐and‐effect relationships 
because this is rarely the case. Seldom is human behavior so simple! Consider developing a 
table or matrix to illustrate relationships across two or more categories. 

 
Additionally, be sure to pay attention to statements that do not fit into specific themes. This 
information can often be valuable. 

 
5.   Interpretation – In this step you should clearly articulate what you have learned. This will 

offer a richness and meaning to your analysis. Some general questions to guide your 
interpretation include the following: what does all this information mean? What are the 
most important aspects? What new information has been learned? What are the main 
points with which the reader should be made familiar? Above all, what will your  
evaluation users be most interested in knowing? It is sometimes helpful to include 
descriptive, case examples to illustrate key points and display the data in a practical 
context. Finally, consider the use of models with arrows and boxes to display how multiple 
pieces fit together and where gaps exist and greater engagement may be required. 

 
 
 

Very importantly, avoid the use of generalization. Qualitative analysis in and of itself is not intended 
to be generalized across populations. Rather it is meant to provide a keen understanding of 
respondent perspectives within a particular population of interest. To avoid generalization, select any 
direct quotes carefully. Direct quotes are often effective in providing context and meaning, but they 
can be easily misused to exaggerate success or to oversell a particular point, which leads to study 
bias. Be up front about the purpose for using a specific quote and state it within your report. Provide 
enough text to allow the reader to understand the context in which it was conveyed. Confidentiality 
and anonymity are of critical importance. It is very important to consider the consequences of 
someone figuring out who said what! Be sure to get people’s permission to use their quotes. It is also 
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helpful to check with others on the evaluation team about their opinions of using selected quotes. 
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Qualitative Data Analysis Checklist 
 
 

1. Get to know your data 
 

 Read and familiarize yourself with the information 
 

 Write down your impressions 
 

 Describe the integrity and quality of the information 
 

 Explain the limitations 
 

2. Focus on the analysis 
 

 Write down your key information needs that are based on your evaluation goals 
 

 Decide how you need to focus your analysis (by question? by group? etc.) 
 

3. Categorize information 
 

 Identify and write down any trends or themes that present themselves 
 

 Organize your data into these categories 
 

4. Identify connections 
 

 Consider combining similar categories to strengthen data groupings 
 

 Consider the relative importance level of each category, based on goals 
 

 Identify any connections or relationships between categories 
 

5. Interpret your data 
 

 Describe, in depth, what you have learned 
 

 Draw attention to the main points 
 

 Consider what your evaluators will be most interested in knowing 
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What barriers have the pulp and paper mill encountered in implementing pollution reduction 
activities? 

 
1. Letting others know we want to change will draw suspicion that we are in violation 

 

2. This is ridiculous. 
 

3. I’d like to strangle the guys who make the rules. 
 

4. This will likely create a need for new equipment, we don’t have the capital. 
 

5. It seems like as soon as I turn my back, things go downhill. 
 

6. We don’t have the money to do anything different. 
 

7. There seems to be no straight answer as to who is doing what. 
 

8. I have trouble keeping staff members informed on what we’re currently doing. I can’t imagine 

implementing new practices. 

9. We don’t have the people to move beyond compliance. 
 

10. If we change, our costs will be higher. 
 

11. Doing things differently always costs more. 
 

12. We don’t have time to re‐train workers. 
 

13. What will we do with our existing inventory? 
 

14. Why should we change? Others won’t, and they won’t be penalized. 
 

15. What’s in it for us? 
 

16. What if we do all this and then all the rules change again? 
 

17. The feds don’t really want to help us; ultimately, they just want to shut us down. 
 

18. Our client contracts require that we use this stuff. 
 

19. Who’s gonna get the EPA to change their specs? 
 

20. With increasing costs, this is putting us in a real dilemma. 
 

21. I have trouble making the case to my staff that this is important. 
 

22. Lots. 
 

23. I have no idea how to even respond to this idea. Where do we even start? 
 

24. We don’t want anybody telling us what we do now can’t continue. 
 

25. Somebody needs to help train the workforce if they expect us to comply. I’d be interested to 

know if anyone has any ideas on how we can do this. 
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Data Collection Methods 
 
 

The following pages describe eight common data collection methods and the benefits and limitations 
of each one. 

 
1. Interview 
2. Focus Group 
3. Questionnaire 
4. Observation 
5. Existing Data 
6. Test 
7. Concept Map 
8. Rubric 
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Some Data-Gathering Methods for Evaluation: Benefits and Limitations 
Interview, Focus Group, Questionnaire, Observation, Existing Data, Test, Concept Map, Rubric 

Evaluation Methods 
The following table summarizes the purpose, advantages, and challenges of some different data collection methods that you may use 
when conducting an evaluation. 

 

Method Overall Purpose Advantages Challenges 
 
 
 

Interview 

 
To fully understand someone’s 
impressions or experiences, or learn 
more about their answers to 
questionnaires 

 
• can get full range and depth of 

information 
• develops relationship with client 
• can be flexible with client 

 
• can take much time 
• can be hard to analyze and compare 
• can be costly 
• interviewer can bias client’s responses 

 
 
 
 

Focus Group 

 
To explore a topic in depth through 
group discussion, e.g., about 
reactions to an experience or 
suggestion, understanding common 
complaints, etc.; useful in evaluation 
and marketing 

 
• can quickly and reliably get common 

impressions 
• can be efficient way to get much range 

and depth of information in short time 
• can convey key information about 

programs 

 
 
 

• can be hard to analyze responses 
• need good facilitator for safety and closure 
• difficult to schedule 6–8 people together 

 
 

Questionnaire, 
Survey, and 

Checklist 

 

 
 

To quickly or easily get lots of 
information from people in a non‐ 
threatening way 

• can complete anonymously 
• inexpensive to administer 
• easy to compare and analyze 
• can administer to many people 
• can get lots of data 
• many sample questionnaires already 

exist 

 

• might not get careful feedback 
• wording can bias client’s responses 
• impersonal 
• in surveys, may need sampling and statistical 

expertise 
• doesn’t get full story 

 
 
 

Observation 

 

 
To gather accurate information 
about how a program actually 
operates, particularly about 
processes 

 
 

• view operations of a program as they are 
actually occurring 

• can adapt to events as they occur 

 
• can be difficult to interpret behaviors 
• observations can be difficult to categorize 
• can influence participants’ behaviors 
• can be expensive 
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Method Overall Purpose Advantages Challenges 
 
 
 
 
 
 

Existing Data 

 
 

To gather information on the 
audience or the issue. Identify what 
previous investigators have found 
about the state of the knowledge, 
skills, behaviors, or attitudes of the 
intended audience with relation to 
the issue 

• can provide much information in 
relatively little time 

• has most likely been reviewed or seen by 
audience 

• makes use of already gathered 
information 

• helps to chart changes over time 
• provides evidence about the problem 
• minimum effort or interruption of 

audience 

 
• can be out‐of‐date (e.g., technology needs) 
• data synthesis can be difficult 
• may not address specific questions of concern 
• not flexible means to get data; data restricted 

to what already exists 
• statistical data may not address perceptions of 

the problem, or may not address causes 
• reports may be incomplete 

 
 
 
 

Test 

 
 
 

To determine the audience’s current 
state of knowledge or skill regarding 
the issue 

• helps identify a problem or a deficiency 
in knowledge or skills 

• results are easily quantified 
• individual performances can be easily 

compared 
• easily seen as job‐related 
• helps determine if the problem is a 

training issue 

 

• limited availability of validated tests for 
specific situations 

• results can be influenced by attitudes 
• language or vocabulary can be an issue 
• people may be concerned about how results 

will be used 
• adults may resent taking tests 

 
 
 
 

Concept Map 

 
 

To gather information about 
someone’s understanding of and 
attitudes toward a complex subject 
or topic 

 

• offers a more comprehensive and 
complex view of someone’s thinking 
than a test does 

• could be a better tool for visual learners 
or test‐phobic people 

• can gather qualitative & quantitative data 

• useful for adults and children 

 
 

• takes training to complete properly 
• takes training to administer 
• can be challenging & time‐consuming to score 
• can be difficult to analyze and interpret 

 
 
 
 
 

Rubric 

 
 
 

To assess how well someone is able 
to perform a task or behavior 

 
• focuses an observer’s observations 
• makes a hard‐to‐quantify performance 

quantifiable 
• useful to assess what people do rather 

than just what they know 
• good for collecting time‐series data 

 
• development can be time‐consuming because 

it requires the identification of all key 
elements of a performance 

• not flexible; could miss key elements if not 
listed on the rubric 

• high degree of subjectivity 

(adapted from C. McNamara, 1998) 
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1. Interview 
Active interchanges between people either face‐to‐face or via technology. 

 
Benefits 

• Variety of perspectives can be elicited 
• Can be very useful way to build rapport with audience or participants 
• Can generate broad and deep data about system 
• Interviewer can clarify questions and ask for clarification of responses 
• Interviewer can receive additional information in the form of nonverbal clues 
• Can adapt questions if difficulties arise 
• Less structure allows for new (unplanned for) information to be gathered 
• Can ask for more information than people would want to write in a survey 
• Respondents use their own words 

 
Limitations 

• Bias due to data collector’s interest 
• Time‐intensive 
• Self‐reporting of participants may bias data 
• Discussion can wander from purpose of interview 
• Unskilled interviewers can make clients feel self‐conscious 
• Unskilled interviewers may gather poor data 
• Variations occur if there’s more than one interviewer 
• Open‐ended responses can be difficult to organize and analyze 
• Difficult to capture everything said unless taping the interview 
• Small sample 
• Replication difficult 

 
Techniques and Tips 

• Can be used to generate “buy‐in” from participants 
• Use to increase the breadth of understanding and refine the initial perspective on a 

situation 
• Can be used for initial input in association with survey which would then validate 

information 
• Rich discussions lead to proportionally larger amount of time analyzing data 
• Planned, focused discussion will take more time to create and less time to analyze 
• Skilled interviewers can help keep the discussion productive 
• Plan for a comfortable private environment free of interruptions 
• Do homework before the interview, come prepared 
• Avoid counseling the interviewee 
• If the interviewee asks for a comment to be “off record,” accommodate that wish 
• Never betray your client’s trust 
• Know how to use active listening 
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• Plan a consistent preamble, including who the interviewer is, who the interviewer is 
working for, what kind of questions will be asked, the amount of time that will be 
needed, and what will be done with the data 
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2. Focus Group 
 

An interactive exchange between an interviewer or facilitator and a group of people. 
 
 
 

Benefits 
• May be inexpensive 
• Input can come from wide range of people and perspectives 
• Participants may have positive public relations impacts 
• Can clarify different points of view 
• Can really investigate root of problem 
• Can use brainstorming techniques 

 
Limitations 

• Difficult and time‐consuming to analyze, synthesize, and quantify 
• May represent special interests 
• Participants may use as gripe session 
• May heighten expectations beyond what can be realistically provided 
• One participant may influence attitudes and opinions of others 
• Need to transcribe and code information for analysis 
• Cannot capture all information without taping session 
• Not all people are comfortable being taped 
• Small sample size 

 
Techniques and Tips 

• Avoid getting people who already know each other very well 
• Try getting people who are willing to share their opinions 
• Get all stakeholders in on issue 
• Establish ground rules to keep responses confidential 
• Plan on telephone calls to remind participants of meeting 
• Meeting room needs to be comfortable and free from distractions 
• Facilitation is key. Must direct conversation without being part of it 
• Structure questions from general to specific 
• Should be recorded (audio or video), then transcribed 
• Asking participants to write ideas down beforehand reduces influence of other 

participants 
 
 
 
 

Helpful information on focus groups can be found at 
www.tc.umn.edu/~rkrueger/focus.html 
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3. Questionnaire, Survey, and Checklist 
 

Data collection method through which individuals respond to printed or oral questions—may 
be completed by either respondents or data collector. 

 
 
 

Benefits 
• May be easiest to quantify, summarize, and report on the data 
• Time‐effective for use with geographically dispersed or large sample (respondents 

complete and return) 
• Large sample size; data can be generalized to population 
• Range from inexpensive to expensive (depending on design and administration) 
• Can provide opportunity for expression without fear of embarrassment (anonymity) 
• Can (should) be designed to be relatively bias‐free 
• Questions from other instruments can be used or modified 
• Can get qualitative and quantitative data 
• Respondents can complete at their convenience (for written instruments) 
• Useful at all evaluation stages 
• High level of return for interview‐style surveys 
• Does not depend on reading proficiency of audience (oral survey) 
• Good for information that requires sequencing (they can’t read ahead) (oral survey) 
• Interviewers can clarify questions if conducted in person 
• Can indicate strength to which something is felt through observation (if conducted in 

person) 
• Easily adaptable to a wide variety of environments 

 
 
 
 

Limitations 
• May have limited provision for unanticipated responses 
• Can’t change once the survey is distributed 
• Time and high level of skill needed to develop 
• Pilot testing takes time 
• Results depend on question quality 
• Low return rates which can skew data 
• Can be impersonal (written, self‐response format) 
• Questions may miss true issues 
• Questions and answers can be interpreted differently 
• People have been negatively conditioned to the value of surveys 
• May heighten expectations 
• Language or vocabulary may be an issue 
• People tend to want to get the “right” answers 
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• People will use opportunity to vent or describe their issues 
• The interviewer can influence the respondents 
• People may hurry through answers without thinking about them 

 
 
 
 

Techniques and Hints 
• Questionnaires can be either open‐ or closed‐ended 

→ Open‐ended: easier to construct but more difficult to quantify and interpret; 
audience less likely to answer 

→ Closed‐ended: more difficult to construct but easier to interpret 
→ Use closed‐ended if there will be 25 or more questionnaires 

• For mailed surveys, follow‐up phone calls or reminders can increase return rate 
• Setting the stage is very important to get participation or high return rates 
• Let people know how and when data will be used 
• Separate data from names 
• Questions must be very easy to read or understand 
• If questionnaire is to be mailed, ensure correct and complete mailing list 
• Personal contact is best way to motivate people to complete questionnaire 
• Consider computer‐based questionnaires (if audience‐appropriate), which can follow 

more complex question patterns than paper and pencil 
• Develop or use question banks 
• Always pilot the questionnaire 
• In general, people can express themselves better orally than in writing 
• Train volunteers to be nonjudgmental and follow sampling scheme 
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4. Observation 
 

Data collection based on watching a process or skill and systematically recording events—these 
observations may be made by people or using media. 

 
Benefits 

• Little interruption of work flow or group activity (if done properly) 
• Works best with specific skill‐based tasks 
• Useful for goal‐free evaluation 
• Generates data about actual behavior, not reported behavior 
• Can see program in action 
• Good in‐depth data 
• Observer presence may improve program 
• Avoids self‐reporting problems 
• Data collected in context 
• An astute observer can recognize interaction problems not easily described by 

participants 
• The observer can follow action at different points in the system 
• Administrative costs can be kept to a minimum 

 
 
 

Limitations 
• Requires process and content knowledge by observer 
• Observer can disrupt or alter the system 
• Observer can be seen as a spy 
• Hard to remain objective (data can be skewed by observer’s biases) 
• Data are not easily quantifiable 
• Typically, small sample size 
• Usually time‐intensive 
• Don’t know how participants view their actions 
• Replication difficult 

 
 
 

Techniques and Tips 
• Clearly identify the purpose of the observation and specific phenomena to be observed 
• Describe actions with narrative statements, checklists, or matrix 
• Must have content knowledge about system 
• Plan record keeping. How will data be quantified? How will data be collected and 

recorded? If more than one data collector, how will data be made consistent? 
• Plan physical setting for data collector to blend in to 
• Plan how you will explain data collector’s presence to workers (why? how long? what 

will be done with the data?) 
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5. Existing Data 
 

Existing information in the form of reports, work samples, historical data, planning and budget 
reports, organizational structure charts, evaluations, career development reports. 

 
Benefits 

• Can be less time‐consuming 
• Most likely have been reviewed or seen by clients 
• Makes use of already gathered statistical data 
• Easier to chart changes over time 
• Provides excellent evidence of problem 
• Minimum effort or interruption of workers 

 
 
 

Limitations 
• Can be out‐of‐date, e.g., technology needs 
• Data synthesis can be difficult 
• May not address specific questions 
• Statistical data may not address people’s perceptions of needs 
• Causes of problems may not show up 
• Reports may be incomplete (may lack metadata) 
• Organizations can be hesitant to share if results reflect poorly on organization 
• Reports may be adjusted or selectively edited 

 
 
 

Techniques and Tips 
• Census and economic data are typically already available 
• Remember the purpose of a needs analysis is not to establish blame for why the need 

exists 
• Check ethical or legal constraints in reviewing records 
• Can include existing reports, job descriptions, performance appraisals, past needs 

assessments 
• Use established networks to find data 
• Review documents for relevant data 
• If material is not immediately accessible, consider how much time will be wasted in 

searching for information that may not be available 
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6. Test 
 

An exam that assesses knowledge or skill level. 
 

Benefits 
• Helps identify a problem or a deficiency in knowledge or skills 
• Results are easily quantified 
• Individual performances can be easily compared 
• Easily seen as job‐related 
• Helps determine if it is a training issue 

 
 
 

Limitations 
• Limited availability of validated tests for specific situations 
• Validity issues – does it test knowledge and skills actually used on job? 
• Results can be influenced by attitudes 
• Language or vocabulary can be an issue 
• People can be very concerned with how test results will be used 
• Adults sometimes resent taking tests, which typically have a negative connotation 

 
 
 

Techniques and Tips 
• Look for established test 
• If purchasing test, ask for reliability and validity information 
• Make sure people know what will happen with the results of the test 
• Evaluate how well‐matched the original objectives of the test are to yours 
• Does the measure seem appropriate for the age and ability level of the group being 

assessed? 
• Ask if there have been problems with use of the test and if there are recommendations 

on how to address those problems 
• Make scores available to test takers as soon as possible 
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7. Concept Mapping 
 

Concept mapping is a technique that can be used to map knowledge. The mapping is intended 
to represent meaningful relationships between concepts in the form of propositions. 
Propositions are two or more concept labels linked by words in a semantic unit. For example, 
“The ocean is blue” is a concept map where “ocean” and “blue” are the two concepts linked by 
the valid proposition that the ocean is blue (Novak and Gowin, 1984). 

 
Concept mapping can be done for several purposes: 

 
• To generate ideas (brainstorming, etc.) 
• To design a complex structure (long texts, hypermedia, large websites, etc.) 
• To communicate complex ideas 
• To aid learning by explicitly integrating new and old knowledge 
• To assess understanding or diagnose misunderstanding 

 
The following is a list of steps to demonstrate and then conduct concept mapping as an 
evaluation tool. 

 
1. Select the ideas or concepts to be mapped. These may be lists of words, meaningful 

narratives or case studies, or other printed material. 
2. Identify the key concept(s), that is, those concepts necessary for understanding the 

meaning of the material. Put the most inclusive concept at the head of a new list. 
3. Continue listing in rank order, the next most general (inclusive) concepts. (There may be 

different orders among participants. This is okay because it illustrates that there is more 
than one way to see the meaning of the material.) 

4. Begin constructing a concept map using the rank‐ordered list as a guide in building the 
concept hierarchy. Create connecting phrases for lines between concepts. 

5. Next identify cross‐links between concepts in one section of the map and concepts in 
another part of the concept “tree.” Select proposition words (linking words) to cross‐link 
ideas. 

6. Examine the map and reconstruct it if participants wish to rearrange concepts or links. 
7. Discuss the scoring criteria (shown below), and score the concept map that the group 

developed. Identify possible structural changes that might improve the meaning or the 
score of the map. 

8. Provide participants with the words, narrative, or case study information to be mapped. 
Ask participants to individually (or in small groups) construct a concept map using this 
information. 

9. Collect and score the maps following the scoring process below. 
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Scoring criteria: 
1. Propositions. Is the meaning relationship between two concepts indicated by the 

connecting line and linking word(s)? Is the relationship valid? For each meaningful, valid 
proposition shown, score 1 point. 

2. Hierarchy. Does the map show a hierarchy? Is each subordinate concept more specific 
and less general than the concept(s) above it (in the context of the material being 
mapped)? Score 5 points for each valid level in the hierarchy. 

3. Cross‐links. Does the map show meaningful connections between one segment of the 
concept hierarchy and another segment? Is the relationship shown significant and valid? 
Score 10 points for each significant and valid cross‐link. Score 2 points for each cross‐link 
that is valid but does not illustrate a synthesis between sets of related concepts or 
propositions. Unique or creative cross‐links may receive special recognition or extra 
points. 

4. Example. Specific events or objects that are valid instances of those designated by the 
concept map label can be scored 1 point each. (These can be provided but are not 
circled because they are not concepts—only illustrations of the concept.) 

5. The final score may be the total score from each map, or the total can be compared to 
an “ideal” or desired outcome concept map. This model establishes the criterion by 
which other maps will be rated. The total score for the criterion concept map represents 
100 percent. Participant map scores are divided by the criterion map score to give a 
percentage for comparison. (Some participants may do better than the criterion map 
and receive a score greater than 100 percent.) 

 
From: Novak and Gowin, 1984. 

 
Links to concept mapping software can be found at 
http://users.edte.utwente.nl/lanzing/cm_home.htm 
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8. Rubric 
 

A rubric is a set of criteria against which performance can be measured. 
 

Benefits 
• Focuses an observer’s observations 
• Makes a hard‐to‐quantify performance quantifiable 
• Useful to assess what people do rather than just what they know 
• Good for collecting time‐series data 
• An objective way to assess an activity 
• Can help to ensure a consistent approach in evaluation 
• Determines the extent to which the specified criteria have been reached 
• Makes evaluation process consistent 
• Provides benchmarks against which to document progress 

 
Limitations 

• Development can be time‐consuming because it requires the identification of all the key 
elements of a performance 

• Not flexible; could miss key elements if not listed on the rubric 
• Can be subjective because it only assesses the activity at hand 

 
Techniques and Tips 

• As with any other data collection tool, avoid unclear language 
• Avoid being excessively general; make sure the rubric addresses what is being assessed 
• Use measurable criteria; be sure to use criteria that can be counted or at least marked 

as present or absent 
• Select descriptors that mean something; poor, fair, good, and excellent need to either 

be defined or avoided 
 

Rubrics can be created in a variety of forms and levels of complexity, however, they all contain 
common features that . . . 

 
• Focus on measuring a stated objective (performance, behavior, or quality) 
• Use a range to rate performance 
• Contain specific performance characteristics arranged in levels indicating the degree to 

which a standard has been met 
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Evaluation Method Selection Matrix 
 

The table below provides a convenient reference for the selection of appropriate evaluation data collection methods for different types of 
projects and programs. 

 
 
 

Method Type versus Expected Outcomes 
 

Evaluation Tool 
 
Outcomes 

 
interview 

 
focus group 

 
survey and test 

 
observation 

 
concept map 

 
rubric 

 
changes in knowledge 

 
good 

 
poor 

 
good 

 
fair 

 
good 

 

poor 
 

changes in attitudes 
 

good 
 

fair to poor 
 

fair to poor 
 

fair 
 

fair 
 

poor 

 

changes in skills 
 

poor 
 

poor 
 

poor 
 

good 
 

poor 
 

good 

 

changes in intent to behave/act 
 

good 
 

fair to poor 
 

fair to poor 
 

fair 
 

poor 
 

poor 

 

changes in behavior/actions 
 

good to fair 
 

fair to poor 
 

poor 
 

good 
 

poor 
 

poor 

Rating Scale: good = offers more benefits than limitations; fair = benefits and limitations are close to even; poor = offers more limitations than benefits 
. 
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Selecting the Right Data Collection Method 
 

• Select the method that’s the easiest and least expensive way to provide data you can 
analyze and that will answer your questions. 

• Select a method that maximizes advantages and minimizes disadvantages given the 
situation, audience, and resources. 

• Time, money, and the skill and philosophy of the evaluator strongly influence method 
choices. 

 
No method is perfect in all situations. 

Triangulation 

Because there is no single best data collection method, or approach, multiple sources and types 
of information offer the greatest insights. This approach is generally referred to as  
triangulation. It is an approach that incorporates data from various perspectives, such as above, 
below, and beside you in a hierarchy. By examining data collected by different methods, from 
different groups and in many, targeted populations, findings can be corroborated across data 
sets, which lessens the impacts of certain biases that are likely more prevalent in a single study. 
Triangulation, if done well, possesses both quantitative and qualitative information, considers 
current published literature in the field of interest, and considers the thoughts and ideas of 
experts in the field, when possible. 
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Reliability and Validity 

 
Measures and methods that are poorly designed, chosen, or implemented can 
completely undermine the legitimacy and utility of an evaluation. Reliability and validity 
are each major issues that must be addressed when measuring progress towards, and 
eventually achievement of your program’s desired outcomes. These two issues are 
briefly discussed below. 

 
Reliability 
Reliability refers to the extent to which your measurements produce the same results 
when used repeatedly. If you use multiple interviews, settings, or observers, will they 
consistently measure the same thing each time? If you design an instrument, will people 
interpret your questions the same way each time? Variation in measurement results is 
known as measurement error, which has the unfortunate effect of diluting or obscuring 
real differences in your measurement data. Successful programs can appear less 
successful than they actually are when unreliable measurement methods are employed. 
While information on reliability for many ready‐made measures that evaluators use is 
available, it is not always safe to assume that an otherwise reliable measure will be 
reliable in your specific situation. 

 
Ideally, your methods will produce identical results after multiple measurements. The 
most straightforward way to measure this, which is known as test‐retest reliability, is to 
administer a measurement at least twice, at times when the outcome being measured 
should not change and results should thus be the same. No instrument, classification 
scheme, or counting procedure, however, is perfectly reliable. However, addressing 
sources of unreliability can reduce measurement error. The following is a list of 
common sources of unreliability in measuring outcomes: 

 
• Natural variation in the way that participants respond to written or oral 

questions posed by evaluators 
• Differences in the testing or measuring situation 

 
• Differences in the way observers or interviewers administer a measure 

 
• Sudden changes of opinion among respondents caused by mood swings or other 

specific events that transpire between the first and following measurements 
 

Validity 
The validity of a measure refers to the extent to which it measures what it is supposed to 
measure. Validity forces us to ask whether the measures for which we’re collecting data 
truly are representative of the outcomes that we’re seeking. While validity and its 
importance are obvious on a conceptual level, assessing the validity of a measure in 
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practice is challenging. Often, the validity of a measure is determined in large part by 
some subset of stakeholders with sophisticated knowledge in the subject area. If these 
stakeholders agree that a measure well represents an outcome, then that measure will 
be regarded as valid. Also, using multiple measures of an outcome helps to safeguard 
against the possibility of an invalid measure, and it also may serve to satisfy more 
diverse stakeholder groups. 
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Activity   Method 

Selection 

• Transfer your related performance measures to Job Aid 
7: Performance Measurement Data Collection and 
select appropriate data collection methods. 
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Performance Measurement Data Collection 

 
 

Directions: 
 

1. Transfer two performance measure(s) from Job Aid 5 to the boxes below, and provide 
the additional detail requested. 

 

2. Select appropriate data collection methods. Make your selection by referring to 
“Evaluation Method Selection Matrix” on p. 139 and “Some Data‐Gathering Methods for 
Evaluation: Benefits and Limitations” table on p. 126 and record them in the “method” 
box. Select up to three methods for each measure and include one you do not 
traditionally use. 

 

3. Then describe how you intend to use the method (e.g., when and where), analyze the 
data collected and address threats to reliability. 
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Type of Data I/We Plan to Collect: Quantitative Qualitative  Both 
 

Level of Evaluation Demonstrated Reactions/Satisfaction 
Learning/Knowledge 
Behavior/Application 
Results 
ROI 

 
Type of Outcome Being Measured: Short Term Mid‐Term Long Term 

 
 

Enter Method 
1: 

When and how will you use this method (e.g. dates or phase of 
project, remotely or in person)? 

 
 
 
 
 

Are there special considerations related to employing this method? 
 
 
 
 
 
 

From whom will you collect data? 
 
 
 
 
 

Using your evaluation question, related performance measures and 
other influences, draft some questions to support this method. 

 
 
 
 
 

What are your initial plans for analyzing the data? 
 
 
 
 
 
 

How will you address reliability? 

NOAA Coastal Services Center 
 



147 Planning for Meaningful Evaluation 
Job Aid 7 

 

 

Enter Method 
2: 

When and how will you use this method (e.g. dates or phase of 
project, remotely or in person)? 

 
 
 
 
 
 
 
 
 

Are there special considerations related to employing this method? 
 
 
 
 
 
 
 

From whom will you collect data? 
 
 
 
 
 
 

Using your evaluation question, related performance measures and 
other influences, draft some questions to support this method. 

 
 
 
 
 
 
 

What are your initial plans for analyzing the data? 
 
 
 
 
 
 
 
 
 

How will you address reliability? 
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Enter Method 
3: 

When and how will you use this method (e.g. dates or phase of 
project, remotely or in person)? 

 
 
 
 
 
 
 
 
 

Are there special considerations related to employing this method? 
 
 
 
 
 
 
 

From whom will you collect data? 
 
 
 
 
 
 

Using your evaluation question, related performance measures and 
other influences, draft some questions to support this method. 

 
 
 
 
 
 
 

What are your initial plans for analyzing the data? 
 
 
 
 
 
 
 

How will you address reliability? 
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Performance Measure: 
 
 
 
 

Type of Data I/We Plan to Collect: Quantitative Qualitative  Both 
 

Level of Evaluation Demonstrated Reactions/Satisfaction 
Learning/Knowledge 
Behavior/Application 
Results 
ROI 

 
Type of Outcome Being Measured: Short Term Mid‐Term Long Term 

 
 

Enter Method 
1: 

When and how will you use this method (e.g. dates or phase of 
project, remotely or in person)? 

 
 
 
 
 

Are there special considerations related to employing this method? 
 
 
 
 

From whom will you collect data? 
 

 
 
 

Using your evaluation question, related performance measures and 
other influences, draft some questions to support this method. 

 
 
 
 
 

What are your initial plans for analyzing the data? 
 
 
 
 
 
 

How will you address reliability? 
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Enter Method 
2: 

When and how will you use this method (e.g. dates or phase of 
project, remotely or in person)? 

 
 
 
 
 
 
 
 
 

Are there special considerations related to employing this method? 
 
 
 
 
 
 
 

From whom will you collect data? 
 
 
 
 
 
 

Using your evaluation question, related performance measures and 
other influences, draft some questions to support this method. 

 
 
 
 
 
 
 
 

What are your initial plans for analyzing the data? 
 
 
 
 
 
 
 
 
 

How will you address reliability? 
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Enter Method 
3: 

When and how will you use this method (e.g. dates or phase of 
project, remotely or in person)? 

 
 
 
 
 
 
 
 
 

Are there special considerations related to employing this method? 
 
 
 
 
 
 
 

From whom will you collect data? 
 
 
 
 
 
 

Using your evaluation question, related performance measures and 
other influences, draft some questions to support this method. 

 
 
 
 
 
 
 

What are your initial plans for analyzing the data? 
 
 
 
 
 
 
 
 
 

How will you address reliability? 
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Communicating Results 
 
 
 
 

OBJECTIVE 
 
 
Generate ideas for the format and content of the 
evaluation report to demonstrate an understanding 
of the reporting needs and considerations that will 
facilitate sound decision‐making by those who 
requested the evaluation. 
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Communicating Results 
 
 

Need to report 
 

Communicating results is a critical step in answering stakeholders’ questions and 
providing meaningful information to your evaluation user. The evaluation report 
conveys information by providing a meaningful description of the ability and capacity of 
your program or project and associated accomplishments. The evaluation report also 
facilitates understanding, creates meaning, and supports decision‐making. 

 
 

Reporting Considerations 
 
 

There are three broad goals in the development of your report. The first, and most  
basic, is to convey information. Building on this element is to nurture understanding and 
build meaning around the information. Finally, and most important, the information 
should be presented at a level that supports sound decision‐making. Think about the 
following reporting considerations as the report is developed: 

 
 

Audience – Your organization likely represents and serves a variety of stakeholder 
groups. Try to consider the critical informational needs of your user base as the report is 
written. This group likely has specific, targeted informational needs. Be sure to directly 
address the needs of this group to the greatest degree possible. 

 
 
 

Purpose – There are certainly criteria set forth in which to respond when developing 
your evaluation report. Be sure to build evaluator awareness level and support to the 
highest degree possible on these measures. Demonstrate how your organization has 
improved over time and made progress toward long‐term goals. Finally make sure that 
your organizational results were fully demonstrated. 

 
 

Priority – Above all, the most important stakeholder group to satisfy is the one that is 
reviewing and making judgment calls based on the results of the evaluation report. Be 
sure to know as much about this group as possible: evaluation criteria, culture of their 
organization, who specifically is evaluating, and what their specific biases and 
preferences are. 

 
 

Implications for content – When writing the report, assume that the reviewers and 
stakeholders that read the report do not possess a highly technical knowledge, such as 
data analysis methods, strategies for collection, or highly scientific content within the 
report narrative. Brief explanations of such items can often make a report much easier 
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to read and much friendlier to use. Additionally, it may provide critical information to a 
reviewer. 

 
 

Time and Resources – Remember that good quality report writing takes time and, often, 
contributions from a number of individuals. Be sure to budget enough time for  
adequate contributions to be made, as well as editing. 

 
 

Format – Be sure to consider the preferences of both your stakeholder and evaluator 
groups. While the evaluators are a critical group to please, the report will ideally be 
used long after the evaluation is concluded. Try to obtain evaluation reports from other 
groups that have been evaluated by the same institution. Additionally, use common 
terms, language, and headings found in materials provided by the evaluators. Using 
their own structure and vocabulary makes it a more difficult task for the evaluator to 
make criticisms! 

 
 
 

Tips for Effective Messaging 
 
 

Be clear about your communications goals – Know what you are trying to accomplish 
and your timeline. Be as specific as possible. 

 
Know your audience – Is there more than one? Who are they? What is the audience’s 
level of knowledge on the topic area? What are the audience’s biases? 

 
Understand why others should care about your issue – What are their concerns? What 
about your issue is important to them? What core values in your audience do these 
concerns speak to? 

 
Use language that speaks to your audience – Are you speaking to a technical audience? 
How about academic? Novice? 

 
Use case studies to illustrate and strengthen your message – Real data and tangible 
evidence can help illustrate and amplify your message. 

 
Use words and graphics to tell your story – Graphics, tables, and pictures are highly 
effective in summarizing large volumes of information and should be included in your 
report. 

 
Determine how you will get the message to your target audience – What are the 
points of access—mass media, community organizations, trade publications, special 
interest magazines, the Web, and so on? 
(Adapted from the Biodiversity Project, (no date), Crafting effective messages.) 
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Content of Report 
 

It is critical for the evaluation report to be as comprehensive as possible, while 
maintaining clarity and order. Reports composed of several specific sections often 
provide the greatest utility. Common sections in an evaluation report include the 
following: 

 
Title page     

Table of contents 

Executive summary – The executive summary should describe the essence of the entire 
document in a single page. The language should be interesting and friendly to 
encourage further reading of the report contents. 

 
Program description – The program description provides the context so that readers 
can judge appropriateness of the evaluation and conclusions. It includes the problem or 
situation statement, program rationale, intended program impacts, program resources, 
leadership of the program, and the target audience. 

 
Purpose of evaluation – This section describes the questions addressed by the 
evaluation. Specific documentation of the issue, as well as initial assumptions, should be 
identified here. 

 
Methods – The methods section provides a clear description of how the evaluation was 
conducted. It describes, in detail, all the work undertaken to collect the data upon which 
findings, discussion, and recommendations are based. It should contain enough detail 
for the evaluation to be replicated. Limitations of the evaluation should be included, 
with an explanation of biases in terms of how they may have affected evaluation 
findings. 

 
Results – This section provides the reader with key findings upon which conclusions and 
recommendations are based. They should be reported concisely and without 
interpretation. Data should be presented objectively so that the reader can come to his 
or her own conclusion. Findings should be presented with the audience in mind. 
Graphics, descriptive paragraphs, and measures of central tendency should be included. 

 
Conclusions and recommendations – The conclusions discuss plausible interpretations 
of the evaluation findings. The reader should be provided with meaning and context for 
the findings presented. Recommendations address significant issues supported by the 
report’s findings and conclusions. Keep in mind that recommendations may or may not 
be included in the report, according to user preference. If recommendations are 
implemented, they often have significant impacts on financial and human resources. 
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From an ethical standpoint, it is important to determine whether the evaluator should 
make recommendations, or just present the facts. It may be useful in many instances for 
the actual organization to develop sound, realistic recommendations and actions 
following the evaluation. If recommendations are a desirable component of the report, 
they should incorporate areas for improvement, future opportunities, and funding 
possibilities. Whenever possible, the potential impact of implementing each 
recommendation should be addressed. 

 
Although the reporting phase is essential, it does not mean that recommendations will 
be implemented, which is why it is important to maintain rapport with the program’s 
stakeholders. Challenges to implementing the recommendations include resistance to 
change, time and personnel requirements, unempowered staff members, and lack of 
impact at the decision‐making level. 
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Evaluation Plan Readiness Rubric 
 

Directions: 
Use this rubric to assess the readiness of your evaluation plan. 

1. Gather Job Aids 1‐7. 
2. For each category, please rate the state of your plan. 

 

• The cumulative score will indicate your plan’s level of readiness after two 
days of training. 

 

• The individual scores will indicate areas where preparation is nearly 
complete or areas that need further attention upon return to the office. 

 

• Scores are for you or your team and the trainers only and will not be 
shared with the class. 
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Evaluation Plan Rubric Rating 
 
 
 
 
 
 
 
 
 

Evaluation 
Question 

(Job Aid 1) 
 
 
 
 
 
 
 
 
 

Context 
(Job Aid 2B) 

 
 
 
 
 
 
 

Program or 
Project Model 

Logical 
Connections 
(Logic Model) 

 
 
 
 
 
 
 
 
 

Plausibility 
(Logic Model) 

 
 
 
 

Requestor 
 

 
 
 
 
 

Needs 
To Know 

 

 
 
 

Prioritization 
 

Adequacy 

Identification of 
“boxes” that link to 

the evaluation 
question 

 
 
 
 

Definition and Logical 
Connection 

 
 
 
 
 
 
 
 

Realism & 
Completeness of 

Timelines 

‐ Needs improvement =1 
‐ Identified many ‐ not just 
requestor/decision maker(s) = 2 
‐ Identified only those who need the 
evaluation to make a decision 
affecting the program = 3 
‐ Needs improvement =1 
‐ Needs articulated but lengthy and 
imprecise = 2 
‐ Succinct articulation of their need 
and for what type of decision = 3 
‐ Needs Improvement=1 
‐ Too many priority questions =2 
‐ One or few, clearly prioritized=3 

 

Refer to Job Aid #2B and count the 
number of categories that are 
adequately addressed – write in # 

 

Connection between evaluation 
question and relevant part of logic 
model is: 
Loose =1 Sound=2   Strong=3 
Each string of boxes supporting the 
evaluation questions is: 
‐ Poorly defined with causal gaps=1 
‐ Some weak definition and weak 
causal connections between boxes 
=2 
‐ Well defined with strong cause and 
effect relationships between 
boxes=3 
Time estimates are any of each of 
the following: 
‐ Incomplete, unrealistic, unfounded 
estimates =1 
‐ Complete realistic, unfounded =2 
‐ Complete, realistic and well 
founded =3 
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Plausibility 
(Job Aid 3) 

 
 
 

Credibility of 
Assumptions 

‐ Flawed or outdated assumptions=1 
‐ Credible, well‐founded 
assumptions=2 
‐ Well‐founded assumptions 
articulated and compared to or are 
using evidence‐based approaches=3 

 
 
 

Other 
Influences 
(Job Aid 4) 

 
 
 
 

Sufficiency 

‐ Insufficient accounting of internal 
and/or external influences =1 
‐ Sufficient accounting of internal or 
external=2 
‐ Sufficient accounting of internal 
and external =3 

 
 

 
 
 
 
 
 
 
 
 
 

Performance 
Measures   

(Job Aids 5 &6) 

 
 
 
 
 
 

Supportive of 
evaluation question 

 
 
 
 
 
 
 
 

Source Definition 
 
 
 
 

Criteria of effective 
PM’s 

Link to evaluation question: 
‐ needs improvement‐ some or 
many performance measures are 
irrelevant = 1 
‐ adequate – supportive of 
evaluation question but could be 
improved = 2 
‐ strong – handful of directly 
supportive performance measures 
= 3 
How clearly defined are sources of 
data? 
‐ Needs improvement=1 
‐ Adequately defined=2 
‐ Clearly defined =3 

 
Choose the performance measure 
with the lowest total score and 
record the score. 

 
 
 
 
 

Data     
Analysis 

Considerations 
(Job Aid 7) 

 
 
 
 
 
 

Instruments 

‐ Uses one source of data=1 
‐ Uses two sources of data=2 
‐ Uses triangulation to gather data 
=3 

Given the type of questions, the 
instrument choice(s) are: 
‐ Fair to poor = 1 
‐ Mix of good and fair or poor =2 
‐ All are rated good given the type of 
question =3 
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Methods 

‐ Uniform – measures either all 
quantitative or all qualitative =1 
‐ Mixed – makes use of both 
qualitative and quantitative 
measures = 3 

 
 
 
 
 

Reporting 
Considerations 

 
 
 

Knowledge of 
Requestor Needs and 

Report 
format and outline 

‐ No knowledge of evaluation 
requestor needs or preferences =1 
‐ Knowledge of evaluation requestor 
needs and preferences but no plan 
for format =2 
‐ Well developed outline and format 
selected based on needs of 
evaluation requestor=3 

 
 

Evaluation Plan 

Readiness Total Score 
 
 
 
 

Score: 
63‐ 52 – Share and confirm with evaluation requestors and get evaluating! 
51‐30 – Off to a good start, still some work to do to polish the plan. 
< 29 – More preparation is needed before committing resources to an evaluation. 
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Summary 
 
 
 

In these times of budgetary uncertainty, coastal professionals are continually faced with 
the challenges of evaluating their programs and projects, and determining whether 
progress is being made or stated goals have, in fact, been reached. For organizations  
that use logic models for planning, these challenges can also be approached 
systematically, using a well‐designed evaluation that will not only determine merit and 
worth, but also provide an ongoing source of information that can help explain observed 
results and assist in decision‐making. Not surprisingly, the evaluation process may have 
varying functions dependent on the audience, timing, specific questions to be  
addressed, and the resources available. 

 
Depending on the circumstances for evaluation, there may be differing directions, roles, 
and needs. Equipped with a detailed program description, evaluation plan matrix, data 
and reporting considerations, planning templates, and insight into the evaluator’s 
perspective, you now have the tools to do the type of evaluation that you desire (or that 
is mandated) and thus are prepared to efficiently conduct an evaluation that has the 
potential to yield meaningful results. 
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Many of the following terms are not included in this manual. However, they are 
provided for working with others in the field of evaluation and may be helpful as you 
continue to read and learn more about evaluation. 

 
 
 

Accessibility 
The extent to which the structural and organizational arrangements facilitate 
participation in the program. 

 
Accountability 
The responsibility of program staff members to provide evidence to stakeholders and 
sponsors that a program is effective and in conformity with its coverage, service, and 
legal and fiscal requirements. 

 
Accounting perspectives 
Perspectives underlying decisions on which categories of goods and services to include 
as costs or benefits in an efficiency analysis. 

 
Administrative standards 
Stipulated achievement levels set by program administrators or other responsible 
parties, for example, intake for 90% of the referrals within one month. These levels may 
be set on the basis of past experience, the performance of comparable programs, or 
professional judgment. 

 
Articulated program theory 
An explicitly stated version of program theory that is spelled out in some detail as part 
of a program’s documentation and identity or as a result of efforts by the evaluator and 
stakeholders to formulate the theory. 

 
Assessment of program process 
An evaluative study that answers questions about program operations, implementation, 
and service delivery. Also known as a process evaluation or an implementation 
assessment. 

 
Assessment of program theory 
An evaluative study that answers questions about the conceptualization and design of a 
program. 

 
Attrition 
The loss of outcome data measured on targets assigned to control or intervention 
groups, usually because targets cannot be located or refuse to contribute data. 
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Benefits 
Positive program outcomes, usually translated into monetary terms in cost‐benefit 
analysis or compared with costs in cost‐effectiveness analysis. Benefits may include both 
direct and indirect outcomes. 

 
Benefits-to-cost ratio 
The total discounted benefits divided by the total discounted costs. 

 
Bias 
As applied to program coverage, the extent to which subgroups of a target population 
are reached unequally by a program. 

 
Bias in coverage 
The extent to which subgroups of a target population participate differentially in a 
program. 

 
Black box evaluation 
Evaluation of program outcomes without the benefit of an articulated program theory 
to provide insight into what is presumed to be causing those outcomes and why. 

 
Catchment area 
The geographic area served by a program. 

 
Comprehensive evaluation 
An assessment of a social program that covers the need for the program, its design, 
implementation, impact, and efficiency. 

 
Conceptual utilization 
Long‐term, indirect utilization of the ideas and findings of an evaluation. 

 
Confounding factors 
Extraneous variables resulting in observed effects that obscure or exaggerate the true 
effects of an intervention. 

 
Constructed control designs 
Impact assessments in which there is not random assignment of program participants 
and nonparticipating targets. Rather, the groups are equated by matching or statistical 
procedures on characteristics that may be associated with program outcomes. 

 
Control group 
A group of targets that do not receive the program intervention and that is compared 
on outcome measures with one or more groups that do receive the intervention. 
Compare intervention group. 
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Cost-benefit analysis 
Analytical procedure for determining the economic efficiency of a program, expressed 
as the relationship between costs and outcomes, usually measured in monetary terms. 

 
Cost effectiveness 
The efficacy of a program in achieving given intervention outcomes in relation to the 
program costs. 

 
Cost-effectiveness analysis 
Analytical procedure for determining the efficacy of a program in achieving given 
intervention outcomes in relation to the program costs. 

 
Costs 
Inputs, both direct and indirect, required to produce an intervention. 

 
Coverage 
The extent to which a program reaches its intended target population. 

 
Cross-sectional designs 
Studies in which data are collected at one point in time. 

 
Design effects 
The influence of the research methods and procedures on the estimate of the net 
effects of a program. 

 
Direct (instrumental) utilization 
Explicit utilization of specific ideas and findings of an evaluation by decision makers and 
other stakeholders. 

 
Discounting 
The treatment of time in valuing costs and benefits of a program in efficiency analyses, 
that is, the adjustment of costs and benefits to their present values, requiring a choice 
of discount rate and frame. 

 
Distributional effects 
Effects of programs that result in a redistribution of resources in the general population. 

 
Effect size statistic 
A statistical formulation of an estimate of program effect that expresses its magnitude 
in a standardized form that is comparable across outcome measures using different 
units or scales. Two of the most commonly used effect size statistics are the 
standardized means difference and the odds ratio. 
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Efficiency assessment 
An evaluative study that answers questions about program costs in comparison to either 
the monetary value of its benefits or its effectiveness in terms of the changes brought 
about in the social conditions it addresses. 

 
Empowerment evaluation 
A participatory or collaborative evaluation in which the evaluator’s role includes 
consultation and facilitation directed toward the development of the capabilities of the 
participating stakeholders to conduct evaluation on their own, to use it effectively for 
advocacy and change, and to have some influence on a program that affects their lives. 

 
Evaluability assessment 
Negotiation and investigation undertaken jointly by the evaluator, the evaluation 
sponsor, and possibly other stakeholders to determine whether a program meets the 
preconditions for evaluation and, if so, how the evaluation should be designed to ensure 
maximum utility. 

 
Evaluand 
The subject of an evaluation, typically a program or system rather than a person. 

 
Evaluation questions 
A set of questions developed by the evaluator, evaluation sponsor, and other 
stakeholders; the questions define the issues the evaluation will investigate and are 
stated in terms such that they can be answered using methods available to the 
evaluator in a way useful to stakeholders. 

 
Evaluation sponsor 
The person, group, or organization that requests or requires the evaluation and provides 
the resources to conduct it. 

 
Ex ante efficiency analysis 
An efficiency (cost‐benefit or cost‐effectiveness) analysis undertaken prior to program 
implementation, usually as part of program planning, to estimate net outcomes in 
relation to costs. 

 
Experimental group 
A group of targets to whom an intervention is delivered and whose outcome measures 
are compared with those of control groups. 

 
Ex post designs 
Impact designs undertaken after the delivery of the program to the intervention group, 
including secondary analyses making use of a quasi‐experimental analytical approach. 
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Ex post efficiency analysis 
An efficiency (cost‐benefit or cost‐effectiveness) analysis undertaken after a program’s 
outcomes are known. 

 
Externalities 
Effects of a program that impose costs on persons or groups who are not targets. 

 
Focus group 
A small panel of persons selected for their knowledge or perspective on a topic of 
interest that is convened to discuss the topic with the assistance of a facilitator. The 
discussion is used to identify the important themes or to construct descriptive 
summaries of views and experiences on the focal topic. 

 
Formative evaluation 
Evaluative activities undertaken to furnish information that will guide program 
improvement. 

 
Generalizability 
The extent to which an impact assessment’s findings can be extrapolated to similar 
programs or from the program as tested to the program as implemented. 

 
Generic controls 
Established measures of social processes, such as published test norms, that are used as 
comparisons with the outcomes of interventions. 

 
Gross outcomes 
The overall outcome after intervention, only part of which might actually be caused by 
the intervention. 

 
Impact 
See program effect. 

 
Impact evaluation 
An evaluative study that answers questions about program outcomes and impact on the 
social conditions it is intended to ameliorate. 
Impact theory 
A causal theory describing cause‐and‐effect sequences in which certain program 
activities are the instigating causes and certain social benefits are the effects they 
eventually produce. 

 
Implementation failure 
The program does not adequately perform the activities specified in the program design 
that are assumed to be necessary for bringing about the intended social improvements. 
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It includes situations in which no service, not enough service, or the wrong service is 
delivered, or the service varies excessively across the target population. 

 
Implicit program theory 
Assumptions and expectations inherent in a program’s services and practices that have 
not been fully articulated and recorded. 

 
Incidence 
The number of new cases of a particular problem or condition that arise in a specified 
area during a specified period of time. Compare prevalence. 

 
Independent evaluation 
An evaluation in which the evaluator has the primary responsibility for developing the 
evaluation plan, conducting the evaluation, and disseminating the results. 

 
Internal rate of return 
The calculated value for the discount rate necessary for total discounted program 
benefits to equal total discounted program costs. 

 
Intervention 
Deliberate entry into a situation or issue in order to influence events or prevent 
undesirable consequences. 

 
Intervention group 
A group of targets that receive an intervention and whose outcome measures are 
compared with those of one or more control groups. Compare control group. 

 
Key informants 
Persons whose personal or professional position gives them a knowledgeable 
perspective on the nature and scope of a social problem or a target population and 
whose views are obtained during a needs assessment. 

 
Management information system (MIS) 
A data system, usually computerized, that routinely collects and reports information 
about the delivery of services to clients and, often, billing, costs, diagnostic and 
demographic information, and outcome status. 

 
Matching 
Constructing a control group by selecting targets (individually or as aggregates) that are 
identical on specified characteristics to those in an intervention group except for receipt 
of the intervention. 
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Measurement validity 
The extent to which a measure reflects the concept it is intended to measure. 

 
Mediator variable 
In an impact assessment, a proximal outcome that changes as a result of exposure to 
the program and then, in turn, influences a more distal outcome. The mediator is thus 
an intervening variable that provides a link in the causal sequence through which the 
program brings about change in the distal outcome. 

 
Meta-analysis 
An analysis of effect size statistics derived from the quantitative results of multiple 
studies of the same or similar interventions for the purpose of summarizing and 
comparing the findings of that set of studies. 

 
Moderator variable 
In an impact assessment, a variable, such as gender or age, that characterizes subgroups 
for which program effects may differ. 

 
Needs assessment 
An evaluative study that answers questions about the social conditions a program is 
intended to address and the need for the program. 

 
Net benefits 
The total discounted benefits minus the total discounted costs. Also called net rate of 
return. 

 
Net effects 
The effects of an intervention that can be attributed uniquely to it, that is, with the 
influence of confounding effected from other sources controlled or removed. Also called 
net outcomes and net impacts. 

 
Nonequivalent comparison design 
A quasi‐experimental design in which intervention and control groups are constructed 
through some means other than random assignment. 

 
Odds ratio 
An effect size statistic that expresses the odds of a successful outcome for the 
intervention group relative to that of the control group. 

 
Opportunity costs 
The value of opportunities forgone because of an intervention program. 
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Organizational plan 
Assumptions and expectations about what the program must do to bring about the 
transactions between the target population and the program that will produce the 
intended changes in social conditions. The program’s organizational plan is articulated 
from the perspective of program management and encompasses both the functions and 
activities the program is expected to perform and the human, financial, and physical 
resources required for that performance. 

 
Outcome 
The state of the target population or the social conditions that a program is expected to 
have changed. 

 
Outcome change 
The difference between outcome levels at different points in time. See also outcome 
level. 

 
Outcome level 
The status of an outcome at some point in time. See also outcome. 

 
Outcome monitoring 
The continual measurement and reporting of indicators of the status of the social 
conditions a program is accountable for improving. 

 
Participatory or collaborative evaluation 
An evaluation organized as a team project in which the evaluator and representatives of 
one or more stakeholder groups work collaboratively in developing the evaluation plan, 
conducting the evaluation, or disseminating and using the results. 

 
Performance criterion 
The standard against which a dimension of program performance is compared so that it 
can be evaluated. 

 
Performance measure 
The collection, reporting, and interpretation of performance indicators related to how 
well programs perform, particularly with regard to the delivery of service (outputs) and 
achievement of results (outcomes). 

 
Policy significance 
The significance of an evaluator’s findings for policy and program development (as 
opposed to their statistical significance). 
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Policy space 
The set of policy alternatives that are within the bounds of acceptability to policymakers 
at a given point in time. 

 
Population at risk 
The individuals or units in a specified area with characteristics indicating that they have 
a significant probability of having or developing a particular condition. 

 
Population in need 
The individuals or units in a specified area that currently manifest a particular 
problematic condition. 

 
Pre-post design 
A reflective control design in which only one measure is taken before and after the 
intervention. 

 
Prevalence 
The total number of existing cases with a particular condition in a specified area at a 
specified time. Compare incidence. 

 
Primary dissemination 
Dissemination of the detailed findings of an evaluation to sponsors and technical 
audiences. 

 
Process evaluation 
A form of program evaluation designed to determine whether the program is delivered 
as intended to the target recipients. Also known as implementation assessment. 

 
Process theory 
The combination of the program’s organizational plan and its service utilization plan into 
an overall description of the assumptions and expectations about how the program is 
supposed to operate. 

 
Program effect 
That portion of an outcome change that can be attributed uniquely to a program, that  
is, with the influence of other sources controlled or removed; also termed the program’s 
impact. See also outcome change. 

 
Program evaluation 
The use of social research methods to systematically investigate the effectiveness of 
social intervention programs in ways that are adapted to their political and 
organizational environments and are designed to inform social action in ways that 
improve social conditions. 
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Program goal 
A statement, usually general and abstract, of a desired state toward which a program is 
directed. Compare with program objectives. 

 
Program monitoring 
The systematic documentation of aspects of program performance that are indicative of 
whether the program is functioning as intended or according to design. The results are 
used to configure a control variable for selection bias to be incorporated into the 
second‐stage statistical model that estimates the effects of intervention on an outcome. 

 
Program objectives 
Specific, operationalized statements detailing the desired accomplishments of a 
program. 

 
Program process monitoring 
Process evaluation that is done repeatedly over time. 

 
Program process theory 
The combination of the program’s organizational plan and its service utilization plan into 
an overall description of the assumptions and expectations about how the program is 
supposed to operate. 

 
Program theory 
The set of assumptions about the manner in which a program relates to the social 
benefits it is expected to produce and the strategy and tactics the program has adopted 
to achieve its goals and objectives. Within program theory we can distinguish impact 
theory, relating to the nature of the change in social conditions brought about by 
program action, and process theory, which depicts the program’s organizational plan 
and service utilization plan. 

 
Proxy measure 
A variable used to stand in for one that is difficult to measure directly. 

 
Quasi-experiment 
An impact research design in which “experimental” and “control” groups are formed by 
a procedure other than random assignment. 

 
Randomization 
Assignment of potential targets to intervention and control groups on the basis of 
chance so that every unit in a target population has the same probability as any other to 
be selected for either group. 
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Randomized field experiment 
A research design conducted in a program setting in which intervention and control 
groups are formed by random assignment and compared on outcome measures to 
determine the effects of the intervention. See also control group; intervention group. 

 
Rate 
The occurrence or existence of a particular condition expressed as a proportion of units 
in the relevant population (e.g., deaths per 1,000 adults). 

 
Reflective controls 
Measures of an outcome variable taken on participating targets before intervention and 
used as control observations. See also pre‐post design; time‐series design. 

 
Regression-discontinuity design 
A quasi‐experimental design in which selection into the intervention or control group is 
based on the observed value on an appropriate quantitative scale, with targets scoring 
above a designated cutting point on that scale assigned to one group and those scoring 
below assigned to the other. Also called cutting point design. 

 
Reliability 
The extent to which a measure produces the same results when used repeatedly to 
measure the same thing. 

 
Reproducibility 
The extent to which the findings of a study can be reproduced by other researchers in 
replications. 

 
Sample survey 
A survey administered to a sample of units in the population. The results are 
extrapolated to the entire population of interest by statistical projections. 

 
Secondary dissemination 
Dissemination of summarized often simplified findings of evaluations to audiences 
composed of stakeholders. 

 
Secondary effects 
Effects of a program that impose costs on persons or groups who are not targets. 

 
Selection bias 
Systematic under‐ or overestimation of program effects that results from uncontrolled 
differences between the intervention and control groups that would result in 
differences on the outcome if neither group received intervention. 
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Selection modeling 
Creation of a multivariate statistical model to “predict” the probability of selection into 
intervention or control groups in a nonequivalent comparison groups in a quasi‐ 
experiment. The results of this analysis are used to configure a control variable for 
selection bias to be incorporated into a second‐stage statistical model investigating net 
effects of intervention on outcome. 

 
Sensitivity 
Assumptions and expectations about how the target population will make initial contact 
with the program and be engaged with it through the completion of the intended 
services. In its simplest form, a service utilization plan describes a sequence of events 
through which the intended clients are expected to interact with the intended services. 

 
Service utilization plan 
The assumptions and expectations about how the target population will make initial 
contact with the program and be engaged with it through the completion of the 
intended services. In simplest form, a service utilization plan describes the sequence of 
events through which the intended clients are expected to interact with the intended 
services. 

 
Shadow controls 
Expert and participant judgments used to estimate net impact. 

 
Shadow prices 
Imputed or estimated costs of goods and services not valued accurately in the 
marketplace. Shadow prices also are used when markets are inappropriate due to 
regulation or externalities. Also known as accounting prices. 

 
Snowball sampling 
A nonprobability sampling method in which each person interviewed is asked to suggest 
additional knowledgeable people for interviewing. The process continues until no new 
names are suggested. 

 
Social indicator 
Periodic measurements designed to track the course of a social condition over time. 

 
Social program; social intervention 
An organized, planned, and usually ongoing effort designed to ameliorate a social 
problem or improve social conditions. 

 
Social research methods 
Procedures for studying social behavior devised by social scientists that are based on 
systematic observation and logical rules for drawing inferences from those observations. 
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Specification error 
Error in impact estimation arising out of the use of an inappropriate or incomplete 
statistical model. 

 
Specificity 
The extent to which the criteria used to identify the target population result in the 
exclusion of individuals or units who do not have or will not develop the condition to 
which the program is directed. 

 
Stakeholders 
Individuals, groups, or organizations having a significant interest in how well a program 
functions, for instance, those with decision‐making authority over the program, funders 
and sponsors, administrators and personnel, and clients or intended beneficiaries. 

 
Standardized means difference 
An effect size statistic that expresses the mean outcome difference between 
intervention and control group in standard deviation units. 

 
Statistical controls 
The use of statistical techniques to adjust estimates of program effects for bias resulting 
from differences between intervention and control groups that are related to the 
outcome. The differences to be controlled by these techniques must be represented in 
measured variables that can be included in the statistical analysis. 

 
Statistical control designs 
Impact designs without random assignment of program participants and 
nonparticipants. Rather, the groups are statistically equated, usually by some 
multivariate statistical procedure, so that they resemble each other as much as possible 
on characteristics associated with program outcomes. 

 
Statistical power 
The probability that an observed program effect will be statistically significant when, in 
fact, it represents a real effect. If a real effect is not found to be statistically significant, a 
Type II error results. Thus, statistical power is one minus the probability of a Type II 
error. See also Type II error. 

 
Stochastic effects 
Measurement fluctuations attributable to chance. 

 
Summative evaluation 
Evaluative activities undertaken to render a summary judgment on certain critical 
aspects of the program’s performance, for instance, to determine if specific goals and 
objectives were met. 
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Survey 
Systematic collection of information from a defined population, usually by means of 
interviews or questionnaire administered to a sample of units in the population. 

 
Target 
The unit (individual, family, community, etc.) to which a program intervention is 
directed. All such units within the area served by a program comprise its target 
population. 

 
Theory failure 
Program is implemented as planned but its services do not produce the immediate 
effects on the participants that are expected or the ultimate social benefits that are 
intended, or both. 

 
Time-series design 
A reflective control design that relies on a number of repeated measurements of the 
outcome variable taken before and after an intervention. 

 
Type I error 
A statistical conclusion error in which a program effect estimate is found to be 
statistically significant, in fact, the program has no effect on the target population. 

 
Type II error 
A statistical conclusion error in which a program effect estimate is not found to be 
statistically significant, in fact, the program does have an effect on the target 
population. 

 
Units of analysis 
The units on which outcome measures are taken in an impact assessment and, 
correspondingly, the units on which data are available for analysis. The units of analysis 
may be individual persons but can also be families, neighborhoods, communities, 
organizations, political jurisdictions, geographic areas, or any other such entities. 

 
Utilization of evaluation 
The use of concepts and findings of an evaluation by decision makers and stakeholders, 
whether at the day‐to‐day management level or at broader funding or policy levels. 

 
Validity 
The extent to which a measure actually measures what it is intended to measure. 

 
 
 

Glossary provided courtesy of Sage Publications and taken from Rossi, P.H., H. E. Freeman, and Lipsey, 
M.W. (1999). Evaluation: A systematic approach, 6th   and 7th eds. London, Sage Publications. Reprinted 
with permission 
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Appendix 2: Factors that Influence the Scope of an Evaluation 
 

The scope of an evaluation depends on several key factors. 
 

Stakeholders/Audience 
• Who are they? 

→ Internal vs. external. Internal stakeholders may include project 
management staff members and administration. The evaluation will likely 
not be conducted without their support. 

• What do they need to know? 
→ What will lead to their continued support of the project? 
→ What do they need the evaluation to accomplish? 

• How will they use the results? 
• What resources do they have to contribute? 

 
Purpose 

• Why is the evaluation being done? 
• What do you want to be able to decide as a result of the evaluation? 

 
Resources 

• What do you have available? 
• Where or from whom do we collect data and information? From which sources 

should we collect information? 
• What scale are you working with? Keep in mind that will determine scope. 
• Be sure to include resource needs for evaluation in grant application. 
• General rule of thumb – allocate at least 5‐10% of total program budget for 

evaluation. 
• How can partnerships extend available resources? For example, can the local 

university provide data analysis if my organization collects the data? 
 

Evaluator 
• Who is the evaluator? Are you working with an internal staff member or an 

external consultant? Keep in mind that each will bring advantages as well as 
biases. 

• What is the evaluator’s experience or familiarity regarding your project type, 
e.g.. healthcare vs. natural resources? 

• Was the evaluator a part of designing the project to be evaluated? 
 

Time Frame 
• Within what length of time does the evaluation need to be completed? 
• How does the allotted time influence scope and scale of evaluation while not 

sacrificing validity? 
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Appendix 3: Evaluation Report Checklist 
 
 

EVALUATION REPORT CHECKLIST* 
 
 

Gary Miron 
September 2004 

 
 

The Evaluation Report Checklist has two intended applications that are related to 
evaluation management: (1) a tool to guide a discussion between evaluators and their 
clients regarding the preferred contents of evaluation reports and (2) a tool to provide 
formative feedback to report writers. Evaluators can self‐rate their own progress during 
the writing phase. They can also use the checklist to identify weaknesses or areas that 
need to be addressed in their evaluation report(s). When two or more persons work on 
the same report, the checklist can serve as a tool to delegate, coordinate, and monitor 
progress among the contributors. 

 
This checklist is not intended to be used as a metaevaluation tool. Evaluation reports 
differ greatly in terms of purpose, budget, expectations, and needs of the client. If one 
were to use this checklist to evaluate actual reports or draw comparisons across reports, 
one would need to consider or weight the checkpoints within sections and to weight the 
relative importance and value of each section. 

 
This checklist draws upon and reflects The Program Evaluation Standards (Joint 
Committee on Standards for Educational Evaluation, 1994). 

 
 
 
 
 
 
 
 
 

*This checklist is being provided as a free service to the user. The provider of the checklist has not 
modified or adapted the checklist to fit the specific needs of the user, and the user is executing   
his or her own discretion and judgment in using the checklist. The provider of the checklist makes 
no representations or warranties that this checklist is fit for the particular purpose contemplated 
by users and specifically disclaims any such warranties or representations. 
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Instructions: Rate each component of the report using the following rubrics. Fill in the 
circle or place a check mark in the cell that corresponds to your rating on each 
checkpoint. If the item or checkpoint is not applicable to the report, indicate the “NA” 
cell to the far right. Additional checkpoints may be added as agreed upon by those using 
the checklist 

1=Not addressed, 2=Partially addressed, 3=Fully addressed, NA=Not 
applicable 

 

1 2 3 NA 
1. Title Page 

 A. Title is sufficiently clear and concise to 
facilitate indexing 

     

B. Author(s)’ names and affiliations are 
identified 

     

C. Date of preparation is included      

D. Title identifies what was evaluated, 
including target population, if applicable 

     

E. Name of client or funder(s) is identified      

F. Text and material on title page are clearly 
and properly arranged 

     

G.      

Comments: 

1 2 3 NA 
2. Executive Summary 

 A. Description of program/project      

B. Evaluation questions and purpose of the 
evaluation 

     

C. Brief description of methods and analytical 
strategy (if appropriate) 

     

D. Summary of main findings      

E. Implications of findings      

F. Recommendations, if appropriate      

G.      

Comments: 
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1 2 3 NA 
3. Table of Contents and Other Sections That Preface the Report 

 A. Table of contents contains at least all first 
and second level headers in the reports 

     

B. Titles and page numbers are accurate      

C. Lists of tables, figures, and appendices are 
included, if appropriate 

     

D. List of acronyms or abbreviations is 
included, if appropriate 

     

E. Acknowledgments section references 
sponsors, data collectors, informants, 
contributors to the report, research 
assistants, reviewers of the report, etc. 

     

F.      

Comments: 

1 2 3 NA 
4. Introduction and Background 

 A. Purpose of evaluation and evaluation 
questions, if not covered in the methodology 
section 

     

B. Description of the program/project or 
phenomenon being evaluated (including goals 
and historical context, if appropriate) 

     

C. Identification of target population for the 
program and relevant audiences and 
stakeholders for the evaluation 

     

D. Review of related research      

E. Overview & description of report structure      

F.      

Comments: 
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1 2 3 NA 
 

5. Methodology 
 A. Purpose of evaluation and evaluation 

questions, if not covered in the introduction 
     

B. Evaluation approach or model being used, 
as well as rationale for the approach or model 

     

C. Design of the evaluation, including sample 
sizes and timing of data collection 

     

D. Methods of data collection, including 
description of data collection instruments 

     

E. Sources of information and data      

F. Limitations of the evaluation (e.g., 
limitations related to methods, data sources, 
potential sources of bias, etc.) 

     

G.      

Comments: 

1 2 3 NA 
6. Results Chapters 

 A. Details of the evaluation findings are clearly 
and logically described 

     

B. Charts, tables, and graphs are 
understandable and appropriately and 
consistently labeled 

     

C. Discussion of evaluation findings is 
objective and includes both negative and 
positive findings 

     

D. All evaluation questions are addressed or 
an explanation is included for 
questions that could not be answered 

     

E. Findings are adequately justified      

F.      

Comments: 
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1 2 3 NA 
7. Summary, Conclusion, and Recommendations 

 A. Summaries of findings are included in each 
chapter or altogether in a summary chapter 

     

B. Discussion and interpretation of findings 
are included 

     

C. Summary and conclusion fairly reflect the 
findings 

     

D. Judgments about the program that cover 
merit and worth are included 

     

E. If appropriate, recommendations are 
included and are based on findings in the 
report 

     

F.      

Comments: 

1 2 3 NA 
8. References and Appendices 

 A. A suitable style or format (e.g., APA) is used 
consistently for all references 

     

B. References are free of errors      

C. References cover all in‐text citations      

D. All appendices referenced in the text are 
included in the appendix section, 
in the order they are referenced 

     

E. Data and information in the appendices are 
clearly presented and explained 

     

F.      

Comments: 
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Appendix 4: Evaluation References and Resources List: 
Cross-Referenced Categories (compiled by Word Craft) 

Attitudes and Attitude Changes  .............................................................................................................. 195 

Behaviors/Behavior Changes  .................................................................................................................. 199 

Children  .................................................................................................................................................. 202 

Cognitive/Knowledge Changes  ............................................................................................................... 204 

Concept Maps  ......................................................................................................................................... 206 

Conservation Skills/Actions  ..................................................................................................................... 207 

Conservation Theory/Conservation Psychology  ..................................................................................... 208 

Content Analysis  ..................................................................................................................................... 209 

Curriculum  .............................................................................................................................................. 209 

Decision Makers/Decision‐Making  ......................................................................................................... 210 

Disabled/Physically Challenged  .............................................................................................................. 211 

Discovery Rooms  .................................................................................................................................... 211 

Diverse Groups/Minority Populations  .................................................................................................... 211 

Early Childhood Ed/Young Children  ........................................................................................................ 213 

Environmental Education  ....................................................................................................................... 214 

Evaluation Methods  ................................................................................................................................ 221 

Exhibits and Exhibit Labels  ...................................................................................................................... 224 

Families  ................................................................................................................................................... 225 

Field Trips  ................................................................................................................................................ 226 

Focus Groups  .......................................................................................................................................... 228 

Formative Evaluation  .............................................................................................................................. 229 

Front‐End Evaluation  .............................................................................................................................. 229 

Implementation Evaluation  .................................................................................................................... 229 

Intentions  ................................................................................................................................................ 230 

Interpretive Arts  ..................................................................................................................................... 230 

Interviews  ............................................................................................................................................... 230 

Life Experience/Event History Analysis  ................................................................................................... 230 

Literature Review/Meta‐Analysis  ........................................................................................................... 231 

Logic Models  ........................................................................................................................................... 232 

Media  ...................................................................................................................................................... 232 

Naturalistic Inquiry  ................................................................................................................................. 233 
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Observations/Tracking and Timing  ......................................................................................................... 233 

Orientation  ............................................................................................................................................. 233 

Outreach  ................................................................................................................................................. 234 

Place‐Based Ed  ........................................................................................................................................ 234 

Presentations  .......................................................................................................................................... 235 

Programs/Education Programs  ............................................................................................................... 235 

Scales/Measurement Instruments  .......................................................................................................... 236 

School Groups  ......................................................................................................................................... 239 

Service Learning  ...................................................................................................................................... 240 

Social Marketing  ..................................................................................................................................... 241 

Statistics  .................................................................................................................................................. 241 

Summative Evaluation  ............................................................................................................................ 241 

Surveys  ................................................................................................................................................... 241 

Teacher Education/Professional Development ....................................................................................... 242 

Tours  ....................................................................................................................................................... 243 
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Web‐Based Evaluation  ............................................................................................................................ 244 
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NOAA Coastal Services Center 
 



 

Planning for Meaningful Evaluation Workshop 
Host:   Date:   

 

The NOAA Coastal Services Center is committed to delivering timely and effective training to the coastal management 
community. We would appreciate your feedback both positive and negative so that we might improve future courses. 
Please complete the following questions and submit before leaving. 

 
 

1) Which of the following best describes your organization or company? (Check one.) 
 Federal Government ‐ NOAA (including contractors) ‐ NOAA Line Office , Program Office   
 Federal Government ‐ Non‐NOAA (including contractors) ‐ Federal Agency Name    
 University/Academic, excluding Sea Grant  Sea Grant 
 State Coastal Zone Management Agency  National Estuarine Research Reserve 
 Other State Government  National Estuary Program 
 Local Government  NGO/Non‐Profit 
 Military  Private 
 Other (please specify)     International 

 

2) Which of the following best describes your primary role? (Check one.) 
 Data Management  Volunteer 
 GIS  Program Management 
 Communication/Outreach  Commercial Use 
 Extension/Education  Recreational Use 
 Student (Area of study?)     Community Planning 
 Other (please specify)  Research/Science/Engineering 

 
3) How did you hear about this course? (Check one.) 
 NOAA Coastal Services Center Web site  Supervisor 
 NOAA Coastal Services Center publication  Conference 
 Other (please specify)     Local Host 

 

4) How well were the following objectives met? (Check one box for each objective.) 
 

 
 
 
Can you... 

 
 

Determine the evaluation question 

Create a context description 
 
Identify logic model components appropriate to the 
evaluation question 

 

Assess plausibility using strategies from social science 
models 

 

Identify influences that can help or hinder the 
evaluation 

 

 
 
 
I am not 
able to 
do this. 

I was able to do 
this prior to the 

course. The 
course DID NOT 

improve this 
ability. 

I was able to do 
this prior to the 

course. The 
course DID 

improve this 
ability. 

 
I am able 
to do this 

because of 
this 

course. 

 
 

Not 
Applicable 

(Cannot 
rate) 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

Create effective performance measures that support 
the evaluation question 

 
 

 
 

 
 

 
 

 
 

 
Select appropriate data collection methods 

 
 

 
 

 
 

 
 

 
 

Analyze the strengths and weaknesses of an 
evaluation plan 

 
 

 
 

 
 

 
 

 
 

NOAA Coastal Services Center 
 



 

5) Workshop Pace 
 

 
The pace of the class was Too slow 

1 
 

2 
Just right 

3 
 

4 
Too fast 

5 
 

The time allotted for discussion was Too short 
1 

 
2 

Just right 
3 

 
4 

Too long 
5 

 

6) Workshop Format (circle the most appropriate response) 
 

 

Presentation materials (slide shows, flip 
charts, overheads, etc.) 

Detracted from 
understanding 

1 

 
2 

 
3 

Enhanced 
understanding 

4 
 

Course manual 
Detracted from 
understanding 

1 

 
2 

 
3 

Enhanced 
understanding 

4 
 

The presenters were Poorly prepared 
1 

 

2 
 

3 Well prepared 
4 

The presenters communicated concepts 
and ideas 

Poorly 
1 

 
2 

 
3 Very well 

4 

There was a good balance between 
lectures and activities 

Strongly disagree 
1 

 
2 

 
3 Strongly agree 

4 

I would recommend this course to another 
coastal professional 

Strongly disagree 
1 

 
2 

 
3 Strongly agree 

4 
 

7) Value and Applicability (circle the most appropriate response) 
 

 

I gained knowledge and skills that I will apply in 
my job. 

Strongly 
disagree 

1 

 
2 

 
3 

Strongly 
agree 

4 

 
NA 

I will use the knowledge and skills gained to 
more systematically design, monitor, evaluate, 
and adjust resource management efforts at my 
workplace. 

 

Strongly 
disagree 

1 

 
 

2 

 
 

3 

 

Strongly 
agree 

4 

 
 

NA 

 
Attending this course was good use of my time. 

Strongly 
disagree 

1 

 
2 

 
3 

Strongly 
agree 

4 

 
NA 

Prior to this course what was your level of 
understanding of the material covered? 

 
0% 

 
20% 

 
40% 

  
60% 

 
80% 

 
100% 

After this course what is your level of 
understanding of the material covered? 

 
0% 

 
20% 

 
40% 

  
60% 

 
80% 

 
100% 

 

8) Content and Learning 
 

A. List the topics/steps (covered in this course) to consider when planning for evaluation. 
 
 

B. Over the past 2 days, what is one concept did you learn that you consider most useful? 
 

I learned that: 
This is useful to me because: 

 
9) On what topics/skills would you have liked more time or information? 

 
 

10) Other comments, suggestions, ideas? 

NOAA Coastal Services Center 
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