
Evaluation of the Grell–Freitas Convective Scheme in the Hurricane Weather Research
and Forecasting (HWRF) Model

MRINAL K. BISWAS,a JUN A. ZHANG,b EVELYN GRELL,c EVAN KALINA,d KATHRYN NEWMAN,a

LIGIA BERNARDET,e LAURIE CARSON,a JAMES FRIMEL,e AND GEORG GRELL
g

aNational Center for Atmospheric Research, and Developmental Testbed Center, Boulder, Colorado
bNOAA/Atlantic Oceanographic and Meteorological Laboratory/Hurricane Research Division, and Cooperative Institute

for Marine and Atmospheric Studies, University of Miami, Miami, Florida
cUniversity of Colorado, Cooperative Institute for Research in Environmental Sciences, NOAA/Earth System Research

Laboratory/Physical Sciences Division, and Developmental Testbed Center, Boulder, Colorado
dUniversity of Colorado,Cooperative Institute for Research in Environmental Sciences, NOAA/Earth System Research

Laboratory/Global Systems Division, and Developmental Testbed Center, Boulder, Colorado
eNOAA/Earth System Research Laboratory/Global Systems Division, and Developmental Testbed Center,

Boulder, Colorado
fColorado State University, Cooperative Institute for Research in the Atmosphere, NOAA/Earth System Research

Laboratory/Global Systems Division, and Developmental Testbed Center, Boulder, Colorado
gNOAA/Earth System Research Laboratory/Global Systems Division, Boulder, Colorado

(Manuscript received 18 June 2019, in final form 29 January 2020)

ABSTRACT

The Developmental Testbed Center (DTC) tested two convective parameterization schemes in the

HurricaneWeather Research and Forecasting (HWRF)Model and compared them in terms of performance

of forecasting tropical cyclones (TCs). Several TC forecasts were conducted with the scale-aware Simplified

Arakawa Schubert (SAS) andGrell–Freitas (GF) convective schemes over theAtlantic basin. For this sample

of over 100 cases, the storm track and intensity forecasts were superior for the GF scheme compared to SAS.

A case study showed improved storm structure for GF when compared with radar observations. The GF run

had increased inflow in the boundary layer, which resulted in higher angular momentum. An angular mo-

mentumbudget analysis shows that the difference in the contribution of the eddy transport to the total angular

momentum tendency is small between the two forecasts. The main difference is in the mean transport term,

especially in the boundary layer. The temperature tendencies indicate higher contribution from the micro-

physics and cumulus heating above the boundary layer in the GF run. A temperature budget analysis indi-

cated that both the temperature advection and diabatic heating were the dominant terms and they were larger

near the storm center in the GF run than in the SAS run. The above results support the superior performance

of the GF scheme for TC intensity forecast.

1. Introduction

Hurricane prediction remains a challenging problem

for dynamical numerical weather prediction (NWP) and

statistical models. It is also challenging to human fore-

casters who rely on the NWP and statistical model

forecasts to issue guidance. On average, global models

generally produce the most accurate hurricane track

predictions among dynamical models (Cangialosi 2018),

but predicting intensity requires high-resolution simu-

lations that are typically performed using limited-area

NWP models. The Hurricane Weather Research and

Forecasting (HWRF) model is a limited-area, nested-

grid model that has been operational since 2007. Since

then, remarkable improvements in track and intensity

forecasts have been achieved, largely due to the initia-

tives of the Hurricane Forecast Improvement Program

(HFIP; Gall et al. 2013). HFIP’s 5-yr goal (for 2014) and

10-yr goal (for 2019) are to reduce track and intensity

errors by 20% and 50%, respectively. The reduction in

track errors for the HWRF model met the HFIP goals.

However, hurricane intensity prediction still remains a

challenge. It needs to be mentioned that HWRF is the

best deterministic model for intensity prediction in the

Atlantic (AL) and east Pacific (EP) basins (Cangialosi

2018; Cangialosi and Franklin 2017).Corresponding author: Mrinal K. Biswas, biswas@ucar.edu
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As a developing model, HWRF forecasts have im-

proved over the years (e.g., Biswas et al. 2018; see

their Figs. 1–3). Table 1 summarizes the major up-

grades to the HWRF model starting in 2012. These

upgrades include improvements in horizontal and

vertical resolution, in data assimilation techniques, in

ocean coupling and in physical parameterizations, all

of which contributed to the improvements in model

performance.

Supported byHFIP, recent upgrades to model physics

were transitioned to the operational HWRF model. For

instance, improvements in the planetary boundary layer

(PBL) scheme were based on observational estimates of

the vertical eddy diffusivity of momentum Km made

under the developmental physics framework articulated

by Zhang et al. (2012). The sensitivity of the tropical

cyclone (TC) intensity, track and structure forecasts

was tested to understand how the model responded to

various Km profiles, particularly those that agreed with

observations. This was part of a larger effort to com-

pare the modeled TC structure with observations to

identify model deficiencies. Observationally based

improvements to the physics were then implemented

in the model to reduce biases in the simulated TC

structure, which led to improved intensity forecasts.

This process was documented by Zhang et al. (2015),

which evaluated the impact of the improvement in the

HWRF PBL scheme on TC intensity and structure

forecasts. Further improvement in the HWRF PBL

scheme was documented by Bu et al. (2017) andWang

et al. (2018). The improvement in the horizontal dif-

fusion parameterization of HWRF and its impact

on TC forecasts were documented by Zhang et al.

(2017). Other physics improvements, such as the in-

clusion of the partial cloudiness scheme (Biswas

et al. 2018) in RRTMG, also contributed to enhanced

forecast skill.

Previously, Biswas et al. (2014) showed that track and

intensity forecasts using the HWRF model are sensitive

to the choice of cumulus parameterization. In addition,

multiple modeling experiments have demonstrated the

sensitivity of hurricane simulations to the choice of

convection scheme (e.g., Shepherd andWalsh 2017; Sun

et al. 2014; Pattanayak et al. 2012; Nasrollahi et al. 2012;

Smith 2000). For this reason, the convective parame-

terization in HWRF was identified as a model physics

component in which modifications could potentially

lead to improvement in TC simulations, particularly in

the storm intensity forecast.

In recent years, there has been growing interest in

‘‘unified’’ parameterizations; schemes that are appli-

cable to a wide range of time and space scales, includ-

ing scales at which the parameterized process may be

partially resolved. For convective parameterization

schemes (CPSs), which represent the statistical effects

of subgrid clouds and their associated vertical motions,

a critical underlying assumption of traditional mass-

flux schemes is that the area occupied by active con-

vection is small relative to the size of the model grid

box. As the horizontal resolution of NWP models in-

creases into the so-called ‘‘grey zone’’ (grid spacing

smaller than approximately 10 km), this fundamental

assumption may no longer be valid. Arakawa et al.

(2011) and Arakawa and Wu (2013) proposed that the

impact of the convective parameterization should be

dependent on the fraction of the grid box that is as-

sumed to be covered by convection, s. As the size of

the horizontal grid box decreases and s approaches 1,

the impact of parameterized convection in the grid

box decreases as a function of (1 2 s)2, allowing

the model to resolve these moist processes explic-

itly through the microphysical parameterization. The

method provides a smooth transition between resolved

and unresolved scales.

In a model such as HWRF, scale-independent pa-

rameterizations are of particular interest, because the

model provides high-resolution coverage of a TC

through the use of nested grids of increasing resolu-

tion. This means that the physical parameterizations

must be valid on the scale of all of the grids on which it

is applied. The CPS used in the standard operational ver-

sion of HWRF, the simplified Arakawa–Schubert (SAS)

scheme, was recently modified to include, among other

things, the addition of scale ‘‘awareness’’ based on the

modulation of the updraft area according to the horizontal

grid spacing (Biswas et al. 2018).

The implementation of scale awareness in the SAS

scheme largely followed the example of the Grell and

Freitas (2014) convective parameterization (hereafter

GF), which was the first to successfully apply the

scaling ideas of Arakawa et al. (2011) in an opera-

tional model [in NOAA’s RAPid Refresh (RAP)

system (Benjamin et al. 2016)]. The effectiveness of

the scaling function in the GF scheme was evaluated by

Fowler et al. (2016), using the nonhydrostatic Model for

Prediction Across Scales (MPAS), with a variable resolu-

tion mesh. They noted that as the horizontal grid spacing

became finer, the precipitation physics smoothly transi-

tioned from subgrid to resolved scales.

Due to the demonstrated success of theGF scheme in

other models, particularly in an operational applica-

tion, this scheme was chosen for testing in HWRF. In

the work described here, both the SAS andGF schemes

are applied in the HWRF system to study the behaviors

of these two schemes in simulations of TCs in the

Atlantic basin.
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2. Grell–Freitas and scale-aware SAS schemes

The SAS and GF schemes have a common ancestry;

both can trace their origin to the parameterization

developed by Grell (1993), which added downdraft

processes to the CPS proposed by Arakawa and

Schubert (1974). This scheme was then simplified and

widely used in MM5 (Grell et al. 1994), in the early

Rapid Update Cycle (RUC) (Benjamin et al. 2004),

and in the RAP, which replaced the RUC. The origi-

nal Grell scheme was further developed by Pan and

Wu (1995) at the National Meteorological Center

(now National Center for Environment Prediction) to

become the SAS scheme, while a parallel develop-

ment at NOAA in Boulder led to the Grell and

Devenyi (2002; GD) approach. The GF scheme is a

development of the GD scheme, which included sto-

chasticism via an ensemble of convective clouds gen-

erated by implementing different closure assumptions

in the computation of the mass flux. In GF, temporal

and spatial correlation patterns can be applied to

closure assumptions but also to other internal pa-

rameters with large uncertainties. This fully stochastic

approach is not used in this study, since no correlation

patterns are available for HWRF yet.

Both SAS and GF are mass-flux CPSs, in which the

parameterized convective transport is a function of

themass flux through the cloud base. In both schemes, the

conceptual framework is the same: a one-dimensional

buoyant plume (the cloud model) is modulated by a

triggering function, as well as by mixing with environ-

mental air through entrainment, and the environment in

turn is modified by the cloud through vertical transport

and detrainment. Some features of the SAS scheme are

described in Han and Pan (2011), and of the scale-aware

SAS in Biswas et al. (2018). For a more complete de-

scription of theGF scheme, the reader is referred toGrell

and Freitas (2014), Freitas et al. (2018), and Freitas

et al. (2020, manuscript submitted to Geosci. Model

Dev. Discuss.), with additional background given in Grell

(1993) and Grell and Devenyi (2002). Here we focus on

some components of particular interest to hurricane ap-

plications, as well as some differences between the schemes

that may contribute to the differences in the simulations.

In GF, the scale-dependency concept of Arakawa

et al. (2011) and Arakawa and Wu (2013) is introduced

through both the updraft entrainment rate and through

scaling of the cloud base mass flux by (12 s)2. First, the

convective updraft is assumed to have an initial radiusR,

which is related to the initial entrainment rate E, fol-

lowing Simpson et al. (1965) and Simpson (1971), such

thatR5 0.2/E. The fractional coverage of the grid box is

expressed as s 5 pR2/A, where A is the horizontal area
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of the grid box. The initial entrainment rate is a tuning

parameter and is set to 7 3 1025m21. The maximum

value of s is restricted (in this case smax 5 0.7), and ifA

becomes small enough that s would exceed smax, then

s 5 smax and R is recalculated from R5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(sA/p)

p
.

A new initial entrainment rate is then computed from

0.2/R. In this way, for small grid sizes, the entrainment

rate increases, which leads to shallower clouds and es-

sentially transitions the scheme to a precipitating shallow

convection parameterization. Before being applied to the

updrafts, the entrainment rate is adjusted based on the

vertical mass flux and on the relative humidity, such that

the rate is larger for drier air.

The SAS scheme computes the fractional cloudiness

in the same way as the GF scheme; however, the scaling

factor is computed at the end of the routine using the

actual entrainment rate, rather than an initial assumed

rate. Therefore, no adjustment to the entrainment rate

based on grid size occurs. The entrainment rate is bounded

by the lower limit of 7 3 1025m21 and the upper limit of

3 3 1024m21, and s must be between 0.001 and 0.999.

Another feature of the schemes that differs is the

determination of the mass flux profile of the updraft. In

the SAS scheme, the mass flux in and below the cloud is

normalized by the mass flux at the cloud base mb,

modified by entrainment and detrainment. The average

vertical velocity and buoyancy of the assumed cloud are

the primary factors that determine mb. The updraft

entrainment rate is the sum of a background turbulent

rate and an organized entrainment rate that depends

on the relative humidity of the environment outside of

the cloud.

In the GF scheme, a probability distribution function

(PDF) is used to describe the normalized mass flux,

representing a statistical average of deep convective

plumes. Using the initial entrainment rate, the PDF is

used to calculate entrainment and detrainment rates

required to reproduce the normalized vertical mass flux

provided by the PDF. An ensemble approach is used in

the computation ofmb, in which multiple realizations of

mb are calculated, based on different closure assump-

tions, to determine the amount and location of convec-

tion. To improve efficiency, in theGF implementation, the

number of closures is limited to four. These methods

of computing mb are based on concepts drawn from

multiple CPSs and consider in-cloud stability and

buoyancy, vertical motion, integrated vertical advec-

tion of moisture, and the time scale for convective

adjustment to occur. The mean of the ensemble of mb

values is computed and then used to determine the

vertical mass flux at a given level.

Both schemes include momentum transport due to

convection. The SAS scheme uses a formulation consistent

with Zhang and Wu (2003), while GF may use the

identical approach as in SAS or a technique from

the European Centre for Medium-Range Weather

Forecasts (ECMWF) based on Tiedtke (1989). For this

work, the ECMWF approach was used. The impact of

vertical wind shear on the precipitation efficiency is

parameterized in an identical way in the schemes.

In addition, both parameterizations include a shallow

convection component. In the runs using the GF

scheme, the shallow convection was only applied on

the outer domain.

The interplay between the convection parameteriza-

tion and the microphysics parameterization is also im-

portant. In the GF scheme, if the relative humidity at the

cloud base is greater than 97% and s 5 smax, no pa-

rameterized convection occurs. It should benoted that for

the 2-km grid spacing used on the inner nest of HWRF,

s is always equal to smax. Therefore, on this grid, at

high relative humidity, microphysical processes are

more likely to be activated than the convection scheme.

3. Experiment design

The HWRF model used in this experiment was

configured similarly to the 2016 operational system

(hereafter referred to as H6CL or Control), with the

exception that the operational one-way wave coupling

(WAVEWATCH III) was not used. The atmospheric

model uses the WRF Nonhydrostatic Mesoscale Model

(NMM) dynamic core and was configured with a parent

domain and two storm-following, telescopic nested grids.

The parent grid (d01) had 288 3 576 grid points and

covered an 808 3 808 area with 0.1358 (approximately

18km) horizontal grid spacing. The middle grid (d02)

covered a 258 3 258 area with 0.0458 (approximately

6km) grid spacing. The third grid (second nest, d03) had

an area of 8.38 3 8.38 with 0.0158 (about 2 km) grid

intervals. The two moving nests (d02 and d03) were

two-way interactive with 50% feedback and followed

the tropical cyclone. Both parent and nests used the

WRFNMM rotated latitude–longitude projection and

the E-staggered grid. The location of the parent and nests

varied from run to run and was dictated by the location of

the storm at the initialization time and by the 72-h fore-

cast position, as provided by the National Hurricane

Center’s TC vitals. Sixty vertical levels (61 sigma entries)

were employed, with a model top of 2hPa. Additional

intermediate domains were used for the atmospheric

model during the vortex relocation, initialization, and

postprocessing procedures (Biswas et al. 2018).

The control configuration follows the operational

HWRF physics suite, shown in Table 2. The experi-

mental configuration (H6GF) used an alternate CPS.

1020 WEATHER AND FORECAST ING VOLUME 35



All other components of the operational physics suite

were the same for each experiment. Details of each

configuration are included in Table 2.

Forecasts for H6CL and H6GF were initialized every

6 h for Hurricanes Edouard (2014), Gonzalo (2014), and

Matthew (2016), and run out to 126h. The HWRF was

initialized withGFS andGlobal DataAssimilation System

(GDAS) data. A regional hybrid ensemble–3DVar data

assimilation scheme in Gridpoint Statistical Interpolation

(GSI) was utilized to assimilate additional observa-

tions (Biswas et al. 2018). A cold start initialization

was employed for the first case of each storm, and the

HWRF vortex was cycled for all subsequent initiali-

zations of a given storm. The cycled run is performed

if a previous 6-h forecast is present. The vortex is

extracted from the forecast and corrected based on

the observed estimate to be used for the current ini-

tialization (Biswas et al. 2018). In an effort to increase

storm diversity with limited computational resources,

126-h forecasts were run every 18 h, with 12-h fore-

casts for all intermediate initializations for cycling

purposes. As an example, 0000 UTC was run for 126 h,

0600 and 1200 UTC were run for 12 h for cycling

purposes, 1800 UTC was run for 126h. The 18-h interval

was chosen to get a good mixture of different synoptic

times at initializations. There were 128 homogeneous

cases between the HWRF forecasts with the SAS scheme

(H6CL) and thosewith theGF scheme (H6GF). Since the

126-h forecasts were conducted every 18h, the number of

verified cases at 18h was 41.

4. Results

a. Track and intensity statistics

The forecast storm location and intensity (maximum

10-m wind), as contained in the files produced by the

GFDL tropical cyclone tracker, were compared against

the best track using the Model Evaluation Tools

Tropical Cyclone tool (METTC; Fowler et al. 2017).
The METTC tool was run for each case, at 6-h forecast

lead times, out to 120 h, to generate a distribution of

errors. All metrics are accompanied by 95% confidence

intervals to describe the uncertainty in the result due

to sampling limitations. Pairwise differences of track

error and absolute intensity error were computed

using an R-based statistical language script, where

differences between the configurations are considered

statistically significant (SS) based on 95% confidence

intervals on the median. All metrics were computed

using a homogeneous sample.

Track errors for all three TCs indicate SS differences

between the H6GF andH6CL for some of the early lead

times (18-h improvement, and 48- and 54-h degrada-

tion), whereas mean differences show non-SS smaller

track errors for H6GF beyond 84h (Fig. 1a). The mean

intensity bias is closer to zero in H6GF than in H6CL,

but the differences are not SS (Fig. 1c). The operational

HWRF is known to underpredict intensity for strongAL

storms, which are heavily represented within this sam-

ple. The H6GF configuration mitigates this tendency for

the storms in this sample. The sudden drop in number of

cases from 0 to 18 h is attributed to the initialization of

full 5-day forecasts every 18h, as described above. An

analysis of rapid intensification (RI), which is usually

defined as a 30-kt (1kt’ 0.51ms21) increase inmaximum

sustained wind speed in 24h, shows that the probability of

detection (POD) is the same for both configurations.

However, if the intensity change threshold is decreased to

10, 15, and 20kt (24h)21, the POD for H6GF is larger,

indicating that H6GF tends to predict moderate intensity

changes better than H6CL (Table 3). This is also evident

from the alleviation of the negative intensity bias at

shorter lead times compared to the control (Fig. 1b).

Although the false alarm ratio (FAR) is higher in H6GF

(0.77) than in H6CL (0.44), the overall score (i.e., critical

success index) for RI prediction is similar in H6GF (0.08)

and H6CL (0.10).

b. Case study

To investigate the difference in TC structure forecasts

between the two configurations, a case (1200 UTC

13 October 2014) with a similar track forecast was cho-

sen, so the impact of the location errors was minimized.

The case was also representative of the overall intensity

TABLE 2. Configuration details for the model experiments.

ATCF ID H6CL H6GF

Cumulus Scale-aware SAS Grell–Freitas

Microphysics Ferrier–Aligo Ferrier–Aligo

Radiation LW/cloud overlap RRTMG/maximum random RRTMG/maximum random

Radiation SW/cloud overlap RRTMG/maximum random RRTMG/maximum random

PBL GFS-EDMF GFS-EDMF

Surface layer GFDL GFDL

Model dynamics time step (s) for d01, d02, d03 30, 10, 3.33 30, 10, 3.33

Resolution (km) 18, 6, 2 18, 6, 2
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mean errors. Figures 2a and 2b shows the 126-h track

and intensity forecasts of Hurricane Gonzalo initialized

at 1200 UTC 13 October 2014, along with the best track.

The forecast tracks were very similar to the observed

one; however, the intensity forecasts differed dramatically

(Fig. 2b). Figure 2b shows that H6CL was unable to in-

tensify the storm after 24h. Both configurations were able

to predict the first episode (0–24h) of rapid intensification,

but H6CL failed to predict the second episode (6–30h),

while H6GF was able to predict it with fairly good accu-

racy. Though there were no other rapid intensification

episodes in this forecast, H6GF intensified until 60h.

However, H6CL failed to intensify beyond 24h.

1) CASE STUDY SHOWING THE DIFFERENCE IN

TIME MEAN CROSS SECTIONS OF VT, VR,
HUMIDITY, CONVERGENCE, AND DIABATIC

HEATING

A comparison of the tangential Vt and radial Vr ve-

locities between H6CL and H6GF is shown in Fig. 3.

These quantities are time averaged over the 6 h lead-

ing up to the intensification at the 24-h lead time. The

two forecasts diverge thereafter. The H6GF exhibited

stronger tangential winds, and the radial gradient of

those winds was stronger, indicating a more compact

vortex (Lee and Bell 2007). The gradient of tangential

winds in the eyewall region shows that the vortex was

approximately upright below 8km for H6GF (Fig. 3a)

and 4km for H6CL (Fig. 3b). Above the upright vortex,

the eyewall sloped outward. The degree of outward

slope of the eyewall is linked to the size of the storm

(i.e., the radius of maximum wind, or RMW) according

to a previous theoretical study (Stern et al. 2014). In our

results, when the RMW is smaller, the slope of the

eyewall is also smaller, which is consistent with the

theory. Zhang et al. (2015, 2017) also found similar re-

lationships between the eyewall slope and the RMW

in HWRF forecasts while evaluating the impact of

the boundary layer parameterization on intensity and

structure forecasts. Another difference in the tangential

wind field betweenH6GF andH6CL is themagnitude of

the maximum tangential wind speed and the depth of

the vortex. ThemaximumVt is much larger in theH6GF

forecast than in the H6CL forecast. The vortex in the

H6GF forecast is also much deeper than in the H6CL

forecast, with the 25m s21 contour extending to 8 km in

FIG. 1. (a) Mean track errors (n mi), (b) absolute intensity errors

(kt), and (c) mean intensity errors (kt) with respect to lead time.

H6CL (operational) is in green, H6GF in blue, and pairwise dif-

ferences (H6GF2 H6CL) are shown in black with 95% confidence

intervals. Numbers along the top of the plots indicate the number of

cases used at each time.
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the H6GF forecast, but only to 4 km in the H6CL

forecast.

The overall structure for the secondary circulation (i.e.,

radial windVr) is similar in the two forecasts, showing the

strong inflow in the boundary layer (Figs. 3c,d). The

boundary layer depth in terms of the inflow layer, defined

as the height of 10% peak inflow following Zhang et al.

(2011), is similar between the two forecasts in the outer

core region (r . 100km). However, it is evident that the

inflow layer is much shallower close to the eyewall region

in the H6GF forecast than in the H6CL forecast. The

peak inflow in the boundary layer is 2–4m s21 larger

in the H6GF forecast than in the H6CL forecast.

Interestingly, the outflow immediately above the in-

flow layer near the eyewall region is much larger in

the H6CL forecast than in the H6GF forecast, which

acts to spin down the vortex according to theory

(Montgomery et al. 2001). The magnitude of the

outflow at upper levels in the outflow layer is also

larger in the H6CL forecast than in the H6GF fore-

cast, which may be due to the stronger midlevel inflow

in the H6CL forecast.

To verify the TC structure in the two forecasts,

we compare the forecasts to the Doppler radar

data (Fig. 4). A NOAA P3 flight was conducted

on 15 October, centered at 1445 UTC, and wind

data were collected using a Doppler radar. The

wind speed at 2-km height is shown for H6CL and

H6GF (Figs. 4a,b), and contrasted with a radar swath

centered at the same time as the model simulation

(Fig. 4c). In terms of the maximum wind speed, H6GF

performedmuch better thanH6CL compared to the radar

observations. Both forecasts captured the asymmetry of

the wind field, but the wind field is generally too weak

in the H6CL forecast near the eyewall region. In ad-

dition, the Doppler radar data show a larger degree of

asymmetry of the wind field than both H6GF and

H6CL. Both forecasts show larger storm size in terms

of the RMW than the observation (24 km for H6GF

and 26 km for H6CL), with the RMW in the H6GF

forecast being closer to the observed value (20 km).

2) ANALYSIS OF ANGULAR MOMENTUM

A budget analysis of the absolute angular momentum

Mwas conducted to evaluate why the intensity forecasts

FIG. 2. The 126-h forecast of (a) track and (b) intensity (kt) of Hurricane Gonzalo initialized at 1200 UTC 13 Oct

2014. The black hurricane symbols indicate the best track, green indicates H6CL, and blue indicates H6GF

forecasts.

TABLE 3. Probability of detection at various intensity increase

thresholds.

Intensity increase (kt) threshold in 24 h H6CL H6GF

30 0.11 0.11

20 0.35 0.48

15 0.49 0.53

10 0.57 0.59
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of Gonzalo in H6GF andH6CL are different. HereM5
rVt 1 2fr2, where r is radial distance and f is the Coriolis

frequency. The interpretation of the angularmomentum

budget parallels that of Zhang and Marks (2015), with

small changes. The budget equation for the azimuthally

averaged M tendency has the form:

›hMi
›t

52hV
r
i›hMi

›r
2 hwi›hMi

›z
2

�
V 0

r

›M0

›r

�

2

�
w0 ›M

0

›z

�
1F

r
, (1)

where w is the vertical velocity. The bracket denotes an

azimuthal average at a given height, and the prime

represents a departure from the azimuthal mean (or

‘‘eddy’’ term). Here, the three velocity components are

storm relative. Terms on the right-hand side of Eq. (1)

are the mean radial advection of hMi, the mean vertical

advection of hMi, the radial eddy transport of hMi, the
vertical eddy transport of hMi, and the residual term Fr,

respectively. This equation is the same as in the angular

momentum budget of Smith et al. (2009), except that the

eddy transport terms are shown here. The residual term

Fr is calculated by subtracting the advection terms from

the tendency term. Both the vertical and horizontal

diffusion of angular momentum are included in the re-

sidual term, as well as other unresolved processes to

close the budget. Detailed output of the diffusion terms

from a research version of the HWRF model are pre-

sented in Smith et al. (2017), but these were not output

in this study to save disk space across multiple retro-

spective forecasts.

The impact of mean and eddy transport terms on

the total hMi tendency is first compared between the two

FIG. 3. Azimuthally averaged tangential wind speed for (a) H6CL and (b) H6GF; radial wind velocity for

(c) H6CL and (d) H6GF as a function of distance from the center of the storm and height averaged during 18–24 h.

The solid lines in (c) and (d) represent the inflow layer depth defined as the height of the 10% peak inflow.
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forecasts. Figure 5 shows the tendency of hMi, the total

mean and eddy transport of hMi, and the Fr term from

the H6CL and H6GF forecasts. As for the previously

shown cross sections, the momentum budget is pre-

sented for the 18–24-h forecasts, corresponding to the

time when the intensity forecasts start to diverge. The

budget terms shown in Fig. 5 are themean values for this

period. It is evident that the tendency term is much

larger in the H6GF forecast than in the H6CL forecast

(Figs. 5a,b). In both the H6CL and H6GF forecasts,

the total mean advection of hMi contributes more to

the total tendency than the eddy advection of hMi.
However, the mean advection term is much larger in the

H6GF forecast than in the H6CL forecast (Figs. 5c,d).

This difference is particularly large in the boundary

layer between the two forecasts, and is mainly attributed

to the difference in the strength of the inflow. As shown

earlier in Fig. 3, the magnitude of the low-level inflow is

much larger in the H6GF forecast than in the H6CL

forecast.

The eddy contribution to the total hMi tendency in

the two forecasts shows similar results in that this term

generally reduces the total tendency, especially inside

the RMW at low levels (,4 km). However, the eddy

contribution to the total tendency is less negative in

H6GF than in H6CL within the eyewall at low levels.

At midlevels (6–8 km), the eddy term shows positive

values in the eyewall region in both forecasts. The

overall difference in the eddy term between the two

forecasts is small. But the negative eddy advection is

overcome by the larger positive mean advection in the

H6GF forecast, which results in a positive total tendency,

while in H6CL the magnitude of the negative eddy ad-

vection is actually larger than that of the positive mean

advection, which results in a negative total tendency in the

eyewall. Thus, the difference in the total spinup rate of the

vortex in the two forecasts is mainly due to the difference

in the mean advection term.

Of note, in H6GF, the spin up of the vortex in the

boundary layer is largely due to the radial advection

FIG. 4. Wind speed (m s21) at a height of 2 km above ground level for (a) H6CL, (b) H6GF, and (c) Doppler radar

centered at 1445 UTC 15 Sep 2014.
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of hMi. Above the boundary layer, the mean advec-

tion is mainly due to the vertical advection of hMi
(not shown). The radial advection of hMi exceeds

the boundary layer frictional effect in the residual

term in the H6GF forecast when the storm intensifies,

which agrees with the spinup theory of Smith et al.

(2009). It is the stronger boundary layer inflow in

the H6GF forecast that makes the radial advection

of large hMimuch larger in the H6GF forecast than in

the H6CL forecast, so that Hurricane Gonzalo spins

FIG. 5. Radius–height plots of the terms in the azimuthally averaged absolute angular momentum hMi budget for
simulations with (left) H6CL and (right) H6GF schemes during the 18–24-h period. These budget terms (m2 s22)

include (a),(b) the local rate of change of hMi; (c),(d) the total mean advection; (e),(f) the sum of the eddy transport

of hM’i; and (g),(h) the residual term Fr. The black line represents the radius of maximum azimuthally averaged

tangential wind speed. Note the different color scales in (a) and (b) vs (c)–(h).
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up much faster in the H6GF forecast than in the H6CL

forecast. This angular momentum budget explains

why H6GF performed better than H6CL in terms

of the spinup process to reach the observed storm

intensity.

3) THERMODYNAMIC STRUCTURE AND BUDGET

ANALYSIS

To better understand the cause of the kinematic dif-

ferences shown in the previous section, we next exam-

ine the differences in the thermodynamic structure

between the H6GF and H6CL forecasts. It is evident

from Fig. 6a that the core of Hurricane Gonzalo is much

warmer in theH6GF forecast than in theH6CL forecast,

indicating a larger warm-core anomaly, which is con-

sistent with the greater storm intensity in the H6GF

forecast. The air in the region outside the eyewall im-

mediately above the boundary layer is cooler in the

H6GF forecast than in theH6CL forecast, which may be

due to the stronger outflow seen in the H6CL forecast

(cf. Fig. 3d) and the difference in the boundary layer

height between the two forecasts. The inner-core region

has higher humidity in the H6GF forecast than in

the H6CL forecast, especially in the boundary layer.

This result is consistent with that of Zhang et al.

(2017) and Kieu et al. (2014), who also found that

stronger andmore rapidly intensifying TCs havemoister

boundary layers.

A closer look at the heating due to moist processes in

the two model runs during the time period prior to that

used in the angular momentum analysis is provided in

Figs. 7 and 8. In these figures, the temperature tenden-

cies from the cumulus parameterization and from the

microphysical parameterization were averaged in time

over 6–18h, and also averaged in space. It is evident

fromFigs. 7a–c that both CPS exhibit scale awareness, as

the heating due to convection decreases in magnitude

from coarser to finer resolutions, since at smaller grid

spacings more of the convective processes are resolved.

The shape of the convective heating profiles differs, with

the SAS scheme producing more diabatic heating at

lower levels, while the GF scheme produces a heating

maximum near 550 hPa. The height of the heating

maximum in theGF scheme is strongly influenced by the

parameters that describe the PDF of the normalized

vertical mass flux.

Figures 7d–f shows the microphysical temperature

tendencies. While the profiles are generally similar in

shape and magnitude for domains 2 and 3, the mag-

nitudes are quite different on d01. At the highest

resolution (d03), the GF scheme has very slightly

more low-level heating due to microphysics within the

18 latitude–longitude averaging area. On the coarser

domains, however, the H6GF run exhibits greater

microphysical cooling. Diabatic cooling in the mi-

crophysics results primarily from evaporation of cloud

droplets and from the melting of frozen hydrome-

teors. Detrainment of cloud water from the convec-

tive parameterization can be a significant source of

these particles.

From Fig. 6, the temperature and moisture differ-

ence between the two runs is located primarily near

the storm center. By comparing the average diabatic

heating in the inner core region (Fig. 8), it can be seen

that the H6GF run has much more heating due to

microphysics compared to the H6CL run within this

inner core. This indicates greater levels of saturation,

as the microphysics scheme is activated only when

conditions are saturated. Because the microphysics is

linked to gridscale saturation and resolved vertical

FIG. 6. Difference between H6GF and H6CL azimuthally averaged (a) temperature (8C) and (b) specific humidity (kg kg21)

between 18 and 24 h.
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motion, stronger heating by the microphysical parame-

terization supports stronger intensification. The larger

microphysics contribution also leads to larger precipitation

amounts in the H6GF forecast (not shown). In both sim-

ulations, the microphysics component of the diabatic

heating (Fig. 8b) is far greater than that due to the con-

vective parameterization (Fig. 8a).At 2-km resolution, d03

is considered to be of a convection-permitting scale, at

which the resolved physical processes should provide a

better representation of the storm evolution.

Although the SAS CPS in H6CL produced more low-

level heating, the GF CPS led to greater intensification.

This can be attributed to the balance of themicrophysics

and the cumulus parameterizations. The gridscale pro-

cesses generally have a stronger feedback to the

dynamics compared to the subgrid-scale processes,

through the diabatic heating/cooling and vertical motion

fields. In sensitivity tests with Hurricane Maria simula-

tions, adjusting the PDF of the normalized mass flux so

that the maximum occurred at a lower vertical level led

to a weaker storm (not shown).

In addition, heating from the convection scheme is

associated with drying, as water vapor is converted to

cloud water and precipitation. The low-level heating

FIG. 7. Temperature tendency (K day21) averaged over a 18 radius of latitude–longitude from the center of the storm, and averaged in

time for 6–18 h for the H6CL run (green) and the H6GF run (blue). (left) Domain 1, (center) domain 2, and (right) domain 3. (a)–(c) The

contribution from the cumulus parameterization, (d)–(f) tthe contribution from the microphysics, and (g)–(i) the sum of the cumulus and

microphysics tendencies.
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maximum from the CPS in the H6CL run during 6–18h

may have contributed to the lower specific humidity

shown in Fig. 6b.

To get a more thorough understanding of how the two

convective schemes differ, a thermodynamic budget anal-

ysis is also conducted to identify the differences in thewarm

core between H6GF and H6CL. We computed the azi-

muthalmean of temperature tendency from total advection

uadv (horizontal and vertical) using the following equation:

u
adv

52u
du

dr
2w

du

dz
2 u0 du

0

dr
2w0 du

0

dz
. (2)

The azimuthal average of temperature tendency uten
from total advection uadv, diabatic heating (DHEAT),

PBL (PBL) and horizontal diffusion (HDIFF) is also

calculated using the following equation:

u
ten

5 u
adv

1DHEAT1PBL1HDIFF: (3)

The diabatic heating and PBL tendency was available

throughWRF-NMMoutput.Note that thePBL tendency is

mainly contributed by the vertical diffusion process. The

horizontal diffusion term is calculated as following:

HDIFF5
1

r

›

›r

�
rK

H

›u

›r

�
, (4)

where KH is horizontal eddy diffusivity (Zhang and

Marks 2015), r is the radial distance, and u is tempera-

ture. Figure 9 shows the azimuthal averages of all the

four terms described above. This temperature budget

analysis follows Stern and Zhang (2013). The left panel

shows the tendencies from H6CL, and the right panel

shows the tendencies from H6GF. Advection is the

dominant term. The advection in H6GF is larger than in

H6CL near the storm center, which helps develop the

stronger warm core. This is also true for the diabatic

heating. The largest diabatic heating is located at higher

levels between 7 and 11km inH6GF, which is associated

with deeper convective activities compared to H6CL.

The diabatic heating inside the RMW at low levels is

much larger in the H6GF forecast than in H6CL, which

has been shown to favor intensification (Vigh and

Schubert 2009; Smith and Montgomery 2016). The

diabatic heating is linked to secondary circulation due to

balanced dynamics. Also, according to both the energy

efficiency argument and angular momentum transport

processes (Nolan et al. 2007; Smith and Montgomery

2016), enhanced diabatic heating inside the RMW

could help spin up the vortex above the boundary layer

and enhance the warm-core development, in turn the in-

tensity is stronger with larger and deeper diabatic heating.

This is consistent with the deep vortex seen in the H6GF

forecast (cf. Fig. 3a). The PBL and horizontal diffusion

contributions to the total temperature tendency in H6GF

are also slightly larger than in H6CL, although of the

contributions from the other terms (i.e., advection and

diabatic heating) are dominant.

5. Summary and conclusions

In this study, we evaluated the impact of two differ-

ent CPSs on forecasts of TC intensity and structure

using HWRF retrospective forecasts. The GF cumulus

FIG. 8. Temperature tendencies (K day21) averaged over a 0.258 latitude–longitude radius from the center of the

storm and averaged in time for 6–18 h for domain 3 of the H6CL and H6GFmodel runs. (a) The contribution from

the cumulus parameterization; (b) the contribution from the microphysics.
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scheme was implemented in HWRF and tested against

the performance of the existing scale-aware SAS scheme

in the operational HWRF. Two sets of HWRF forecasts

were run in the same configuration except for the cu-

mulus scheme. Our results show that the GF (H6GF)

scheme performed better than the scale-aware SAS

(H6CL) scheme in terms of track and intensity forecasts

for a majority of forecast lead times for this set of

TCs. The most significant improvement seen in the

forecasts with the GF scheme is the reduction of the

intensity bias compared to the forecasts with the SAS

scheme. Verification of forecast skill of rapidly inten-

sifying storms shows the POD is larger in the forecasts

with the GF scheme than with the SAS scheme.

To understand why the GF scheme produced better

intensity forecasts than the SAS scheme, a case study

FIG. 9. Radius–height plots of the terms in the azimuthally averaged temperature tendency (K h21) due to

diabatic heating (DHEAT), advection (ADV), PBL parameterization, and horizontal diffusion (HDIFF) for

simulations with (left) H6CL and (right) H6GF schemes during the 18–24-h period.
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was used to evaluate the detailed TC structure and dy-

namics. Comparison of forecasted wind structure to

Doppler radar observations shows that the H6GF fore-

cast captured the larger maximum wind speed seen by

the radar. The storm size is also forecasted better in the

H6GF forecast than in the H6CL forecast.

It was found that the inflow strength is much larger in

the boundary layer in the H6GF forecast than in the

H6CL forecast. This enhanced inflow increases angular

momentum convergence in the H6GF forecast, which

results in a faster spinup rate. This result is consistent

with the TC spinup theory (Smith et al. 2009). An an-

gular momentum budget analysis shows that the differ-

ence in the contribution of the eddy transport to the

total angular momentum tendency is small between the

two forecasts. The main difference is in the mean

transport term, especially in the boundary layer. The

vortex in the H6GF forecast is deeper than that in the

H6CL forecast. The faster spin up is due to the increased

diabatic heating for H6GF and being located inside the

RMW (Smith and Montgomery 2016).

The temperature tendency was also compared be-

tween the two forecasts before the intensity divergence

point. The larger cumulus and microphysics contribu-

tions to the temperature tendency in the H6GF forecast

relative to the H6CL forecast help explain why the inner

core region is moister and warmer in the H6GF forecast.

The larger warm-core anomaly and larger moist entropy

in the boundary layer support the stronger storm pre-

dicted by HWRF with the GF scheme, which is more

consistent with observations.

A temperature budget analysis revealed that the higher

potential temperature near the storm center inH6GF can

be attributed to much higher temperature advection and

diabatic heating, which leads to higher intensification

compared to H6CL. The PBL temperature tendency and

diffusion was also slightly higher for H6GF; however, the

magnitudes were much lower than those of the advection

and diabatic heating terms in the budget.

Above all, the case study presented here helps explain

the dynamic and thermodynamic reasons for the supe-

rior performance of the GF scheme as compared to

the scale-aware SAS scheme in HWRF. The intensity

and track error verification suggest that the GF scheme

has potential for being used in the operational HWRF

model or other TC forecast models. But a larger sample

that includes weaker storms is needed to recommend

GF for operational implementation.
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