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ABSTRACT

Atmospheric variables in the convective boundary layer (CBL), which are critical for turbulence parame-

terizations inweather and climatemodels, are assessed. These include entrainment fluxes, higher-ordermoments

of humidity, potential temperature, and vertical wind, as well as dissipation rates. Theoretical relationships

between the integral scales, gradients, and higher-order moments of atmospheric variables, fluxes, and dissi-

pation rates are developedmainly focusing on the entrainment layer (EL) at the top of theCBL. These equations

form the starting point for tests of and new approaches in CBL turbulence parameterizations. For the in-

vestigation of these relationships, an observational approach using a synergy of ground-based water vapor,

temperature, and wind lidar systems is proposed. These systemsmeasure instantaneous vertical profiles with high

temporal and spatial resolution throughout theCBL including theEL. The resolution of these systems permits the

simultaneous measurement of gradients and fluctuations of these atmospheric variables. For accurate analyses of

the gradients and the shapes of turbulence profiles, the lidar system performances are very important. It is shown

that each lidar profile can be characterized very well with respect to bias and system noise and that the constant

bias has negligible effect on the measurement of turbulent fluctuations. It is demonstrated how different gradient

relationships can be measured and tested with the proposed lidar synergy within operational measurements or

newfield campaigns. Particularly, a novel approach is introduced formeasuring the rate of destruction of humidity

and temperature variances, which is an important component of the variance budget equations.

1. Introduction

The turbulent transport of heat, matter, and momen-

tum in the convective boundary layer (CBL) is essential

for many key processes in the atmosphere. It determines

the horizontal and vertical distribution of scalars such as

humidity and other constituents as well as the vertical

Corresponding author address: Volker Wulfmeyer, Institute of

Physics andMeteorology, University of Hohenheim,Garbenstraße
30, 70599 Stuttgart, Germany.

E-mail: volker.wulfmeyer@uni-hohenheim.de

Denotes Open Access content.

FEBRUARY 2016 WULFMEYER ET AL . 667

DOI: 10.1175/JAS-D-14-0392.1

� 2016 American Meteorological Society

mailto:volker.wulfmeyer@uni-hohenheim.de


stability. Particularly critical are the entrainment fluxes at

the CBL top, as they influence the 3D fields of water

vapor, temperature, and horizontal wind in the lower

troposphere in both vertical directions: above theCBLby

entrainment processes and from theCBL top down to the

surface and the soil–vegetation layers by its coupling with

the surface fluxes and the closure of the surface energy

balance. The resulting 3D fields characterize the precon-

vective environment and influence thunderstorm initiation

as well as the development of clouds and precipitation.

Generally, the grid increments of state-of-the-art

weather forecast and climate models are too large to

resolve small-scale boundary layer turbulence. Conse-

quently, turbulence parameterizations (TP) are essen-

tial components of almost all weather and climate

models. To a great extent, the TP determines the quality

of the simulation of land surface–atmosphere feedback

(e.g., Milovac et al. 2014). A particular weakness of the

models is the parameterization of entrainment fluxes,

which is required for a high quality of simulations on all

time scales. On short time scales, an incorrect simulation

of entrainment leads to erroneous evolutions of CBL

moisture and temperature as well as the convective

available potential energy and convective inhibition,

which results in poor skill of predicting convection ini-

tiation. On longer time scales, incorrect entrainment

fluxes cause errors in the vertical distribution of water

vapor with negative consequences for the simulation of

climate statistics with respect to radiative transfer and

the evolution of clouds and precipitation. This concerns

reanalyses, regional dynamical downscaling, and global

climate change projections. The high sensitivity of NWP

model forecast quality on the CBL TP was demon-

strated by, for example, Hong et al. (2006), Hill and

Lackmann (2009), and Xie et al. (2012) and with respect

to the performance of regional climate models by, for

example, Dethloff et al. (2001), Park and Bretherton

(2009), and Samuelsson et al. (2011).

Models for entrainment fluxes were derived in various

publications (Van Zanten et al. 1999; Fedorovich et al.

2004), and relationships useful for applications in NWP

models were proposed (Noh et al. 2003). For instance, in

the nonlocal Yonsei University (YSU) TP (Hong et al.

2006), the water vapor entrainment flux is the product of

an entrainment velocity and the moisture jump at the

CBL top. The entrainment velocity is estimated by

assuming a constant ratio between the surface and the

entrainment heat fluxes of 20.15 and by diagnosing the

temperature jump at the CBL top. However, it is unclear

whether this constant ratio holds in a real atmospheric

boundary layer where gravity waves and wind shear are

expected to have a great influence on entrainment fluxes

(Wulfmeyer 1999a; Conzemius and Fedorovich 2006).

Particularly, it is expected that the temperature flux

ratio decreases to approximately 20.3 during shear

convection and even more during forced convection

with dramatic consequences on moistening or drying

conditions (Sorbjan 2005, 2006).

Sorbjan (2001, 2005, 2006) developed CBL scaling

laws for deriving profiles of fluxes and higher-order

moments of atmospheric variables. These scaling ap-

proaches relate fluxes and higher-order moments of

atmospheric variables to their gradients in the entrain-

ment layer (EL). Furthermore, these relationships in-

clude dependencies of fluxes and variances on the

gradient Richardson number so that the influence of

wind shear can also be included. If these relationships

are valid, simple tests of existing TPs will be possible.

Advanced CBL TPs with refined representation of

entrainment may be derived and incorporated in me-

soscale models. This will be possible for hierarchies of

model simulations from relatively coarse grid increments

to the gray zone (e.g., Saito et al. 2013) where turbulent

fluctuations become resolved. Gray-zone experiments

are a very important area of research, as both regional cli-

mate models and NWP models will reach the correspond-

ing grid increments on the order of 1km within the next

years. Therefore, the representation of land–atmosphere

feedback of this new model generation has to be studied

in great detail and to be optimized, including a realistic

simulation of clouds and precipitation.

A prerequisite of the application of new scaling re-

lationships is their verification. This can be realized by

performing large-eddy simulations (LESs) and the

confirmation of their results by dedicated observations.

Since the 1970s, LES has been used for studying the

CBL under various conditions (Deardorff 1970). Ad-

vances in computing power and model developments

enable the resolution of turbulence above the surface

layer throughout the CBL including the EL. Most of the

runs have been performed under strong convective

conditions with homogeneous surface heat fluxes

(Wyngaard and Brost 1984). The results were used for

deriving parameterizations of fluxes and variances

(Moeng and Sullivan 1994; Ayotte et al. 1996) and their

dependence on varying strengths of the inversion

(Sorbjan 1996). Detailed studies of entrainment pro-

cesses were presented by Sullivan et al. (1998) and Kim

et al. (2003). First studies are available considering the

heterogeneity of surface fluxes (Maronga and Raasch

2013). The similarity relationships derived in Sorbjan

(2005, 2006) were tested by only a few dedicated LESs

so that it is still not clear whether these relationships

are generally applicable.

However, it must be considered that most of the LES

results introduced above were based on periodic
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boundary conditions, homogeneous land surface con-

ditions, and specific assumptions of the interaction of the

free troposphere (damping layers) with theCBL. Effects

of land surface heterogeneity, interaction of gravity

waves with CBL turbulence, wind shear in the EL, in-

version strengths, and large-scale forcing have often not

been considered in detail. Only a few studies considering

realistic heterogeneous surface were performed (e.g.,

Hechtel et al. 1990; Maronga and Raasch 2013) and

these were used primarily to study the surface energy

balance closure problem (Kanda et al. 2004). Thus, more

realistic LES studies are still required, for example, by

nesting them inmesoscale environments or by gray-zone

experiments of limited area or even with global models.

Further progress has recently been achieved by the

direct numerical simulation (DNS) of entrainment

processes (e.g., Waggy et al. 2013; Garcia and Mellado

2014). These results have been applied to derive further

insight in the dependence of entrainment velocities,

variances, and fluxes as well as eddy diffusivity on

scaling variables. Similar to LES, additional studies

are required to study the validity of DNS results in

inhomogeneous terrain and in dependence of the

mesoscale environment.

Models are only as good as the data used for their

verification. The only way to confirm similarity re-

lationships, LES, and DNS of turbulent transport and

exchange processes are observations with sufficient

resolution and accuracy. This verification should be

performed under a range of different meteorological

conditions, both at the surface and throughout the

mixed layer (ML) and the EL. The observations should

provide not only measurements of profiles and gradients

of atmospheric variables but also their turbulent fluc-

tuations. Reaching the CBL top is possible with aircraft

in situ or remote sensing instrumentation as well as

ground-based, vertically steering, or scanning lidar or

clear-air radar systems. Unfortunately, dedicated ob-

servations for studying LES and TPs are relatively

sparse. Still, to date, most of the studies were performed

using aircraft in situ turbulence sensors (e.g., Lenschow

et al. 1994). Here, it is very challenging to derive in-

stantaneous profiles of turbulent quantities owing to

sampling issues and complex flight patterns with the

operation of in situ sensors only. Furthermore, it is dif-

ficult to measure the distance between the flight lag and

the CBL depth zi, which is important to parameterize

variables as functions of z/zi (e.g., Turner et al. 2014a).

Aircraft equipped with lidar systems flying close to the

CBL top can deliver both vertical profiles and mea-

surements of the spatial inhomogeneities (Crum and

Stull 1987; Crum et al. 1987; Kiemle et al. 1997;

Couvreux et al. 2005). However, aircraft campaigns are

expensive and relatively sparse so that it is difficult to

relate the results to a variety of meteorological condi-

tions. Mounting in situ sensors on tethered balloons may

be another option but it is challenging to reach the CBL

top, which can typically range up to 2000m or more in

some locations.

Therefore, for turbulence studies, it is worthwhile to

apply a synergy of in situ measurements with airborne

and ground-based remote sensing. Passive remote

sensing systems such as Fourier-transform infrared

(FTIR) (Turner and Löhnert 2014) spectroscopy and

microwave radiometers (MWRs) (Löhnert et al. 2009)
demonstrated great potential for ABL profiling. How-

ever, the vertical resolution of the retrievals, which are

based on the inversion of the radiative transfer equation,

is limited by the width of weighting functions to 500m or

more in the EL so that gradients of humidity and tem-

perature aremostly averagedout (Wulfmeyer et al. 2015a).

Furthermore, the retrievals are generally too noisy for re-

solving turbulent fluctuations (Kalthoff et al. 2013).

Clear-air radars observe either the refractive index

structure parameter or reflectivity from insects (Emeis

2011). These features can be used to retrieve line-of-

sight wind velocities or vertical wind speed. Clear-air

radar does not provide direct measurements of wind

speed because, in the case of structure parameter mea-

surements, the first moment of the Doppler spectrum is

influenced by covariances between reflectivity and ra-

dial velocity fluctuations (Muschinski and Sullivan

2013). Nevertheless, volume imaging of wind fields is

possible with a resolution of a few seconds (e.g., Mead

et al. 1998). In the case of insect backscatter, it is ques-

tionable whether these can be considered as tracers for

atmospheric motion. Therefore, cloud radar signals are

usually not evaluated with respect to wind speed in the

clear CBL but in clouds.

The relation between the refractive index structure

parameter and temperature and moisture gradients can

also be applied for retrieving temperature and moisture

profiles (Tsuda et al. 2001). However, this method relies

on additional reference measurements of humidity and

knowledge of the sign of the refractive index gradient so

that its accuracy is limited and routine application is

difficult. For temperature profiling, the radar acoustic

sounding system (RASS) has been developed (e.g.,

Matuura et al. 1986). These systems measure the prop-

agation speed of sound so that it is possible to retrieve

the virtual temperature profile. This technique is limited

by the altitude coverage when high horizontal winds

carry the sound waves outside of the radar beam. Nev-

ertheless, in the CBL, measurements of temperature

profiles with turbulence resolution have been demon-

strated (Angevine et al. 1993; Wulfmeyer 1999a).

FEBRUARY 2016 WULFMEYER ET AL . 669



Lidar systems measure range-resolved signals, which

are directly related to atmospheric dynamics and ther-

modynamics. Thus, these have a great potential for de-

riving gradients and turbulent fluctuations of humidity,

temperature, and wind, simultaneously. For decades,

Doppler lidar (DL) systems, whichmeasure theDoppler

shift of aerosol particle backscatter by heterodyne de-

tection, have been used for the profiling of higher-order

turbulent moments of vertical wind and turbulent ki-

netic energy dissipation rate (Frehlich et al. 1998;

Lenschow et al. 2000; Frehlich and Cornman 2002;

Wulfmeyer and Janjić 2005; Hogan et al. 2009; Lothon

et al. 2009; Tucker et al. 2009; Ansmann et al. 2010;

Träumner et al. 2011; Lenschow et al. 2012). The routine

operation of Doppler lidar systems is now possible, as

these systems are commercially available and affordable

from various companies.

With respect to water vapor profiling, two different

lidar options are available. These are water vapor dif-

ferential absorption lidar (WVDIAL) or water vapor

Raman lidar (WVRL), which both can measure profiles

and gradients of absolute humidity or mixing ratio as well

as turbulent moments in the CBL (Wulfmeyer 1999b;

Wulfmeyer et al. 2010; Turner et al. 2014a,b;Muppa et al.

2015). Combinations of these systems have been applied

for ground-based profiling of the latent heat flux (Senff

et al. 1994;Wulfmeyer 1999a; Giez et al. 1999; Linné et al.
2007; Behrendt et al. 2011) and higher-order moments

(Wulfmeyer 1999b; Lenschow et al. 2000). The high ac-

curacies and turbulence resolutions of WVDIAL and

Doppler lidar from aircraft have also been used for latent

heat flux profiling (Kiemle et al. 2007, 2011) and for de-

tailed comparisons with LES (Couvreux et al. 2005,

2007). Particularly exciting is the fact that recently tem-

perature rotational Raman lidar (TRRL) reached the

resolution needed for temperature turbulence profiling as

well (Hammann et al. 2015; Behrendt et al. 2015).

In this work, we are focusing on the capabilities and

performances of ground-based lidar systems of this

kind because these have the advantage that they can

provide continuous profiling of mean profiles, gradi-

ents, and turbulence profiles improving sampling sta-

tistics during similar meteorological conditions. These

systems are becoming available in different climate

regimes: at the Atmospheric Radiation Measurement

(ARM) Program Southern Great Plains site in Okla-

homa, United States; in tropical regions such as the

ARM site in Darwin, Australia (www.arm.gov/sites;

operated from December 2010 until December 2014;

Ackerman and Stokes 2003; Mather and Voyles 2013);

and in the midlatitudes at various observatories such

as Lindenberg, Germany, and Cabauw, the Nether-

lands; as well as during field campaigns such as the

Convective and Orographically-induced Precipitation

Study (COPS) (Wulfmeyer et al. 2008, 2011) (www.

uni-hohenheim.de/cops), the High Definition Clouds

and Precipitation [HD(CP)2] Observational Prototype

Experiment (HOPE) (https://hdcp2.zmaw.de), and the

recent Surface Atmospheric Boundary Layer Exchange

(SABLE) campaign (Wulfmeyer et al. 2015b).

We demonstrate that this novel synergy of lidar sys-

tems consisting of DL, WVDIAL/WVRL, and TRRL

provides a complete dataset of gradients and turbulent

moments for the verification of LES and similarity re-

lationships. We focus on ground-based observations, as

it is possible to deploy these lidar systems very close to

each other for simultaneous measurements of covari-

ances between different atmospheric variables. Fur-

thermore, measurements can be collected under a

variety of different conditions producing robust statis-

tics of turbulent quantities in an affordable manner.

This study is organized as follows: In section 2, we

derive an advanced set of scaling relationships in the

CBL. Particularly, we derive relationships of momen-

tum, latent heat, and sensible heat fluxes as well as

higher-order moments to mean wind, temperature, and

moisture gradients with particular emphasis on the EL.

Furthermore, new equations for relating integral

scales to turbulent quantities are derived. Particularly,

what is to our knowledge for the first time, a novel

technique for measuring the molecular destruction

rates of water vapor and temperature variances is de-

veloped that are important components of the variance

budget equations.

In section 3, we analyze the capabilities of DL,

WVDIAL, WVRL, and TRRL for profiling vertical

wind, water vapor, and temperature as well as their

higher-order moments. We show how the lidar mea-

surements can be combined for deriving fluxes and

higher-order moments using measurements of vertical

gradients of mean profiles. The results demonstrate

that the proposed lidar synergy is necessary but

also sufficient for providing a complete set of mea-

surements for studying and verifying the proposed

similarity relationships. It is also shown that these

synergetic lidar measurements open up new possi-

bilities for thorough comparisons with LES and de-

tailed studies of TPs.

In section 4, we present first results using WVDIAL

and TRRL for studying turbulence profiles up to the

third order and their relationship to water vapor and

temperature gradients as well as entrainment fluxes. We

also get first insight into molecular destruction rates.

In section 5, the results are summarized. A series of

new field campaigns in different climate regions is pro-

posed as contributions to studies of land–atmosphere
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interaction as well as theories and parameterizations of

turbulence in the CBL. In the appendix, the sensitivity

of the results on systematic and noise errors is in-

vestigated and it is confirmed that the current state-of-

the-art lidar systems are able to measure profiles and

moments with high accuracy and resolution.

2. Convective boundary layer structure and
entrainment

a. Vertical structure

The vertical structure and the turbulent activity of the

CBL is depicted in Fig. 1. In a horizontally homoge-

neous, quasi-stationary, and well-mixed CBL it is ex-

pected that themean potential temperature u profile can

be characterized by a negative gradient in the surface

layer (SL), a constant in the ML, and an increase in the

EL due to the temperature inversion.

Here, we define the entrainment zone as the region,

in which a nonturbulent fluid from the free tropo-

sphere is mixed into the CBL and remains part of the

CBL afterward. This can occur far downward in the

CBL by engulfment, as often observed by remote

sensing systems. In contrast, the EL or the interfacial

layer is the region around the inversion at the CBL top,

which can be used to locate the instantaneous and

mean gradients as well as the mean entrainment flux

(LeMone 2002).

In the SL, the mean specific humidity q profile should

have a negative gradient as well, as long as significant

evapotranspiration is present, a slight negative gradient

in the ML, and a stronger negative gradient in the EL.

Well-mixed conditions are usually achieved after

threefold to fourfold eddy turnover time or the CBL

time scale t*’ zi/w*, where zi is the mean CBL depth

and w* the convective velocity scale:

w*5

 
G

u
y

z
i
H

y,0

!1/3

. (1)

Here,G is the acceleration due to gravity, uy is the mean

virtual potential temperature in the CBL, and Hy,0 is

surface buoyancy flux. Typical values of w* in a well-

developedCBLrangebetweenapproximately 1 and2ms21.

In the absence of significant horizontal advection, the

evolutions of u and q are driven by the vertical di-

vergences of the sensible and latent heat flux profiles (H

and Q), respectively. Their absolute mean values and

directions (the spectra and sizes are not shown) are in-

dicated in Fig. 1 by the diameters and the directions of

the cones, respectively. Whereas H(z) must have a

negative slope reaching a negative value in the EL,Q(z)

can have a negative or positive slope depending on

whether the difference between the entrainment fluxQE

and the surface flux Q0 is negative or positive. In any

case, as long as there is a negative slope of q in the EL,

then QE . 0. The understanding and the parameteriza-

tion of these flux divergences—also for momentum—is

the essence of TPs, which are fundamental for weather

and climate modeling.

FIG. 1. The convective boundary layer: vertical structure and key processes. The cones on the

left side of the figure indicate themean direction (arrows) and themean strength (diameters) of

either the sensible heat (red) or the latent heat (blue) fluxes.
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In the SL, the vertical stability can be characterized by

the bulk Richardson number,

Ri
b
5

G

u
a

z
u
ya
2 u

yg

U2
SL

, (2)

where ua is the potential temperature in the surface

layer; z is height above the displacement height in the

canopy or in other land cover; uya and uyg are the virtual

potential temperatures of the air and the land surface,

respectively; andUSL is the horizontal wind speed in the

SL at height z. The depth of the SL can be defined by the

extent to which the vertical change of fluxes is less than

10%.Over a homogeneous surface, the resulting vertical

profiles of wind, temperature, and humidity can be de-

scribed by the Monin–Obukhov similarity theory

(MOST), which relates their gradients to surface fluxes

and stability functions given for different ranges of Rib
(Grachev et al. 2000; Poulos et al. 2002; Jiménez et al.

2012). The study and measurements of these relation-

ships in the surface layer is possible by using scanning

lidar systems and eddy covariance instrumentation and

is subject of future publications.

In the ML, u is nearly constant with height,

indicating a well-mixed boundary layer. Vertical flux

profiles are evolving in time and are well defined for a

specific domain and time average. This can be studied by

deriving integral length and temporal scales for the

higher moments of the atmospheric variables and their

covariances, which can be related to their sampling er-

rors (Lenschow et al. 1994). Typically, 30–60-min aver-

aging time is needed for deriving profiles of turbulent

quantities with low noise and acceptable sampling errors

on the order of 10%–20%.However, this averaging time

may increase further at lower horizontal wind speed U.

The amount and the gradient of q are strongly de-

pendent on the ratio between the fluxes in the SL and

the EL. As it is particularly challenging and crucial to

derive entrainment fluxes, we will focus on vertical ex-

change processes in the EL.

b. The entrainment layer

The EL separates the ML from the free troposphere

by a temperature inversion. The strength of this inversion

and the entrainment flux are the result of a variety of

interacting processes. These are indicated in Fig. 1 and are

mainly due to four effects: 1) the engulfment of air from

the free troposphere mixed downward in the turbulent

CBL, 2) instabilities induced by wind shear at the EL in-

terface such as Kelvin–Helmholtz and Holmboe waves,

3) penetrating and recoiling convective eddies, and 4) the

propagation and excitation of wave modes such as gravity

waves and their interaction with the turbulent eddies.

Consequently, various local and nonlocal processes

are contributing to the fluxes, which are neither well

understood nor accurately parameterized in state-of-

the-art mesoscale models. Therefore, sophisticated

theoretical concepts are necessary to understand the

turbulent variables in the EL. These concepts have to be

verified by new combinations of measurements.

1) HIGHER-ORDER MOMENTS AND ENTRAINMENT

FLUXES

It can be expected that the fluxQ through an interface

such as the EL is related to the mean gradient of the

variable of interest q so that

Q52
1

R
=q , (3)

where R is the resistance of the interface. This re-

lationship from stochastic physics is not only used for

studying turbulent transport in the atmosphere but also

water transport in the soil or fluxes at the land surface

(Zehe et al. 2014). The challenge is to relate in a com-

prehensive and physical way the resistance R to pa-

rameters that are expected to influence the entrainment

fluxes. Thus, it is desirable to derive a closed set of

scaling variables in the EL so that their gradients can be

related to fluxes and higher-order turbulent moments. A

corresponding set of equations was proposed by Sorbjan

(1996, 2001, 2005, 2006) and reads

S
w
5w*, (4)

S
L
5

w*
N

E

, (5)

S
u
5 S

L
g
E
5w*

g
E

N
E

, and (6)

S
q
5 S

L
g
E
5w*

g
E

N
E

, (7)

where Sw, SL, Su, and Sq are the scaling variables for

vertical velocity w statistics, the EL length scale L, the

potential temperature u, and the specific humidity q.

The index E denotes that all variables and gradients are

taken in the EL. The gradients of u and q in the EL are

gE and gE, respectively. Alternatively, it may be rea-

sonable to replace w* by the standard deviation of the

vertical velocity fluctuations
ffiffiffiffiffiffiffiffiffi
w02

E

p
, which is easy to do

in all following scaling relationships. For now, we stick

with the hypothesis thatw* is the appropriate EL scaling

variable.

The Brunt–Väisälä frequency NE depends on the in-

version strength in the EL according to

N
E
5

ffiffiffiffiffiffiffiffiffiffiffi
b
E
g
E

q
, (8)
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with the buoyancy parameter b :5G/u.

This scaling [Eqs. (4)–(7)] is based on the following

assumptions: 1) the turbulent fluctuations of the vertical

wind in the EL scale with the buoyant forcing from the

land surface and the CBL depth but not with the wind

shear, 2) the time scale of fluctuations of atmospheric

variables is the inverse of the Brunt–Väisälä frequency,

3) the most important scaling variable for temperature

fluctuations is the mean potential temperature gradient

at zi, 4) the most important scaling variable for moisture

fluctuations is its mean moisture gradient at zi, and 5)

despite the complex and different physical processes

leading to local transport as depicted in Fig. 1, mean but

not local gradients remain the most important scaling

variables determining the entrainment flux averaged in

time or in space over a homogeneous region.

Based on Eqs. (4)–(7), relationships for entrainment

fluxes and higher-order moments can be derived. En-

trainment fluxes for momentumMu,y,E, temperatureHE,

and moisture QE can be written by the combination of

the scaling variables as

M
u,y,E

52C
M
S2
LsEsu,y,EfM(Ri

E
)

52C
M

�
w*
N

E

�2

s
E
s
u,y,E

f
M
(Ri

E
)[2

1

R
M,E

s
u,y,E

, (9)

H
E
52C

H
S
w
S
u
f
H
(Ri

E
)

52C
H
w2

*
g
E

N
E

f
H
(Ri

E
)[2

1

R
H,E

g
E
, and (10)

Q
E
52C

Q
S
w
S
q
f
Q
(Ri

E
)

52C
Q
w2

*
g
E

N
E

f
Q
(Ri

E
)[2

1

R
Q,E

g
E
, (11)

where Mu,y,E denotes the momentum fluxes in two hor-

izontal wind directions described by the indices u and y.

The constants CM,CH , and CQ are positive and sE is

the wind shear in the EL such that

s2E 5

�
du

dz

����
E

�2

1

�
dy

dz

����
E

�2

5: (s
u,E

)2 1 (s
y,E

)2 . (12)

By comparing Eqs. (9)–(11) with Eq. (3), indeed re-

sistances with respect to each turbulent flux can be de-

fined. Particularly, we expect that the resistances are

functions of the gradient Richardson number

Ri
E
5

N2
E

s2E
, (13)

which is conceptually similar to Eq. (2). In shearless

conditions (free-convection limit) sE / 0; thus, RiE /‘.
In this case, the functions fM,H,Q should reach the constant

value lim
RiE/‘

fM,H,Q 5 1. It may be worthwhile to absorb

the constants CM, CH , and CQ in these functions.

For the momentum flux ME, Sorbjan (2009) analyzed

LES datasets and found CM ffi 0:2 and

f
M
(Ri

E
)5 12

1

Ri
E

, (14)

which is proposed for RiE . 1.

For the interfacial heat and humidity fluxes, Sorbjan

(2005, 2006) estimated CH ffi 0:012 and CQ ffi 0:025 as

well as the dependence of the fluxes on RiE by LES and

achieved

f
H,Q

(Ri
E
)5

11 c
H,Q

/Ri
Effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

11 1/Ri
E

p , (15)

where the coefficients cH,Q were assessed to be cH ffi
cQ ffi 8.

In an analogous way, second-order moments of the

vertical wind, temperature, and humidity fluctuations

can be arranged as follows:

w02
E
5C

w2S
2
wfw2 (Ri

E
)5C

w2w
2

*fw2 (Ri
E
) , (16)

u02
E
5C

u2
S2
ufu2 (Ri

E
)5C

u2
w2

*

�
g
E

N
E

�2

f
u2
(Ri

E
), and (17)

q02
E
5C

q2
S2
qfq2 (Ri

E
)5C

q2
w2

*

�
g
E

N
E

�2

f
q2
(Ri

E
) . (18)

In the case of EL temperature and humidity variances,

Sorbjan (2006) suggested Cu2 ffi 0:04 and Cq2 ffi 0:175

as well as a functional dependence on RiE of the form

f
u2,q2

(Ri
E
)5

11 c
u2,q2

/Ri
E

11 1/Ri
E

. (19)

The coefficients cu2 and cq2 have still to be estimated. For

vertical wind, both the function fw2 (RiE) and the co-

efficient Cw2 need to be determined as well.

Figure 2 presents the dependence of the functions fM,

fH,Q, and fu2,q2 on RiE for typical ranges of the proposed

constants. The function fM shows a strong nonlinear

behavior for RiE , 10 and the momentum flux decreases

between 1,RiE , 10 by more than an order of magni-

tude. The other functions show basically three regimes,

which may be related to different entrainment pro-

cesses. In the first regime for RiE # 0:1, the function fu2,q2
is leveling off and approaches the constant value cu2,q2 .

This may be the range where entrainment is mainly

determined by the engulfment of overturning eddies. In

contrast, fH,Q is not converging to a limited value but to

‘ for RiE / 0. It is very important to test this different
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behavior of the flux and variance scaling functions by ad-

ditional LES and observations. In the transition regime

from 0:1,RiE , 10, different processes may be re-

sponsible for the strength of entrainment simultaneously.

Finally, for RiE . 10, both functions fH,Q and fu2,q2 are

converging to unity and entrainment may mainly be de-

termined by Kelvin–Helmholtz instabilities and in-

teraction with gravity waves. Please note that these results

depend on the grid resolution of the corresponding LES.

Further refinements are required by LES with increased

grid resolution or DNS. It is also important to explore the

difference in scaling using RiE, which is proposed here and

the bulkRichardsonnumber, whichwas used, for example,

in Sullivan et al. (1998) and Träumner et al. (2011).

A similar approach as for the variancesmay be used to

describe the third moments of w0, u0, and q0 in the EL:

w03
E
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w3S
3
wfw3 (Ri

E
)5C
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*fw3 (Ri
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) , (20)
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q03
E
5C

q3
S3
qfq3 (Ri

E
)5C

q3
w3

*

�
g
E

N
E

�3

f
q3
(Ri

E
) . (22)

However, this hypothesis would need to be tested ex-

tensively to ensure that the magnitude of the third mo-

ments is indeed proportional to the cubes of the gradients

for u and q at zi aswell as to determine the dependence on

RiE and the coefficients Cw3,Cu3, and Cq3 .

2) DETERMINATION OF INTEGRAL SCALES AS WELL

AS DISSIPATION AND DESTRUCTION RATES

We start with the evaluation of stationary turbulence.

This is the case if the time series of the fluctuating var-

iable q(t) can be separated into

q(t)5 q0(t)1 q(t) , (23)

where q(t) is a slowly varying component, which can be

derived by low-pass filtering or subtracting a linear

trend, and q0(t)5 0. Of course, this analysis can be per-

formed at each height level in the CBL including the EL;

however, for the sake of simplicity we omit an index for

the height level in the following. The autocovariance

function A of this time series is defined as

A
q
(t

1
, t

2
)[ [q(t

1
)2q(t

1
)][q(t

2
)2 q(t

2
)] . (24)

If the time series q(t) is stationary then

A
q
(t
1
, t

2
)5A

q
(t
1
2 t

2
)5A

q
(t
2
2 t

1
)5A

q
(t) (25)

with jAq(t)j#Aq(0).

The structure function D of a variable q is defined

according to

D
q
(t
1
, t

2
)5 [q(t

1
)2 q(t

2
)]2 or

D
q
(t)5 [q(t1 t)2 q(t)]2 . (26)

If the time series is stationary, it is easy to show

D
q
(t)5 2[A

q
(0)2A

q
(t)] and

A
q
(t)5A

q
(0)2 0:5D

q
(t) . (27)

In the spatial domain, the structure function reads

D
q
(r

1
, r

2
)5 [q(r

1
)2 q(r

2
)]2 (28)

and if the field is locally homogeneous and isotropic then

D
q
(r

1
, r)5 [q(r

1
1 r)2 q(r

1
)]2 [D

q
(r) (29)

and the relations

D
q
(r)5 2A(0)2 2A

q
(r) and

A
q
(r)5A

q
(0)2 0:5D

q
(r) (30)

hold.

In the following, we assume that either by high-resolution

modeling or measurements, the inertial subrange is re-

solved for a sufficient short lag of the time series. The in-

ertial subrange lies in between the inner and outer scales of

turbulence where it is assumed locally homogeneous and

isotropic. Now, we can analyze these equations with re-

spect to the time series of vertical wind, humidity, and

temperature at different heights. It was shown in Tatarski

(1961) and Monin and Yaglom (1975) that

FIG. 2. The functions fM, fH,Q, and fu2,q2 for scaling fluxes and

variance in dependence of RiE. The functions fH,Q and fu2,q2 are

presented around constants derived by LES.
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D(r)5C2r2/3 (31)

with the structure parametersC2 for vertical wind velocity

C2
w ffi C

K
«2/3 , (32)

humidity

C2
q ffi a2q

N
q

«1/3
, (33)

and potential temperature

C2
u ffi a2u

N
u

«1/3
, (34)

where « is the turbulent kinetic energy (TKE) dissipation

rate, andNq andNu are the destruction rates of humidity

and potential temperature variances due to molecular

processes, respectively. The constants in Eqs. (32)–(34)

are considered universal in the inertial subrange. The

Kolmogorov constantCK ffi 2 and the constants a2q and a
2
u

are expected to be in the range 2.8–3.2 (Stull 1988).

Consequently, one way of determining dissipation and

destruction rates is to start with the autocovariance function

A in the time domain and to assume Taylor’s hypothesis of

frozen turbulence in the inertial subrange. Then,

A
w
(t)5w02 2 «2/3U2/3t2/3 , (35)

A
q
(t)5 q02 2 0:5a2q

N
q

«1/3
U2/3t2/3, and (36)

A
u
(t)5 u02 2 0:5a2u

N
u

«1/3
U2/3t2/3 . (37)

Using these equations, the atmospheric variance, the dis-

sipation and destruction rates, and the integral scales can

be determined, respectively, if the autocorrelation func-

tions and the horizontal wind profile U(z) are known.

This can be shown as follows: all autocovariance func-

tions have the form

A(t)5 n
a
2 kt2/3 , (38)

insofar that distortions by mesoscale variability in the

inertial subrange can be neglected. In the following, we

assume that this is the case, which can be tested by

studying the shape ofA for t, T , whereT is the integral

time scale. If the shapes of the data and the fit agree well,

the extrapolation of the structure function fit to the au-

tocovariance data to lag zero yields the atmospheric

variance na and the coefficient of the structure function k.

This technique separates the atmospheric and the noise

variance at lag 0, which is necessary as the latter can often

not be neglected [see also the appendix and Eq. (A9)].

The autocorrelation function AC is defined as

AC(t)5 12
k

n
a

t2/3 . (39)

The root of this equation is

t
0
5
�n

a

k

�3/2
(40)

so that the respective integral time scale can be esti-

mated according to

T 5

ðt0
0

AC(t) dt5

ðt0
0

�
12

k

n
a

t2/3
�
dt , (41)

which yields

T 5
2

5

�n
a

k

�3/2
. (42)

Please note that this integration is an approximation of

the integral scale of the turbulence fluctuations because

we do not integrate to infinity but to the first zero

crossing of AC(t). However, this turned out as a good

compromise for separating turbulent fluctuations from

mesoscale variability and for getting robust results un-

der the presence of significant system noise (Lenschow

et al. 2000; Wulfmeyer et al. 2010; Behrendt et al. 2015).

If the shape of AC is mainly controlled by homoge-

neous and isotropic turbulence, the ratio between the

root and the integral scale gives an estimate of howmany

lags should be used for the interpolation of the structure

function. One natural choice is to take approximately

2T /Dt lags, whereDt is the resolution of the time series. If

the shape ofAC is contaminated bymesoscale variability,

then an iteration between the fit of the structure function

and the determination of the integral scale may be nec-

essary, resulting in a reduction of the number of lags.

The integration of AC yields the dependence of T or

the integral length scales R ffi UT on atmospheric

variables:
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(45)
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For the vertical wind, its integral time scale is inversely

proportional to the dissipation rate and proportional to

the 3/2 power of the variance. It can be expected that

variance and dissipation are related variables (larger

variance leading to larger dissipation), which can be

investigated now with our methodology.

In contrast, the integral scales for humidity and po-

tential temperature are proportional to the square root of

the TKE dissipation rate and inversely proportional to

the 3/2 power of their destruction rates, respectively. The

dependence on the variance profiles is the same as for

vertical wind. In the future, it will be very interesting to

compare the behavior of molecular destruction and TKE

dissipation rates and their dependence on various atmo-

spheric conditions. The results can be used for studying

the processes controlling their height dependence.

This can be realized in the following way. Combining

the fit of the AC functions or the resulting integral scales

with the coefficients of the structure functions permits

the direct estimation of dissipation rates. For example,

for vertical velocity

k
w
5 «2/3U2/3 and (46)

«5
k3/2
w

U
(47)

5
2

5

ffiffiffiffiffiffiffi
w02

p� �3
UT

w

5
2

5

ffiffiffiffiffiffiffi
w02

p� �3
R

w

. (48)

As the integral scale for vertical wind generally varies

less than a factor of 2 with height in the mixed layer and

the EL (Lenschow et al. 2000; Lothon et al. 2006), the

shape of the « profile is mainly determined by the profile

of the vertical velocity variance.

Correspondingly, for humidity

k
q
5

1

2
a2q

N
q

«1/3
U2/3 , (49)

elimination of U with Eq. (47)

k
q

k
w

5
1

2
a2q
N

q

«
, (50)

or elimination of « with Eq. (47)

k
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5
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2
a2q

N
qffiffiffiffiffiffi
k
w

p U , (51)

thus

N
q
5

2k
q

ffiffiffiffiffiffi
k
w

p
a2q

1

U
, (52)

or using Eqs. (43) and (44)
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w U
5
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In an analogous way for potential temperature
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1

2
a2u
N
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U2/3 , (54)
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5

2k
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ffiffiffiffiffiffi
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w

p
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1

U
, (56)

or using Eqs. (43) and (45)
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Using Eqs. (49) and (54) we achieve

k
q

k
u

’
N

q

N
u

. (58)

Obviously, LES and DNS output or simultaneous mea-

surements of wind, humidity, and potential temperature

profiles at high temporal and spatial resolution permit the

estimation of the ratio of dissipation rates [Eqs. (50) and

(55)] as well as their absolute values [Eqs. (47) and (48),

Eqs. (52) and (53), and Eqs. (56) and (57)] provided that

accurate measurements of horizontal wind are available.

Of course, these equations are only applicable if the

conditions of locally homogeneous and isotropic turbu-

lence as well as Taylor’s hypothesis are valid.

3) DISCUSSION

For deriving quantitative results, it is essential that all

the turbulent quantities introduced above are estimated

as accurate and as general as possible. This may be ac-

complished with turbulence theory, by dedicated LES

and DNS studies, and by measurements. As we are not

aware of a turbulence theory that permits the derivation

of the unknown resistances and dissipation/destruction

rates, these relationships need to be tested considering

different heterogeneous land surface forcings, stabilities

in EL, wind shear, and gravity wave conditions. Fur-

thermore, it is necessary to explore dependencies of

fluxes and higher-order moments on different defini-

tions of the Richardson number in the EL and to refine

the functional dependence of fluxes and variances on the

Richardson number. From the modeling perspective,

this requires a chain of mesoscale model simulations
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down to the gray zone or the LES scale in order to imbed

themodel domainwith turbulence resolution in a realistic

synoptic and mesoscale environment. It is worthwhile to

note that the relationships introduced in sections 2b(1)

and 2b(2) also provide essential components of CBL

energy and water budgets. For instance, dissipation and

molecular destruction rates as well as flux divergences are

part of these budgets.

Either using idealistic LES and DNS or gray-zone

simulations, the results have to be verified by observa-

tions. Gradients play an important role in the magnitude

of the variances and fluxes, so accurate profiles of hori-

zontal wind, humidity, and potential temperature in the

ML, the EL, and the lower free troposphere are critical

(Sorbjan 2009). Here, we are focusing on turbulent pro-

cesses around the EL. So far, particularly in this region,

field experiments have not provided suitable datasets that

are capable to confirm the complete set of relationships

between gradients, variances, fluxes, and dissipation/

destruction rates. In the following, we demonstrate that

this can be accomplished with a new synergy of lidar

systems.

3. Lidar synergy for studying entrainment fluxes as
well as dissipation and variance destruction rates

a. Basic observational requirements

To study the relationships between fluxes and gradi-

ents [Eqs. (9)–(11)], variances and gradients [Eqs. (16)–

(18)], and even higher-order moments [Eqs. (20)–(22)],

it is necessary that four conditions are fulfilled: 1) wind,

temperature, and humidity profiles must be measured

simultaneously with small and height-independent bias

in theML, theEL, and the lower free troposphere; 2) the

vertical resolution of the measurements must be high

enough to resolve the gradients in the profiles, particu-

larly in the EL; 3) the temporal resolutions of the mea-

surements must be high enough to resolve turbulent

fluctuations; and 4) the precision of the measurements

must be high enough so that vertical structures in the

turbulence profiles can be resolved.

Currently, it is hardly possible to realize this with air-

borne in situ or remote sensing measurements. Research

aircraft with in situ sensors provide measurements of the

required variables but only at a specific height level.

Therefore, it is difficult to derive a comprehensive dataset

of gradient, variance, and flux profiles under different

meteorological conditions especially at a range of heights

in the ML and the EL. The horizontal and vertical

structure of the CBL can be studied by lidar systems

deployed on aircraft but these campaigns are sparse and

expensive. Another option is a combination of ground-

based scanning lidar systems but their development and

application is still at its infancy. The height of meteo-

rological towers is generally too low to reach the

daytime EL, except special meteorological conditions

over land (Zhou et al. 1985), so that these structures

also do not come into consideration for deriving

comprehensive statistics. Tethered balloons with a

combination of in situ sensors may be an option but it

will be difficult to get vertical profiles and to reach the

CBL top, especially in continental CBLs that can be

2 km deep or more.

Passive infrared and microwave spectrometers may be

an approach for retrieving temperature and humidity

profiles; however, it has been shown that their temporal

and vertical resolution is neither capable of resolving

gradients nor turbulent fluctuations in the EL (Wulfmeyer

et al. 2015a). In the following, we demonstrate that a

synergy of active lidar remote sensing systems with the

required vertical and temporal resolutions should be able

to provide the desired data.

b. Properties and performance of lidar systems

Recent advances in lidar technology permitted the

development of three types of lidar systems, which can

measure wind, humidity, and temperature profiles with

high resolution and accuracy. The DL can measure ei-

ther vertical wind profiles in the vertical steering mode

or horizontal wind profiles in the velocity azimuth dis-

play (VAD or scanning in azimuth at a fixed off-zenith

elevation) mode. The signal-to-noise ratio (SNR) of the

line-of-sight wind measurements is high enough to reach

resolutions of 1 s and 30m with noise errors on the order

of 0.1m s21. Systematic errors in line-of-sight (LOS)

wind measurements are typically on the order of a few

centimeters per second. This performance has been

demonstrated for decades using research systems like

the high-spectral-resolution Doppler lidar (HRDL) of

the National Oceanic and Atmospheric Administration

(NOAA) (Lenschow et al. 2000; Wulfmeyer and Janjić

2005; Lothon et al. 2009; Lenschow et al. 2012). Fur-

thermore, horizontal wind profiles can be measured by

VAD scans. A recent breakthrough in the development

of compact, efficient, and eye-safe laser transmitters

such as Er-doped fiber lasers permitted the development

of very compact, all-solid-state systems, which are now

commercially available from different companies (e.g.,

Philippov et al. 2004; Kameyama et al. 2007).

With respect to water vapor profiling, two methods

are available: WVDIAL and WVRL. WVRLs measure

profiles of water vapormixing ratiom. Asmixing ratiom

can be readily converted to specific humidity q in the

CBL by standard pressure and temperature profiles, in

the following, we consider only q as the measured

variable.

FEBRUARY 2016 WULFMEYER ET AL . 677



OperationalWVRLs have been installed at only a few

sites such as the ARM Program Southern Great Plains

(SGP) WVRL (Turner et al. 2002). The design and in-

stallation of WVRL systems is usually the result of a

special project. Extensive research led to a routine

technique for the calibration of mixing ratio measure-

ments, which is necessary for WVRL, with an accuracy

of approximately 5% (Turner and Goldsmith 1999;

Ferrare et al. 2006). Optimization of daytime perfor-

mance, which is particularly critical for Raman lidar, was

mainly achieved with the SGP Raman lidar and has not

been accomplished at all sites. Typically, in the daytime,

the noise error is less than 1 gkg21 up to the CBL top

using a combination of temporal and vertical resolutions

of 10 s and 75m, respectively. For the SGP WVRL,

Wulfmeyer et al. (2010) and Turner et al. (2014a,b)

demonstrated that this performance is sufficient for

measuring profiles of higher-order moments of mixing

ratio in the CBL. These higher-order moments derived

from noisy lidar observations have also been validated

with in situ measurements (Turner et al. 2014a). Fur-

thermore, ARM has operated a nearly identical Raman

lidar at Darwin, Australia, which provides a tropical

dataset to complement the SGP midlatitude one.

The WVDIAL technique measures the absolute hu-

midity r as a function of range. Similar to WVRL, it is

straightforward to convert r in q with high accuracy by

standard pressure and temperature profiles so that we

continue to consider q as the measured variable. The

technologicallymore demandingWVDIAL technique is

less mature. To the best of our knowledge, just one

ground-based system exists worldwide at the Institute of

Physics and Meteorology (IPM) of the University of

Hohenheim (UHOH) that has daytime turbulence res-

olution. Currently, this system has the highest temporal

and spatial resolution of ground-based water vapor re-

mote sensing systems (Behrendt et al. 2009; Wulfmeyer

et al. 2015a). As DIAL does not need a calibration with

respect to system constants, a very high accuracy of

absolute humidity measurements is achieved. Re-

cently, Späth et al. (2014) demonstrated by theoretical

considerations and comparisons with soundings a sys-

tematic error of 2%. Because of the high signal-to-

noise-ratio of the backscatter signals during daytime,

the noise error is about an order of magnitude lower

than WVRL using the same combination of vertical

and temporal resolutions (Wulfmeyer et al. 2015a).

Therefore, WVDIAL is an excellent instrument for

measuring water vapor profiles, gradients, and higher-

order moments (Muppa et al. 2015).

The TRRL technique is currently the only remote

sensing technique that permits the profiling of tempera-

ture, its higher-order turbulent moments, and its gradient

in the lower troposphere with high vertical resolution

(Wulfmeyer et al. 2015a). Because of a recent break-

through in system design and performance at IPM,

Hammann et al. (2015) demonstrated that it is now

possible to determine the strength of the inversion layer

during daytime. Comparisons with soundings, which are

necessary for the calibration of TRRL, revealed a sys-

tematic error of less than 1 K. The noise error of tem-

perature profiles is less than 2 K using resolutions of 10 s

and 100 m up to 2 km, which permitted the first profiling

of higher-order moments of temperature (Behrendt

et al. 2015). Noise error propagation [see Eq. (A14)]

explains that it is still possible to extract accurate at-

mospheric variancemeasurements at this noise level and

that these measurements are particularly significant in

the EL. Therefore, the TRRL method is now suited to

provide the temperature measurements necessary for

the turbulence studies that are subject of this work. As it

is easily possible to convert temperature profiles mea-

sured with TRRL into profiles of potential temperature

and their fluctuations (Behrendt et al. 2011), we con-

tinue to use the variable u in our considerations. Fur-

thermore, the combination of WVRL, WVDIAL, and

TTRL permits a straightforward interchange of the

different humidity variablesm, r, and q. Although none

of these systems is commercially available yet, new

technologies are emerging having this potential (e.g.,

Spuler et al. 2015).

A single lidar system does not measure fluxes directly.

However, the combination of high-resolution vertical

wind measurements by DL or a radar wind profiler with

WVDIAL or WVRL and TRRL permits the de-

termination of latent and sensible heat flux profiles with

the eddy correlation (EC) technique directly, which was

originally pioneered in Senff et al. (1994) and also

demonstrated by Wulfmeyer (1999a) and Giez et al.

(1999). The confirmation that sensible heat flux profiles

can be measured by a DL–TRRL combination was re-

cently provided by Wulfmeyer et al. (2015b).

Furthermore, the instantaneous CBL height zi(t) and

correspondingly themean zi during the averaging period

can be measured very accurately (e.g., Pal et al. 2010).

Different methods using vertical gradients of mean

profiles and variance profiles can also be compared. This

is important for appropriate CBL scaling and for the

localization of the EL.

c. Proposed experimental design

A considerable advantage of the application of the

lidar system synergy in the CBL is its capability to profile

atmospheric variables, their gradients, turbulent mo-

ments, and fluxes simultaneously. The combination of

these lidar measurements permits a thorough study of
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EL scaling by testing different combinations of the

equations above allowing both the general relationships

(e.g., is the water vapor variance proportional to the

square of the mean gradient?) to be evaluated and es-

timates of the coefficients to be made.

For instance, the combination of lidar systems permits a

complete verification of the set of Eqs. (9)–(11), Eqs. (16)–

(18), and even Eqs. (20)–(22). If lidar systems demon-

strate that these relationships are valid, their measure-

ments can be used for deriving unique quantitative

results with respect to fluxes and higher-order moments,

as various constants can be determined by means of

comparisons.

We recommend the following combination of lidar

instruments:

d One scanning Doppler lidar for determining wind

profiles in the CBL and the wind shear in the EL.

This lidar would primarily performVAD scans so that

horizontal wind profiles could be derived.
d One vertically pointing Doppler lidar for vertical wind

measurements and profiling of its higher-order mo-

ments. It may be possible to perform these measure-

ments with a single Doppler lidar by switching between

vertical and VAD operation modes, if the SNR is high

enough. This would need to be investigated by studying

the performance characteristics of the particular DL

that would be used.
d One vertically pointing DIAL or WVRL with suffi-

cient resolutionmeasuring profiles of q and g as well as

profiles of higher-order moments of q.
d One vertically pointing TRRL with sufficient resolu-

tion for measuring u and g profiles as well as higher-

order moments of u.

In addition to allowing the equations for fluxes and

higher-order moments to be investigated, this combi-

nation permits a direct measurement of Ri as well as

dissipation and molecular destruction rates.

d. Strategy for investigation of CBL scaling based on
lidar synergy

Three important contributions of lidarmeasurements are

possible: 1) the direct measurement and independent de-

velopment of CBL similarity relationships based on the

lidar synergy proposed above, 2) the test of the CBL re-

lationships introduced in section 2b, and 3) use of these

measurements for model verification. The direct de-

termination of CBL similarity relationships is being ad-

dressed by field campaign data such as HOPE in spring

2013, SABLE inAugust 2014 inGermany, and at theARM

operational sites at SGP and Darwin, from which mea-

surements of a combination of gradients and higher-order

turbulent moments of atmospheric variables are available.

In this case, the following data analysis procedure is

suggested:

1) Determination of all profiles of mean variables, their

gradients, and higher-order moments and their char-

acterization with respect to their errors, as discussed

in sections 3c(1) and 3c(2).

2) Investigation of integral scales for making sure that

themajor part of the turbulent fluctuations is resolved.

3) Performance of the same procedure for the com-

bined variables such as fluxes and dissipation and

molecular destruction rates [sections 2b(1), 2b(2),

and 3c(2)].

Using these results, the data can be combined and cor-

related in different ways in order to search for their

relationships.

1) RICHARDSON NUMBER RELATIONSHIPS

For studying the relationships introduced in section

2b, first of all, it is essential to study the RiE dependence

of variances and third-order moments. For instance,

using Eqs. (16)–(18), we get
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For example, if the relationship formoisture [Eq. (19)] is

valid, we find
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This equation makes a direct measurement of RiE
possiblemerely based on a combination of temperature

and water vapor lidar systems. This same approach

allows for determining the values of the coefficientsCq2

and cq2 as measurements of RiE will be available di-

rectly from the combination of DL and TRRL [Eq.

(13)]. Naturally, many cases would be needed to de-

velop uncertainty estimates for these coefficients and

to see if these coefficients have any dependence on the

meteorological regime. An analogous equation can be

derived for RiE in dependence of temperature variance

and gradients.
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2) HIGHER-ORDER MOMENT RELATIONSHIPS

By the combination of gradient and variance measure-

ments as well as the knowledge of RiE, Eqs. (16)–(18) can

be studied. First attempts have already been performed by

Wulfmeyer et al. (2010) and Turner et al. (2014b). How-

ever, for these studies neither wind nor temperature pro-

files were available yet, so further refinements and the use

of more expanded datasets are necessary.

The question arises whether measurements of higher-

order moments are helpful to get additional insight re-

garding turbulence in the EL. These lidar studies may

lead to a refinement of the similarity relationships. For

instance, focusing on humidity, if Eqs. (18) and (22) are

valid, the skewness S q in the EL should be negative

because

S
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where the last equation holds in the case of free convec-

tion. Under these conditions, the dependence on gradients

is eliminated because the relationships are self-similar.

Obviously, the similarity relationships propose a negative

S q in the EL. However, we already know from our

measurements that this is not correct but S q changes sign

from negative to positive in the EL typically just below zi
(Wulfmeyer 1999a; Lenschow et al. 2000;Wulfmeyer et al.

2010; Turner et al. 2014b). The reason for this discrepancy

is likely the inappropriate expansion of the scaling re-

lationship for the variance [Eq. (18)] to the third-order

moment [Eq. (22)]. This is a first interesting test of the

similarity relationships demonstrating the potential of

the lidar observations. Additionally, if the coefficients and

the dependencies on RiE are known, Eq. (65) provides

another estimate of RiE, which may be useful for studying

the consistency of the set of equations.

For vertical wind, it is straightforward to see that the

relationships prescribe that S w . 0. Indeed, this can be

confirmed bymost measurements (Lenschow et al. 2000,

2012). However, while S w remains positive in the EL,

there seems to be a negative slope leading to a reduction

in the EL, which is not predicted. Thus, a very important

topic will be the study of the behavior of third-order

moments in the EL of the CBL.

3) FLUX RELATIONSHIPS

Particularly interesting is the application of EL scaling

in a way that a minimum set of lidar systems can be ap-

plied for deriving fluxes taking advantage of their mea-

surements of higher-order moments. There is indeed an

interesting potential because, for example, the combina-

tion of Eq. (11) and the square root of Eq. (18) yields
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where the Eq. (70) holds in the case of free convection.

In the case of significant wind shear, Eq. (67) and the

studies of RiE in section 3d(1) or Eq. (62) can be com-

bined so that it may be possible to use aWVDIAL and a

TRRL for the direct determination of entrainment

moisture fluxes.

Another possibility is to relate the flux with variance

and gradients by eliminating w*:
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again where the last equation is proposed to be valid

in the free convection limit. ComparingEqs. (71)–(73) with

the surface latent heat flux, it can be determined whether

the CBL is drying or moistening, as long as moisture ad-

vection can be neglected. Obviously, the CBL is moist-

ening if the ratio V5QE/Q0 , 1, which translates to
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with the last equation holding in the case of free

convection.

Of course, if the relationships forQE are verified, they can

also be used for determining the flux divergence in theCBL,

which is extremely important for CBL TP. Assuming a lin-

ear flux profile, the flux divergence is simply

›
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Obviously, a couple of comprehensive relationships can

be derived, which are worth an extensive evaluation.

In an additional step, it is also possible to investigate

the closure of the budget equations for mean variables, as

demonstrated in Senff et al. (1994),Wulfmeyer (1999a,b),

as well as for higher-order moments and fluxes.

4) DISSIPATION AND MOLECULAR DESTRUCTION

RATES

The lidar measurements allow the profiling of the in-

tegral scales throughout the CBL including the EL. If the

major part of the turbulent fluctuations is resolved, the

parameters of the structure function can be determined.

Therefore, we are proposing here a new technique for the

combination DL, TRRL, and WVDIAL or WVRL in

order to determine TKE dissipation rates as well as the

destruction rates of temperature and humidity variances

based on Eqs. (43)–(45), Eqs. (47) and (48), Eq. (52) and

(53), and Eqs. (56) and (57).

4. First results using WVDIAL and TRRL

a. Dataset

We present data collected during intensive observa-

tions period (IOP) 5 of HOPE, which was performed in

spring 2013 close to the city of Jülich, Germany. IOP5

was executed on 20 April 2013. We focus on a dataset

collected with the IPM WVDIAL and the TRRL be-

tween 1130 and 1230 UTC. The lidar systems were lo-

cated at site close to the village of Hambach near

Research Centre Jülich at 50853050.5600N, 6827050.3900E
and 110m above sea level.

During IOP5, the HOPE domain was under the influ-

ence of a high pressure system over the Baltic Sea and a

cold front over the Alps to the southeast. The local con-

ditions were measured by a weather and energy balance

closure station a few meters from the site. The surface

pressure at the measurement site was p0 ’ 1020 hPa. The

horizontal wind speed at 5-m height was 1.5ms21 from

northeast turning to eastern directions at the CBL top, as

revealed by a radio sounding launched at the measure-

ment site at 1300 UTC. The surface temperature was low

with 284K. Because of the large-scale conditions, rather

dry air was advected into the region resulting in a surface

specific humidity of merely 3.4 gkg21 corresponding to a

relative humidity (rh) of approximately 43%. Further

details concerning the meteorological conditions are

found in Muppa et al. (2015).

Except for a few cirrus clouds, the atmosphere was

cloud free and contained only a few aerosol layers in the

free troposphere. The surface heating was significant

resulting in sensible heat flux of 247Wm22, whereas the

evapotranspiration was modest with 89Wm22. The

friction velocity was u* ’ 0:7m s21, corresponding to a

Monin–Obukhov length of L ’ 2126m.

b. Results derived by lidar synergy

We are focusing on the synergy of the IPMWVDIAL

and the TTRL systems. Doppler lidar data had to be

excluded because the vertical velocity variance and

skewness, as well as the horizontal winds, have not been

processed in detail yet. Therefore, a full analysis of

fluxes and variances, and their relationships with gradi-

ents and dependences on RiE, is not possible. In any

event, a full exploitation of all equations presented in

sections 2 and 3 is beyond the scope of this work and

subject of future activities.

However, even without the knowledge of RiE, a large

number of relations could be studied for the first time

here. This is due to the fact that the WVDIAL and

TRRL measurements are providing mean profiles and

their vertical gradients of specific humidity and potential

temperature, variance profiles, and insight into structure

coefficients in the same vertical air column, simulta-

neously. For this study, both the WVDIAL and the

TRRL data were processed with a temporal resolution

of 10 s and vertical resolutions of 100m allowing for a

consistent analysis of gradients and turbulent moments.

Additionally, the TTRL data were corrected with re-

spect to systematic errors induced by incomplete over-

lap between laser transmitter and field of view of the

telescope up to 800m with a time-independent correc-

tion function (Hammann et al. 2015). Afterward, the

WVDIAL absolute humidity measurements and the

TRRL temperature measurements were transformed

into specific humidity and potential temperature using a

hydrostatic pressure profile.

The mean specific humidity, potential temperature,

and relative humidity profiles and their gradients during

the measurement period are presented in Fig. 3 (top).

The system noise errors and the estimate of the mean

CBL depth zi are also indicated. As mentioned above,

the specific humidity in the ML was rather low with
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3 g kg21. Toward the entrainment layer already a strong

decrease of the specific humidity was observed de-

creasing further to 0.1 g kg21 in the lower free tropo-

sphere. This resulted in a strong reduction of rh around

the EL as well. The potential temperature profile shown

in Fig. 3 shows a well-mixed CBL (as also confirmed by

soundings) up to 1000m with a mean u ’ 282:5K. The

moisture decrease above and the large vertical extent of

the region with increasing potential temperature likely

indicates an entrainment drying CBL.

During the time period of interest, the CBL was well

developed and reached a quasi-stationary depth, as

confirmed by the lidar backscatter profiles (not shown).

Whereas many different definitions of zi are available

(e.g., Cohn andAngevine 2000; Pal et al. 2010) and some

uncertainties remain, we could take advantage of the

synergy of our measurements. For this purpose, we

evaluated the gradients of the lidar backscatter signals,

the minimum of the mean water vapor gradient, and the

maximum of the potential temperature gradient in the

EL as well as the locations of themaxima of the variance

profiles. This resulted in zi ’ 1280m with a standard

deviation of 60m derived from the instantaneous zi(t)

values of the backscatter gradients. The latter value

multiplied by 2 can be considered as an estimate of the

mean EL thickness and resulted in DEL ’ 120m. This

result of zi was consistent within 20m with the radio

sounding launched at 1300 UTC.

Using the estimate of zi, we derived a vertical velocity

scale of w* ’ 2m s21, a convective time scale of t* ’
10:7min, a humidity scale of q* ’ 0:015 g kg21, and a

potential temperature scale of u* ’ 0:1K. Furthermore,

we estimated the corresponding temperature gradient

by taking the range zi 2DEL/2, zi 1DEL/2, which yielded

gE ’ 0:02Km21 or a temperature jump of approxi-

mately 2K in the EL. This resulted in a Brunt–Vaisala

frequency of NE ’ 0:026Hz and a local Richardson

number Ril 5Du/u* ’ 20. As shown in Fig. 3, the mini-

mum specific humidity gradient in the EL was approxi-

mately 20:012 g kg21 m21 and the averaged gradient in

the EL yielded gE ’ 20:01 g kg21 m21.

By means of the analyses described in section b of the

appendix (see also Lenschow et al. 2000; Wulfmeyer

et al. 2010), we derived profiles of the integral scales,

variances, and third-order moments of potential tem-

perature and specific humidity. In all these figures, black

error bars indicate noise errors and the colored error

bars the sampling errors.

Figure 4 presents the profiles of the integral scales T u

(top panel) and T q (bottom panel). In these panels, we

also compared their determination by a numerical in-

tegration from lag 0 to the first zero crossing of the au-

tocovariance function with the theoretical result given in

Eq. (42). The outliers in the numerical integration are

due to systematic errors, if very low variance levels are

determined by the extrapolation of the autocovariance

function, as in the numerical integration the autocorre-

lation function must be used [see Eq. (41) and Fig. A1].

We recommend the use of Eq. (42) because it givesmore

robust results at low variance levels and compares very

well with the numerical integration otherwise.

For potential temperature, a rather constant profile in

the CBLwas determinedwith T u ’ 50 s. In contrast, T q

showed a reduction from the ML to the EL from ap-

proximately 150 to 50 s. In both profiles, fine structures

appear, which are not fully understood yet. Currently,

we suppose that these are due to sampling statistics.

These results also confirm that the resolution of the lidar

profiles was high enough to resolve the temperature and

FIG. 3. (top) Mean profiles of specific humidity and potential

temperature during IOP5 (1130–1230 UTC). (bottom) Corre-

sponding vertical gradient profiles. The error bars due to system

noise and the estimate of zi are also indicated.
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humidity fluctuations into the inertial subrange even in

the EL.

The potential temperature and specific humidity var-

iance profiles are depicted in Fig. 5. To demonstrate the

high SNR of the measurements, the profiles are plotted

on a logarithmic scale. Again, some fine structures in the

profiles are found, which may be due to sampling sta-

tistics or a too-strong noise correction at low variance

level. Otherwise, the potential temperature variance

profiles show a nearly constant variance of 0.07K2 in the

ML and the expected peak in the EL with an amount of

0.5K2. In contrast, the specific humidity variance profile

is generally increasing from very low levels by an order

of magnitude to 0.1 g2 kg22 in the ML. In the EL, the

typical peak is reached with a value of 0.5 g2 kg22. It is

likely a coincidence in this case that the absolute values

of potential temperature and specific humidity variances

in the EL are similar.

Profiles of the third-order moments are presented in

Fig. 6. In the ML, both profiles indicate a symmetric

distribution of the fluctuations. However, in the EL,

below zi the third-order moment turns positive for the

potential temperature and negative for the specific hu-

midity fluctuations. Close to zi, themoments show a zero

crossing and are changing sign above, which is clearly

visible in the specific humidity but less pronounced in

potential temperature, however, likely as a result of a

larger noise level in the latter.

c. Discussion

The results presented in Figs. 3–6 can be used to eval-

uate several relationships proposed in this work. The

necessity to derive improved relationships for exchange

and turbulent processes in the EL becomes already evi-

dent by noting that the standard potential temperature

and specific humidity scales derived in section 4b cannot

explain the observed variances in this layer.

The main weakness in our study is the lack of knowl-

edge of RiE. However, the local Ril ’ 20 and the lack of

strong shear in the radiosonde data indicate that the case

was not too far from the free-convection limit. Therefore,

in the following, we disregard any RiE dependencies.

Furthermore, we assume that w* is a reasonable scaling

variance for the vertical wind fluctuations even in the EL.

Considering these uncertainties, we start with an

evaluation of the variances in the EL. Using Eqs. (17)

and (18) and the proposed coefficients Cu2 and Cq2 , we

get estimates of u02 ’ 0:1K2 and q02 ’ 0:1 g2 kg22. Thus,

we achieved an underestimation of the variances in the

EL by a factor of 5. Obviously, at least one of the as-

sumptions, the validity of the free convection limit, the

scaling withw*, or the values of the constants derived by

LES were not valid.

FIG. 5. The specific humidity and potential temperature variance

profiles. The error bars in the same color as the plots are the

sampling errors and the black error bars are the noise errors.

FIG. 4. (top) Potential temperature integral scale derived using

the integration of the autocovariance function to the first zero

crossing or using the new Eq. (42). (bottom) As in (top), but for

specific humidity.
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We also tested Eqs. (70) and (73) for the water

vapor entrainment flux QE. Using Eq. (70) we

achieved QE ’ 210Wm22 and using Eq. (73) we got

QE ’ 450Wm22. In both cases, an entrainment drying

CBL was confirmed [see also Eq. (76)]. However, be-

cause of the strong drying at the CBL top (see Fig. 3), the

latter value was likely closer to reality. This indicates

that wemay have to go away from the scaling usingw* in

the EL and it is better to use potential temperature and

specific humidity gradients.

Using Fig. 6, we can evaluate also the scaling pro-

posed in Eqs. (21), (22), and (66). It turns out that the

gradient scaling does not work in the case of third-

order moments because the third-order moment

changes sign in the EL leading to a complex structure

of the profiles. With respect to water vapor, this struc-

ture was also found in other lidar measurements

(Wulfmeyer 1999b;Wulfmeyer et al. 2010; Turner et al.

2014b) so that this seems to be common in the CBL.

With respect to temperature, we are confirming this

complex structure for the second time using active re-

mote sensing—the first time it was shown using TRRL

measurement by Behrendt et al. (2015) albeit with

different values of the negative and positive maxima.

Couvreux et al. (2007) detected and analyzed this

structure by LES. They argued that this behavior is due

to the deformation of eddies in the region of the in-

version causing different updraft and recoiling struc-

tures. In the future, further insight in and quantification

of the behavior of third-order moments should be

collected by additional observations and dedicated

LES and DNS runs by analyzing the third-order mo-

ment budgets.

The use of Eq. (39) in combination with Eq. (A9) also

allowed us to get some insight in the profiles of the

structure function coefficients kq and ku. Figure 7 pres-

ents the results. In the top panel, except at very low

variance levels, we found a striking linear relationship

between these coefficients and the corresponding vari-

ances with a very similar slope for specific humidity and

potential temperature. By a linear fit, we found q02 ’
26:5 s2/3kq and u02 ’ 26:2 s2/3ku. Furthermore, we studied

the ratio kq/ku between these coefficients, which corre-

sponds to the ratio of the molecular destruction rates of

humidity and temperature variances. The results are

presented in the bottom panel of Fig. 7. Except some

outliers due to low SNR and taking a ratio of noisy

signals, in the ML, the destruction rate is much smaller

for humidity than for temperature. However, in the EL,

the ratio reaches approximately the same value of 1 so

that the destruction rates are becoming similar.

Despite some missing information, we demonstrated

first results comparing profiles of gradients, variances,

and the coefficient of the structure function from theML

through the EL in a quasi-stationary CBL. Whereas the

variances in theELwere underestimated by the gradient

function relationships in comparison to the measure-

ments, reasonable results were achieved for the water

vapor entrainment flux. The structure of the third-order

moments in the EL is more complex than can be de-

scribed by gradient relationships. Interesting results

were found with respect to the behavior of the structure

function coefficients showing a different ratio of mo-

lecular destruction rates in the ML and the EL. In the

future, it is essential that these studies are extended by

simultaneous measurements of wind profiles and verti-

cal velocity statistics because the dependence of the

relationships on the functions f (RiE) for variances and

fluxes as well as the validity of scaling with the convec-

tive velocity scale have to be investigated. For this

purpose, continuous measurements of the daily cycle of

the CBL during field campaigns and/or observatories

with sufficient equipment of lidar systems are necessary.

Furthermore, the dependence of the results on the res-

olution of the lidar systems and of dedicated LES runs

needs be explored.

5. Summary and outlook

In this work, we presented methodologies for im-

proving the representation of turbulent transport pro-

cesses and entrainment in weather and climate models

for advanced simulations of water and energy cycles.

Usually, turbulent transport processes are represented

by the turbulence parameterization (TP), as long as the

model grid increment is approximately 1 km or more.

FIG. 6. The specific humidity and potential temperature third-

order-moment profiles. The same convention for the colors and

error bars is used as in Fig. 5.
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However, it is controversial at what grid increment the

turbulence should be explicitly simulated without any

TP so that the model is running in the large-eddy sim-

ulation (LES) mode. Because over many regions of

Earth, convection initiation in the daytime is critical for

the formation of clouds and precipitation, we are fo-

cusing on the investigation of turbulence in the daytime

atmospheric convective boundary layer (CBL) with low

cloud coverage.

Studies of turbulent transport processes and entrain-

ment can be performed either by LES or high-resolution

observations. LES has been used for the investigation of

turbulence for a long time, andmany aspects of TPs have

been derived from the corresponding results. However,

it should not be forgotten that a detailed simulation of

land surface–atmosphere exchange and feedback

requires a realistic representation of the heterogeneity

of the land surface with respect to soil properties, land

cover, and orography. Furthermore, it is fundamental to

include the simulation of gravity waves at the CBL top,

as these are contributing to the strength of entrainment.

Only a few LES studies—if any—have been performed

that fulfill these requirements. Therefore, strong efforts

are still needed to improve LES by imbedding the sim-

ulations in a realistic large-scale environment. The latter

is leading to the so-called gray-zone experiments

where a chain of models resolving down to the LES scale

can be compared with respect to their performance in a

realistic synoptic setting. In any case, model simulations

either in the form of gray-zone experiments or more

idealistic LES must be verified with respect to their

performance. Furthermore, any TPs require physically

based relationships concerning entrainment processes,

which must be verified by observations.

We present a new approach for the understanding and

simulation of entrainment in the EL at the top of the

CBL. After a discussion of the vertical structure of the

CBL, EL scaling variables are introduced, which can be

combined to derive a series of equations for determining

variances and fluxes. These are related to gradients of

wind, temperature, and humidity in the EL. It is also

shown that the vertical exchange through the EL should

contain a functional dependence of the gradient

Richardson number RiE. Suggestions for these re-

lationships are made. Furthermore, the autocovariance

functions of the variables are considered, which can be

modeled in the inertial subrange with the structure

function for stationary and homogeneous turbulent

processes. Physical relationships between the integral

temporal and spatial scales and the turbulent quantities

are derived, which can be tested by observations. New

equations are introduced for profiling the TKE dissi-

pation rate as well as the molecular destruction rates of

humidity and temperature variances.

The verification of the relationships requires the mea-

surements of wind, temperature, and humidity profiles as

well as their gradients in the CBL including the EL. It is

necessary that the corresponding instruments resolve

their fluctuations for determining profiles of higher-order

moments and of fluxes simultaneously.

We demonstrate that these verification efforts can be

realized by a new synergy of DL for profiling the vertical

and horizontal wind, WVDIAL or WVRL for humidity

profiling, and TRRL for temperature profiling. This

combination of instruments is essential but also suffi-

cient for a complete analysis of the similarity relation-

ships. A thorough analysis of the new generation of

WVRL, WVDIAL, and TRRL lidar systems, where the

last two of them have been developed at the IPM of the

UHOH, demonstrates that these systems are capable of

fulfilling the measurement needs. A detailed analysis of

systematic and noise errors of mean profiles, their

FIG. 7. (top) Relation between variances and structure function

coefficients for potential temperature and specific humidity. Ad-

ditionally, the results of a linear fit are shown. (bottom) The ratio

between the coefficient in dependence of height.
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gradients, higher-order moments, fluxes, and dissipation

and molecular destruction rates is presented, which can

be used to confirm the sufficient performance of these

lidar systems.

A straightforward strategy of using the data from these

lidar systems is developed. After all profiles of interest are

determined and their error bars are characterized, the

results can be combined in different ways. For instance,

the data can be used for determining RiE to study the

functional dependence of RiE influencing variance and

flux profiles. A series of equations is derived to investigate

variance- and third-order moment–gradient relation-

ships, flux–variance relationships, and flux–gradient

relationships.

We demonstrate that the DL–WVDIAL/WVRL–

TRRL synergy has at least three functions: 1) a complete

set of equations can be tested for deriving variances and

fluxes by gradient relationships; 2) LES can be verified

in great detail by studying profiles of second-, third-, and

fourth-order moments; and 3) new relationships for

fluxes and variances can be derived forming the basis for

budget analyses and new TPs.

First tests of these relationships were presented

using a dataset from HOPE. Simultaneous measure-

ments of mean profiles and gradients of potential tem-

perature as well as specific humidity and their variances

are shown and analyzed. We showed that the similarity

relationships underestimate the measured variance, if

the free-convection limit was present and the constants

previously derived by LES are valid. Furthermore, we

assumed that the convective velocity scale is an appro-

priate scaling variable. The application of a gradient–

variance similarity relationship for the entrainment

water vapor flux gave reasonable results and indicated

an entrainment-drying CBL during the measurement

period. The variances were proportional to the fit co-

efficients of the structure function and the molecular

destruction rates of potential temperature and specific

humidity variances became similar in the EL. In the

future, measurements of additional scaling variables

using DL have to be added to refine these studies.

So far, this combination of measurements has only

been realized during the HOPE and SABLE field

campaigns. Further datasets are available from obser-

vatories such as the ARM SGP and Darwin sites but

may require some redesign and improvement of in-

strument equipment and performance there. We pro-

pose to perform dedicated field campaigns for studying

the proposed relationships and to extend current ob-

servatories to fulfill the required measurement needs.

Ideally, the operation of this basic synergy of active in-

struments should be supported by airborne in situ as well

as passive and active remote sensing measurements

using a combination of lidar and radar systems extend-

ing the measurements in clouds. These efforts should be

accompanied by gray-zone simulations down to the LES

or even the DNS scale. The relationships and equations

in this work as well as simulations of the same scales will

enable us to reach a new level of detail and accuracy for

testing and developing advanced TPs in the CBL.
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APPENDIX

Error Analysis of Lidar Profiles

a. Systematic errors

For all lidar systems introduced above, stable system

performance has been demonstrated so that any sys-

tematic errors should be constant in time during turbu-

lence measurements. The corresponding errors of wind,

humidity, and temperature profiles can be taken from the

specifications summarized in section 3b. As the height

dependence of these errors is very low as well, their effect

on gradients can be neglected. It is interesting to in-

vestigate the effect of systematic errors on turbulent

quantities as well. If the systematic error is just a constant

offset, it does not have an influence on the fluctuations so

that this effect can be neglected. However, in many lidar

systems and other calibrated observing systems, system-

atic deviations from themean can be caused by errors in a

calibration constant. In this case, the error of the fluctu-

ations can be analyzed as follows using q as an example. If

qT and qM are the true and the measured values then

q
T
(t)5 q

M
(t)1Fq

M
(t) , (A1)

where F is the relative systematic error of the mea-

surement of qM. Then

q0
T(t)5 q

T
(t)2 q

T
and (A2)

q0
M(t)5 q

M
(t)2 q

M
. (A3)
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Thus, the systematic error Dq0
M in the measurement of

the fluctuations of q reads

Dq0
M(t)5 q0

T(t)2 q0
M(t)5 q

T
(t)2 q

T
2 [q

M
(t)2 q

M
] .

(A4)

Using Eq. (A1), it follows

Dq0
M(t)5 q

M
(t)1Fq

M
(t)2 q

M
2Fq

M
2 q

M
(t)1 q

M

(A5)

5Fq
M
(t)2F q

M
5F[q

M
(t)2 q

M
] (A6)

5Fq0
M(t) . (A7)

Applying Eq. (A7) to the derivation of variances, we get

q02
M
5 (11F)2q02

T
’ (11 2F)q02

T
, (A8)

where q02
M is the variance measured including the sys-

tematic effect by F, for example, by an inaccurate cali-

bration. Basically, the systematic error doubles, if

variances are considered. As F is constant in time and

just a few percent for all lidar systems (DL, WVDIAL,

WVRL, and TRRL) considered here, systematic errors

in the measurements of fluctuations can be neglected.

b. Sampling and noise errors

Error bars due to sampling and noise statistics have to

be derived and considered for all profiles in order to

specify the significance of the results. Sampling errors

are critical for ground-basedmeasurements owing to the

considerable integration time to collect turbulent fluc-

tuations with high statistical certainty. Sampling errors

can be reduced by performing many measurements

under similar meteorological conditions or by the design

and operation of ground-based networks. Sampling er-

rors were derived for all kinds of turbulent profiles and

specified in Lenschow et al. (1994, 2000); therefore, they

are not repeated here.

For all lidar-derived profiles, noise error bars have

also to be specified, as their propagation into turbulence

profiles is still significant. It is the strength of the lidar

technique that these error bars can be derived for each

turbulence profile under the current meteorological

conditions without any additional assumptions. A very

convenient and robust technique for determining noise

error profiles was introduced in Lenschow et al. (2000)

and applied there to DL and WVDIAL measurements.

Wulfmeyer et al. (2010) extended this technique to

WVRL and Behrendt et al. (2015) to TRRL turbulence

measurements.

This technique is based on the extrapolations of the

measured autocovariance functions to lag 0 by the

structure functions given in Eqs. (35)–(37). We assume

that the noise errors between different lags are un-

correlated, which is the case for all lidar systems of in-

terest here. It follows, for example, for specific or

absolute humidity r measurements at lag 0:

A
q
(0)5q02 1 d2 or A

r
(0)5 r02 1 d2r , (A9)

where d2 and d2r are the specific or absolute humidity

system noise variances at the corresponding temporal

and range resolutions. Figure A1 demonstrates this

technique for a WVDIAL absolute humidity measure-

ment performed during the SABLE campaign at 1100–

1200 UTC 21 August 2014 at a height of 1005m using a

temporal resolution of 10 s. Clearly the noise and the

atmospheric variances can be separated. The turbulence

is well resolved, as observed by the good fit to the

structure function, and the noise contribution is very

small. The fit results in r02 ’ 0:17 g2 m26 and a noise

variance of d2r ’ 0:01 g2 m26, which corresponds to a

noise error standard deviation of just dr ’ 0:1 gm23.

Extended studies of this technique (e.g., Turner et al.

2014b) demonstrated that this separation is routinely

possible at all height levels, at much higher noise levels,

and even in the presence of clouds.As it was not explicitly

mentioned inLenschow et al. (2000), we are deriving here

the error propagation for noise errors of gradients of

humidity and temperature profiles as well as for errors of

third- and forth-order moments of atmospheric variables.

Noise errors of fluxes as well as dissipation andmolecular

destruction rates are also considered.

1) GRADIENTS

Gradients of humidity and temperature are derived from

absolute humidity or mixing ratio profiles (WVDIAL or

WVRL) or from temperature profiles (TRRL). In contrast

FIG. A1. Separation of atmospheric and noise variance by the fit

of the structure function to the autocovariance function Ar for

absolute humidity measured with the IPM WVDIAL.
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to radio soundings, the representativeness is improved

by continuous measurements of profiles of the variable

of interest with a temporal resolution of 1–10 s and av-

eraging them over time periods of 30–120min, typically.

The gradient, for example, for humidity, can be ap-

proximated by calculating the differential quotient

g(z)5
q(z1Dz)2 q(z)

Dz
, (A10)

where Dz is the range resolution of the lidar measure-

ment and the gradient is located at z, the mean value

between z and z1Dz. After determination of the noise

variance d2 at each vertical bin of humidity profile, the

error sg of the gradient reads

s
g
’

ffiffiffiffiffi
d2

N

s ffiffiffi
2

p

Dz
, (A11)

considering that the noise errors at the range bins z1Dz
and z are nearly the same and statistically independent.

Here, N is the number of samples during the averaging

time for the determination of the gradient and turbulent

quantities.

2) HIGHER-ORDER MOMENTS

Using the error propagation for the fluctuation q0 of
water vapor, higher-order moment profiles can be

characterized with respect to noise errors. For instance,

for the noise error sq02 of the variance we consider that

noise errors are independent in each sample q0
i of the

fluctuations and achieve by error propagation

s2
q02 ’

1

N2 �
i

�
›

›q0
i

(q0
i)
2

	2
d2i ’

4

N2 �
i

(q0
i)
2
d2i ’

4

N
q02d2 .

(A12)

Thus,

s
q02 ’ 2

ffiffiffiffiffiffi
q02

q ffiffiffiffiffi
d2

N

s
and (A13)

s
q02 ’ 2q02

ffiffiffiffiffiffiffiffiffiffi
d2

q02N

s
. (A14)

Applying these equations to the example from Fig. A1,

which used a time resolution of 10 s and an averaging

time of 1 h (N5 360), we get an absolute error of sq02 ’
0:004 g2 m26 and a relative error of sq02 /q02 ’ 3%, which

is quite acceptable and demonstrates the low noise of

the IPM WVDIAL.

Applying the same principle of Eq. (A12) to higher-

order moments, we get for the noise error sq03 of the

third-order moment

s
q03 ’ 3

ffiffiffiffiffiffiffiffiffiffiffi
q04 d

2

N

s
’ 3

ffiffiffi
3

p
q02

ffiffiffiffiffi
d2

N

s
. (A15)

We applied the Isserlis theorem to the fourth-order mo-

ment as q04 ’ 3q022 assuming that higher-order moments

do not deviate too much from a Gaussian distribution.

Then, Eq. (A15) can also be written in the following

forms:

s
q03 ’

3

2

ffiffiffi
3

p ffiffiffiffiffiffi
q02

q
s
q02 (A16)

or

s
q03

q03 ’ 3
ffiffiffi
3

p 1

S
q

ffiffiffiffiffiffiffiffiffiffi
d2

q02N

s
(A17)

by introducing the skewness S q of the time series.

The noise error of the fourth-order moment is calcu-

lated accordingly and we derive

s
q04 ’ 4

ffiffiffiffiffiffi
q06

q ffiffiffiffiffi
d2

N

s
’ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffi
15q023

q ffiffiffiffiffi
d2

N

s
(A18)

again using an Isserlis theorem but here for q06 ’ 15q023.
Analogous to the third-order moment we get the fol-

lowing relationships:

s
q04 ’

ffiffiffiffiffi
15

p

2
q02s

q02 (A19)

or

s
q04

q04 ’ 4
ffiffiffiffiffi
15

p 1

K

ffiffiffiffiffiffiffiffiffiffi
d2

q02N

s
(A20)

with the kurtosis K of the time series. Obviously, the

noise errors of the nth moment scale approximately with

s
q0n }

ffiffiffiffiffiffi
q02

q (n22)

s
q02 for n 2 N$ 2. (A21)

Using these relationships, a full error propagation is

possible for all vertical profiles of higher-order mo-

ments and their vertical gradients so that errors can be

derived for all variables presented in the equations

above. The errors scale with the standard deviation of

noise during the averaging time. Consequently, as long

as no nonlinearities occur in the derivation of fluctua-

tions, it is better tomaximize the time resolution so that

the atmospheric variability is resolved as far as possible

into the inertial subrange. Furthermore, the noise er-

rors of the turbulent moments scale with powers of
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atmospheric variances so that the noise errors remain

small in the EL.

3) FLUXES

It is also important to study noise errors in fluxes.

Here, we achieve

s
w0q0 ’

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q02 d

2
w

N
1w02 d

2
q

N

s
(A22)

’
ffiffiffiffiffiffiffiffiffiffiffiffiffi
q02 w02

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2w

Nw02 1
d2q

Nq02

s
(A23)

’ 1

r
q0w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2w

Nw02 1
d2q

Nq02

s

5
1

r
q0w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
d2w

w02 1
d2q

q02

!
1

N

vuut , (A24)

where r is the correlation coefficient between vertical

wind and water vapor fluctuations. The same equations

hold for sensible heat fluxes replacing q0 by u0. Here, for

low noise in the flux profiles, a large correlation co-

efficient and low relative noise error with respect to the

atmospheric variances are important.

4) DISSIPATION AND MOLECULAR DESTRUCTION

RATES

Finally, we derive the noise error for the dissipation

rates based on Eqs. (47), (52), and (56). We achieve

s
«
’ «

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9

4

�s
kw

k
w

�2

1
�s

U

U

�2s
, (A25)

s
Nu

’ N
u

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�s
ku

k
u

�2

1
1

4

�s
kw

k
w

�2

1
�s

U

U

�2s
, and (A26)

s
Nq

’ N
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
s
kq

k
q

!2

1
1

4

�s
kw

k
w

�2

1
�s

U

U

�2vuut . (A27)

In this case, skw , sku , and skq are the errors in the de-

termination of the fit coefficients to the structure func-

tion by the regression analysis, and sU is an error

estimate for the horizontal wind profile.
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