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Abstract 

This paper investigates the sensitivity of simulated hurricane intensity and structure to 

two planetary boundary layer (PBL) schemes in the Hurricane Weather and Research Forecast 

model including (1) the GFS scheme (control run) that uses the K-profile method to parameterize 

turbulent fluxes, and (2) the MYJ scheme that is based on turbulent kinetic energy (TKE) budget 

for turbulent closure. Idealized simulations with these two PBL schemes show that the storm in 

the TKE run is stronger than that in the control run after three days into simulation. Multi-scale 

structures are evaluated and compared between the control and the TKE runs prior to the 

divergence of the model-simulated intensity to elucidate the mechanism underlying such a 

difference in the intensity between the two runs. It is found that the storm in the TKE run has (i) 

a shallower boundary layer with a stronger PBL inflow, (ii) stronger boundary layer convergence 

closer to the storm center, (iii) higher vorticity and inertial stability inside the RMW, (iv) 

stronger and deeper updrafts in regions further inward from the radius of maximum wind 

(RMW), and (v) more convective bursts located near the RMW as compared to the control run.  

Angular momentum budget analysis suggests that the convergence of angular momentum in the 

boundary layer is much stronger in the TKE run than in the control run, which is responsible for 

faster spin-up of the hurricane vortex in the TKE run. 

1.  Introduction 

Forecasting hurricane intensity is a challenging problem in the current practice at all 

hurricane operational centers. This is because hurricane intensity is governed not only by the 

complex interaction between hurricanes and their atmospheric environment but also by high 

nonlinearity of hurricane intrinsic dynamics, particularly those in or near the hurricane eyewall. 
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Thus, more advanced regional/global prediction models are required to accurately represent these 

processes such that hurricane intensity prediction can be significantly improved. As the model 

grid spacing is increased to as small as 2 km in the operational regional hurricane models, 

realistic representation of the sub-grid scale processes such as turbulent transport in the boundary 

layer or in the eyewall region becomes more crucial for the model development. 

Previous theoretical and numerical studies have demonstrated that turbulent processes in 

the atmospheric boundary layer play an essential role in the maintenance and intensification of 

hurricanes (e.g., Ooyama 1969; Emanuel 1986; Smith et al. 2009; Bryan 2012; Cione et al. 2013; 

Montgomery and Smith 2014; Zhang et al. 2017).  It is also well-known that simulated hurricane 

intensity and structure are sensitive to the planetary boundary layer (PBL) schemes that 

parameterize turbulent fluxes and vertical mixing process in the boundary layer (Braun and Tao 

2000; Nolan et al. 2009 a,b;  Montgomery et al. 2010; Smith and Thomsen 2010; Kepert 2012; 

Green and Zhang 2014; Ming and Zhang 2016). However, these studies are based on research 

models such as the fifth-generation Pennsylvania State University–National Center for 

Atmospheric Research Mesoscale Model (MM5) or the Weather Research and Forecasting 

(WRF)–Advance Research WRF (ARW) instead of operational hurricane forecast models such 

as the Hurricane Weather and Research Forecast (HWRF) model. 

Given the importance of improving hurricane intensity forecast for operational purposes, 

the Hurricane Forecast Improvement Project (HFIP) has been initiated in 2009 by the National 

Oceanic and Atmospheric Administration (NOAA) and since then provided the basis for NOAA 

and other agencies to coordinate hurricane research needed to improve hurricane models (Gall et 

al. 2013). Efforts have been made to improve the operational HWRF model during the tenure of 

HFIP from different perspectives including development of model vortex initialization through 
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data assimilation, optimization of the model horizontal and vertical resolution, implementation of 

new hurricane physics based on observations, and upgrades of operational and diagnostic 

products. 

This study is a follow-up of our previous work on evaluating and improving the boundary 

layer physics of the HWRF model (e.g., Zhang et al. 2015). The approach used in our previous 

studies (Zhang et al. 2012; Gopalakrishnan et al. 2013) focused on improving a single planetary 

boundary layer (PBL) scheme in the HWRF model, the so-called GFS scheme which is 

essentially the Medium Range Forecast (MRF) scheme.  Here, we evaluate the performance of a 

different PBL scheme, the so-called the TKE-based scheme with higher order turbulent closure, 

in HWRF to gain more understanding into how other types of PBL scheme behave in HWRF. 

This evaluation is of considerable importance in the HWRF model development, as it will 

provide guidance on which PBL parameterization scheme that one should implement in the 

future model upgrade. 

2.  Model Simulations and Analysis Method 

In this work, we use the triply-nested version of HWRF in an idealized framework 

(Gopalakrishnan et al. 2013). The parent domain of the model that covers an area of 50 × 50 

degrees is designed with a coarse grid spacing of 27 km, along with  two two-way interaction 

inner nests that have horizontal resolution of 9 km and 3 km, and cover an area of ~15  × 15 

degrees and ~5 × 5 degrees, respectively. The model has 42 hybrid vertical levels with more than 

10 levels below the 850-hPa level. The model is initialized by solving the non-linear balance 

equation in the pressure-based sigma coordinate system on an f-plane centered at 15°N following 

Wang (1995). The initial axisymmetric cyclonic vortex has a maximum wind speed of 20 m s-1 
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and a radius of maximum wind speed of about 90 km, and is embedded in a quiescent 

environment. For simplicity, in all of the experiments, the environmental temperature and 

humidity fields were from Jordan’s Caribbean sounding (Jordon 1958); the sea surface 

temperature was set to a constant of 302 K and no land exists anywhere in the three domains. 

The model physics options used in this study were configured as close as possible to the 

operational HWRF in a similar manner as in Gopalakrishnan et al. (2013). Specifically, our 

description of the model physics below parallels that in Gopalakrishnan et al. (2013). Surface 

fluxes are parameterized using the exchange coefficients based on recent observational studies 

from the field and laboratory experiments (Zhang et al. 2008; Haus et al. 2010; Bell et al. 2012). 

The drag coefficient (Cd) under the neutral condition is parameterized through the surface 

roughness length (z0). Details of the surface layer parameterization in HWRF are given by Zhang 

et al. (2015). The Geophysical Fluid Dynamics Laboratory (GFDL) long wave radiation scheme 

following Fels and Schwarzkopf (1975) and Schwarzkopf and Fels (1991), as well as the short-

wave radiation scheme of Lacis and Hansen (1974) were used. For microphysics 

parameterization, the Ferrier scheme (Ferrier et al. 2002) is used. It should be noted that the 

Simplified Arakawa and Schubert scheme (SAS, Pan and Wu 1995; Hong and Pan 1998) for 

convective parameterization is used only for the two outermost and intermediate domains at 

resolutions of 27 km and 9 km following Gopalakrishnan et al. (2013). For the horizontal 

diffusion, HWRF uses a first order nonlinear Smagorinsky-type parameterization (Janjic 1990). 

Details of the horizontal diffusion parameterization in HWRF is given by Zhang and Marks 

(2015). 

Because the main focus in this study is on the PBL parameterization schemes, we 

conducted two experiments using two different types of PBL schemes to investigate the effect of 



5 

PBL parameterization on TC intensity and structure.  The first PBL scheme currently used in the 

operational HWRF model is called ‘GFS’ scheme in the HWRF community. This scheme is 

essentially the modified Medium Range Forecast (MRF) scheme (Troen and Marht, 1986; Hong 

and Pan 1996). In this scheme, turbulent fluxes are parameterized using the vertical eddy 

diffusivity (Km) that has the form of: 

 Km = k (u*/F) z {α (1 – z/h) 2}, (1) 

where κ= 0.4 is the Von Karman constant, u* is the surface frictional velocity, F is the stability 

function evaluated at the top of the surface layer, z is the height above the surface, and h is the 

boundary layer height that is calculated as the height at which the bulk Richardson number is 

greater than a critical value. Here, α is a tuning parameter which is parameterized based 

observational data given by Zhang et al. (2011a). The vertical eddy diffusivity for momentum, 

heat and moisture are set to be the same. 

The other PBL scheme is the Mellor-Yamada-Janjic (MYJ) scheme, which is an updated 

version of the original Mellor-Yamada boundary layer parameterization (Mellor and Yamada 

1974, 1982) that was implemented for use in numerical weather prediction by Janjic (1990), such 

as in the Weather and Research Forecast (WRF) model.  The MYJ scheme predicts the 

generation and redistribution of turbulent kinetic energy (TKE) in the boundary layer. In the 

MYJ scheme, it is noted that the TKE, the local vertical gradients of mean quantities, and the 

diagnosed length scale are used to compute the vertical eddy diffusivity for momentum heat and 

moisture in the form of: 

 Km = c l e1/2, (2) 
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where c is the coefficient which a function of flux Richardson number, e is the TKE, and l is the 

mixing length which is defined as 

1
𝑙𝑙

= 1
𝑘𝑘𝑘𝑘

+ 1
𝛿𝛿
 (3) 

where κ is Von Karman constant and κ = 0.4, z is the altitude, and δ is the asymptotic mixing 

length. 

For the purpose of comparison between the two PBL schemes, all the experiments are 

conducted with the same initialization and physics options except for the PBL scheme. Hereafter, 

the simulation with the GFS scheme is referred to as the control run (CTL) and that with the 

MYJ scheme is referred to as the TKE run. 

3.  Results 

To have a first picture of the model behaviors for different PBL scheme, the maximum 

surface wind speed (VMAX) during the 5-day integration of the two experiments as a function of 

simulated time is shown Fig. 1. One notices in this time series that VMAX is almost same for the 

two runs during the first 36 h (i.e., the spin-up period). After that time, the model intensity in the 

control run varies strongly between 34 and 47 m s-1, while the intensity in the TKE run stays 

nearly steady up to 72 h and then increases rapidly with time. Although the difference in the 

intensity between the two runs is generally small up to 72 h, the difference in the maximum 

intensity is as large as 15 m s-1 at the end of the 5-day simulation. Although the two runs share 

similar rapid intensification during the first 48 h, the mean intensification rate is significantly 

different after 72 h as shown in Fig. 1, with the storm in the TKE run intensifying faster than that 

in the control run. 
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The difference in the maximum azimuthally averaged tangential (Vt) and radial (Vr) 

velocities between the CTL and the TKE runs, which represent the axisymmetric structure of the 

model vortex,  is more clearly shown than that in the point-like VMAX metric (Figs. 2a and 2b). 

Prior to 48 h, the maximum Vt and minimum Vr are close to each other for the two runs, but they 

evolve with different trends after this time. Specifically, both the maximum Vt and minimum Vr 

In the CTL run stay nearly constant with time after 48 h, while their magnitudes increase with 

time in the TKE run. On the other hand, the simulated inner-core size is essentially same 

between the two runs, except that the CTL storm has a slightly larger RMW after 96 h of 

simulation (Fig. 2c). Note that in both experiments, the HWRF model could capture the 

cessation of the RMW contraction at the middle of rapid intensification, i.e. around 24 h, similar 

to what reported in both idealized experiments (Kieu 2012; Stern et al. 2015). 

The radius-height representation of the azimuthally-averaged Vt is shown in Figs. 3a and 

3b for the two simulations, which is averaged between 48-72 h, when the simulated storm is in a 

nearly steady-state phase before t = 72 h after which the model intensity shows a large 

divergence.  Of interest is the emergence of a Vt maximum known as the boundary-layer jet, 

which is located at ~35 km radius and ~700 m altitude in both simulations. This “azimuthal jet” 

structure, which is one of the distinct features that are different from a typical boundary layer in 

non-TC conditions, is similar to that found in previous observational and numerical studies (e.g., 

Kepert 2001; Franklin et al. 2003; Kepert 2006a,b; Bell and Montgomery 2008; Nolan et al. 

2009b; Zhang et al. 2011b; Mongomery et al. 2014; Rogers et al. 2015). The peak Vt in the CTL 

run is 46 m s-1, which is smaller than that (42 m s-1) in the TKE simulation. The height of the 

maximum Vt denoted by the black dashed line decreases with decreasing radius in both 

simulations, in agreement with observational composite analyses in Zhang et al. (2011b).  This 
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kinematic boundary layer height is slightly larger inward from ~100 km towards the storm center 

in the control run than in the TKE run. Such a difference in the kinematic PBL height is 

attributed to the fact that the 𝐾𝐾𝑚𝑚 parameterization given by Eq. (2) is a more sensitive function of 

the storm structure. Thus, the PBL height in the TKE scheme quickly reduces inwards from 

𝑟𝑟 = 130 km (Fig. 3b), whereas the PBL height in the control run is nearly constant down to 

𝑟𝑟~ 90 km (Fig 3a). 

Figures 3c and 3d show the azimuthally-averaged Vr as a function of radius and altitude, 

which is obtained from an average between 48-72 h for the two simulations.  The peak radial 

inflow is found to be located ~150 m above the surface with its magnitude decreasing gradually 

with height consistent with the observations of Zhang et al. (2011b). The inflow layer depth, 

defined as the height of 10% peak inflow following Zhang et al. (2011b), tends to decrease with 

decreasing radius to the storm center, which is also consistent with observations. One notices 

from Figs. 3c and 3d, however, a key difference that the peak inflow in the TKE run is much 

larger than that in the CTL run. In addition, the outflow above the inflow layer is also 

substantially stronger in the TKE run than in the control run, while the TKE inflow layer is 

shallower than that in the control run. 

Comparison of the vortex-scale structure between the two runs, represented by the 

azimuthally averaged relative vorticity, is provided in Fig. 4. One notices that the relative 

vorticity in the TKE run is substantially larger than that in the CTL run as expected from the 

stronger VMAX towards the end of the 5-day simulation, especially inside the RMW. 

Furthermore, the relative vorticity inside the RMW is larger almost throughout the troposphere in 

the TKE run than that in the CTL run, indicating that both the lower-level and upper-level 

vortices spin up faster in the TKE run. Physically, this larger relative vorticity in the TKE is 
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mostly related to the stronger frictional convergence implied by the shallower PBL height 

(Fig. 3b) and the stronger peak inflow seen in Fig. 3d. 

Figure 5 compares the azimuthally averaged vertical velocity (w) and low-level 

divergence/convergence between the two runs. It is evident from Fig. 5 that the maximum 

azimuthally-averaged vertical motion w is located at a higher altitude in the TKE run (~ 8 km) 

than in the CTL run (~ 5 km), with the maximum value of 𝑤𝑤 ~ 1.5 m s-1 also being much larger 

in the TKE run. In particular, it is somewhat intriguing to notice that the maximum 𝑤𝑤 is located 

inward from the RMW (indicated by the black line with a near up-right position) in the TKE run, 

while it is located almost at the same RMW radius in the CTL run. Consistent with this vertical 

motion distribution, the boundary layer convergence is found to be much larger in the TKE run 

than in the CTL run, so is the divergence immediately above the boundary layer. From the 

dynamical standpoint, this coupled structure between convergence/divergence and vertical 

velocity indicates the consistency of the mass continuity that is initiated from the boundary layer 

convergence (Ooyama 1969; Shapiro and Willoughby 1982). The peak boundary layer 

convergence is located slightly inward to the storm center in the TKE run than in the control run. 

This result (Fig. 5) also indicates the ability of convection to ventilate mass at the rate that is 

converging in the boundary layer (Kilroy et al. 2016). 

The importance of deep convection near the RMW for hurricane intensification has been in 

fact documented in numerous observational and modeling studies (e.g., Vigh and Schubert 2009; 

Guimond et al. 2010; Rogers et al. 2013).  The representation of convection can be evaluated 

using contoured frequency by altitude diagrams (CFAD) of vertical velocity w, which shows the 

vertical variation of the distribution of w (Yuter and Houze 1995). Previous studies by, e.g., 

Rogers et al. (2007), Nolan et al. (2013), and Zhang et al. (2015), showed that CFDA between 
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the HWRF model and observations is significantly different. Figures 6a and 6b, respectively, 

show CFADs of w in the eyewall region (0.75-1.25 x RMW) for the CTL and TKE runs. It 

appears that the strongest updrafts (i.e., top 0.1 – 0.3% of the distributions of w>5 m s) are more 

frequent in the TKE run than in the control run. There are more strong updrafts in the TKE run 

above the boundary layer. As mentioned earlier, this result from the CFADs suggests that deep 

convection is linked to the vortex intensification, by ventilating mass of air converging in the 

boundary layer. In the TKE run, since the deep convection is weak, the residual mass flowing out 

just above the boundary layer could cause a spin-down of the model vortex as discussed in 

Kilroy et al. (2016). 

To further examine the difference of the control and the TKE experiment around the 

instant at which VMAX in the two runs shows large divergence (i.e., t=72 h), counts of 

convective bursts1 10 h before this bifurcation point in intensity as a function of radius to the 

storm center normalized by the RMW at 2 km are shown in Figs. 7a and 7b, for the CTL and 

TKE runs, respectively.  It appears that the majority of the bursts are located at the RMW 

(0.75-1.2 RMW) for the TKE run, but most of the bursts are either located at the RMW or 

outside the eyewall (~3 RMW) in the control run.  This result is consistent with Rogers et al. 

(2013) and Zhang et al. (2017) who found that the bursts tend to locate at the location near the 

RMW for intensifying group of storms whereas the bursts tend to locate away from the RMW 

from the center for steady-state group based on Doppler radar data. This result suggests that the 

boundary layer structure is strongly coupled with the deep convection. 

                                                           
1 Here a convective burst is defined as a grid point with its maximum vertical motion > 3 m s-1 above 8 

km altitude.   
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The azimuthally averaged inertial stability during the same period (t=48-72 h) is shown 

in Figs. 7c and 7d, respectively, for the control and TKE runs. The peak of the inertial stability is 

located at ~ 0.5 RMW in the boundary layer for both runs. We note that the inertial stability is 

larger in the CTL run inward of the RMW (~0.7 – 1 RMW), which is located at roughly 6 km 

altitude. Despite this difference, the vertical and horizontal distribution of the azimuthally 

averaged inertial stability in the CTL and TKE runs are quite consistent with the Doppler radar 

composites given by Rogers et al. (2013) for steady-state and intensifying storms, respectively. 

This result also agrees with HWRF forecasts shown by Zhang et al. (2017) that examined the 

effect of vertical eddy diffusivity on TC intensification. It is evident from Fig. 7 that the bursts 

(i.e., deep convection) are located at locations of higher inertial stability in the TKE run than in 

the CTL run, where energy from the latent heat release would be transferred more efficiently to 

kinetic energy according to theoretical work given by Nolan et al. (2007). 

To further understand the dynamics that is responsible for the difference in the intensity 

between the two experiments, we follow Zhang and Marks (2015) and analyze the budget of the 

absolute angular momentum defined as = 𝑟𝑟𝑉𝑉𝑡𝑡 + 𝑓𝑓𝑟𝑟2/2 , where r is radial distance and f is the 

Coriolis frequency). The description of the angular momentum budget below parallels that of 

Zhang and Marks (2015), which showed that the budget equation of the azimuthally-averaged M 

tendency is given by 

 

∂ < M >
∂t

= − < Vr >
∂ < M >

∂r
− < w >

∂ < M >
∂z

− < Vr
' ∂M '

∂r
> − < w'

∂M '
∂z

> +Fr , (4) 

where the brackets represent azimuthal averages at a constant height, and the primes denote a 

departure from the azimuthal mean (or et below parallels that of Zhang and Mark) are storm 

relative. The terms on the right-hand side of Eq. (1) are, respectively, the mean radial advection 
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of <M>, the mean vertical advection of <M>, the radial advection of the resolvable eddy 

angular momentum, the vertical advection of the resolvable eddy angular momentum, and the 

combined diffusive and boundary layer tendency2 (Fr). 

Figure 8 shows time averages of the terms in the azimuthally-averaged angular 

momentum Eq. (4) during the period before the intensity bifurcation point (between 48-72 h) for 

two simulations. The <M> tendency is found to be larger in the eyewall region in the TKE run 

(Figs. 8a and 8b), which is consistent with the trend of intensity change shown in Fig. 1. In both 

simulations, the total mean advection of <M> and the Fr terms are the main source and sink 

terms for the tendency of <M> , respectively (Figs. 8c, 8d and Figs. 9g, 9h), which are similar 

in structure but have an opposite sign. The spin-up of the vortex in the boundary layer is mainly 

due to the positive mean advection of <M>, consistent with Smith et al. (2009). It is evident 

from Figs. 8c and 8d that the mean advection of <M> in the TKE run is much larger than that in 

the control run, which explains why the storm in the TKE run intensifies faster than that in the 

CTL run, given the same eddy advection of <M> between these two runs (Figs. 8e and 8f). Note 

however that the friction term is also larger in the TKE run than in the control run due to the 

shallowed PBL height (cf. Fig. 3b). Despite this larger fictional term in the TKE run, the net 

tendency of <M> is overall still larger in the TKE run. Consistent with previous studies, it is 

seen in both experiments that the mean advection of <M> is indeed mainly from the horizontal 

mean advection component or the convergence of <M>, especially in the boundary layer. 

                                                           
2The Fr term is the combination of the vertical and horizontal diffusion caused by sub-grid processes. 
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4.  Summary 

This study investigates the sensitivity of simulated hurricane intensity and structure to 

two different types of the PBL schemes in the HWRF model, with one scheme based on the 

K-profile method, and the other based on the TKE budget method. This work is part of a series 

of recent studies that employed the idealized configuration of the operational HWRF model to 

understand the impact of model physics on hurricane intensity and structure simulations (Bao et 

al. 2012; Gopalakrishnan et al. 2013; Kieu et al. 2014; Zhang and Marks 2015). In this study, 

idealized simulations with the two PBL schemes, referred to as control run and TKE run, are 

respectively conducted and analyzed. The results show that the storm in the TKE run is 

significantly stronger than that in the CTL run after three days into integration. Multi-scale 

structures are then compared between these two runs to elucidate structural differences that are 

responsible for the different intensification after the two runs start showing a substantial 

divergence in the model intensity. 

First, it is found that although the storm size is found to be similar in these two 

simulations, the kinematic boundary layer height is noticeably smaller in the TKE run is than in 

the CTL run. Corresponding to this shallower PBL depth, the strength of the boundary layer 

inflow and boundary layer convergence are much stronger in the TKE run than in the control run. 

Second, the location of the peak convergence is found to be located at the radius closer to the 

storm center in the TKE run. Analyses of convective bursts during the period prior to the 

intensity divergence reveal that there are more convective bursts inside the eyewall region in the 

TKE run than those seen in the control run. Stronger updrafts are also found in the TKE runs 

inward from the RMW, which are collocated with higher inertial stability. These structural 

differences are consistent with previous observational studies (e.g., Rogers et al. 2013, 2015, 
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2016; Zawislak et al. 2016), theoretical studies (Nolan et al. 2007; Vigh and Schubert 2009), and 

numerical studies (Smith et al. 2017; Zhang et al. 2017; Leighton et al. 2018), thus explaining 

why the storm in the TKE run tends to intensify faster, given the simulated vortex-scale and 

convective-scale structural differences. Furthermore, the angular momentum budget analysis 

suggests that the convergence of angular momentum in the boundary layer is indeed much 

stronger in the TKE run than in the control run. Our result is also consistent with the hurricane 

spin-up theory revisited by Smith et al. (2009) that emphasized on the boundary layer 

mechanism. 

While it is still an open question of which PBL scheme will be better suited for hurricane 

simulations for practical applications, our analyses could show at least that the TKE scheme 

results in an expected vortex structure similar to what has been obtained from previous 

observational studies. As part of HFIP, this work is one of several ongoing efforts to evaluate 

and improve the physical parameterizations of the operational hurricane model (e.g., HWRF). In 

this regard, this work can provide useful guidance for upgrading the PBL physics in the HWRF 

model in upcoming implementation. Our future work will focus on model diagnostics of the 

HWRF simulations for real storms with different PBL schemes to help further understand the 

roles of PBL schemes in hurricane intensity and forecasts. 
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Figure 1: Plots of simulated storm intensity for the two idealized HWRF runs with different 
PBL schemes.  The control experiment used the GFS scheme as in the HWRF model (V3.6).  
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Figure 2: Plots of (a) the maximum azimuthally averaged tangential wind speed (<Vt>), (b) 
minimum azimuthally averaged radial wind speed (<Vr>), (c) radius of maximum wind speed at 
2 km altitude as a function of forecast time for the control (blue) and TKE (red) simulations.  
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Figure 3:  Radius-height plot of azimuthally averaged tangential (upper panels) and radial 
(lower panels) wind speed averaged during 48-72 h of forecasts for the control (left panels) and 
TKE (right panels) simulations.  The black dashed line represents the height of the maximum 
tangential wind speed and the black solid line represents the inflow layer depth defined as the 
height of 10% peak inflow following Zhang et al. (2011).  
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Figure 4:  Radius-height plot of azimuthally averaged vertical velocity (upper panels) and 
divergence (lower panels) averaged during 48-72 h of forecasts for the control (left panels) and 
TKE (right panels) simulations.  The black line represents the radius of maximum wind speed at 
each level.  
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Figure 5: Radius-height plot of azimuthally averaged relative vorticity averaged during 48-72 h 
of forecasts for (a) control and (b) TKE simulations.  The white line represents the radius of 
maximum wind speed at each level.  



28 

 

Figure 6: Contoured frequency by altitude (CFAD) diagram of the vertical velocity for the 
eyewall region (0.75r* < r < 1.25 r*) for (a) control and (b) TKE simulations.  
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Figure 7: Plots of boundary layer heights as a function of forecast time.  
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Figure 8:  Radius-height plots of the terms in the azimuthally-averaged absolute angular 
momentum (<M>) budget for simulations with the control run (left panels) and TKE run (right 
panels) during a period of rapid intensification (between 48-72 h).  These budget terms include 
the local rate of change of (<M>) (a and b), the total mean advection (c and d), the sum of the 
eddy transport of (<M>) (e and f), and the friction term, Fr (g and h). The black line represents 
the radius of maximum azimuthally-averaged tangential wind speed. 
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