Understanding Rapid Changes in Phase Partitioning between Cloud Liquid and Ice in Stratiform Mixed-Phase Clouds: An Arctic Case Study
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ABSTRACT

Understanding phase transitions in mixed-phase clouds is of great importance because the hydrometeor phase controls the lifetime and radiative effects of clouds. In high latitudes, these cloud radiative effects have a crucial impact on the surface energy budget and thus on the evolution of the ice cover. For a springtime low-level mixed-phase stratiform cloud case from Barrow, Alaska, a unique combination of instruments and retrieval methods is combined with multiple modeling perspectives to determine key processes that control cloud phase partitioning. The interplay of local cloud-scale versus large-scale processes is considered. Rapid changes in phase partitioning were found to be caused by several main factors. Major influences were the large-scale advection of different air masses with different aerosol concentrations and humidity content, cloud-scale processes such as a change in the thermodynamical coupling state, and local-scale dynamics influencing the residence time of ice particles. Other factors such as radiative shielding by a cirrus and the influence of the solar cycle were found to only play a minor role for the specific case study (11–12 March 2013). For an even better understanding of cloud phase transitions, observations of key aerosol parameters such as profiles of cloud condensation nucleus and ice nucleus concentration are desirable.

1. Introduction

Observations over the last half century have shown that the Arctic environment has changed at a faster rate than the rest of the planet (Serreze et al. 2009; Hansen et al. 2010). This effect, known as Arctic amplification, reflects the strong positive feedbacks unique to polar regions (Serreze and Barry 2011). Increasing temperatures (Chapman and Walsh 1993; Przybylak 2007; Miller et al. 2013), melting sea ice (Stroeve et al. 2007; Comiso et al. 2008; Comiso 2012), and degrading permafrost (Romanovsky et al. 2002; Brown and Romanovsky 2008) have all been documented throughout the northern high latitudes. Cloud radiative effects have important impacts on the surface energy budget and melting or growth of land- and ocean-based ice (Kay and Gettelman 2009; Kay et al. 2008; Schweiger et al. 2008), and thus likely play a key role in these changes.

To better understand the causes behind these changes and to help predict the direction of future changes, the scientific community is turning to a variety of numerical modeling tools. These models, while providing interesting insight, have been demonstrated to have issues with the representation of some notable processes. Specifically, simulation of high-latitude clouds has proven troublesome for many models (Tjernström et al. 2008; de Boer et al. 2012, 2014), and in particular correct partitioning of hydrometeor phase (liquid vs ice) has caused issues (Klein et al. 2009; Solomon et al. 2009; Morrison...
et al. 2011). This phase partitioning is critically important because the two phases impact atmospheric radiative transfer in substantially different ways, with liquid clouds generally being more reflective of solar radiation and more emissive of radiation at infrared wavelengths (Intieri et al. 2002; Shupe and Intieri 2004).

One reason these clouds have been so challenging to correctly simulate in numerical models is that their existence and persistence is controlled by ice properties and their interaction with other drivers such as cloud liquid and dynamical forcing (Morrison et al. 2012). The existence of liquid water at supercooled temperatures is inherently unstable due to the fact that liquid water has a higher saturation vapor pressure than ice such that water vapor deposition to ice occurs more readily than to liquid. Because of this, in a mixed-phase environment ice deposition is typically stronger than liquid condensation and often leads to evaporation of liquid (Wegener 1911; Bergeron 1935; Findeisen 1938). From a modeling perspective, this introduces a challenging environment, and models tend to convert water to the ice phase too aggressively (Harrington et al. 1999; Klein et al. 2009), resulting in a shortened lifetime of liquid-containing clouds relative to the true atmosphere. This reduction of simulated cloud lifetime results in excessive incoming solar irradiance at Earth’s surface, and reduced incoming longwave (LW) irradiance (English et al. 2015).

To better characterize and understand the partitioning of phase in Arctic clouds, studies have been completed using a combination of surface-based remote sensors. Several previous studies focus on describing phase partitioning in Arctic mixed-phase clouds from a long-term point of view such as a seasonal cycle or interannual variability (e.g., Shupe et al. 2006; de Boer et al. 2009; Shupe et al. 2015) or with an emphasis on spatial differences at multiple Arctic sites (e.g., Shupe 2011). Other studies look at more detailed aspects of the problem, for example on the influence of aerosols or dynamical cloudsurface coupling state or variable surface characteristics on phase partitioning (e.g., Verlinde et al. 2007; McFarquhar et al. 2011; Shupe et al. 2013; Sotiropoulou et al. 2014). Similar aspects have been studied from a modeling perspective (e.g., Fan et al. 2009; Solomon et al. 2011; Fridlind et al. 2012; Ovchinnikov et al. 2014; Savre et al. 2015; Solomon et al. 2015).

On the backdrop of these past studies there is still the need to better understand the interplay of detailed cloud-scale processes with larger-scale processes and how these lead to transitions in phase partitioning. In particular multiscale observational studies are needed to evaluate the general conceptual understanding of these clouds as outlined by Morrison et al. (2012). The current comprehensive study aims to examine processes controlling phase transitions in a persistent Arctic mixed-phase cloud by using a unique combination of instruments and retrieval methods. It combines observations and models to understand many of the physical processes responsible for changes in phase partitioning and looks at the interplay of large-scale versus local processes.

In this work, the focus is on a persistent low-level single-layer stratiform Arctic mixed-phase cloud observed during 11–12 March 2013 at the U.S. Department of Energy’s (DOE) Atmospheric Radiation Measurement (ARM) North Slope of Alaska (NSA) permanent site in Barrow, Alaska (Verlinde et al. 2016). This case is one of particular interest due to a significant shift in observed precipitation that strongly impacted the phase partitioning in the cloud system. For the first 12 h of this case (1100–2300 UTC 11 March), the observed liquid portion of the cloud cover featured a steady cloud-top height (850 m) with a gradually descending liquid cloud base (from 650 to 450 m) and continuous ice precipitation (Fig. 1). At approximately 0000 UTC 12 March the ice precipitation intensity significantly decreased. By 0600 UTC 12 March, a second decrease in precipitation intensity was observed. Thereafter, precipitation was generally light, with some heavier bursts between 0900 and 1400 UTC. By 0900 UTC 12 March, the cloud top had descended to below 600 m and the liquid water amount started to decline. Please note that throughout this manuscript “ice precipitation” is used synonymously with precipitation of ice and snow or simply snowfall.

Through analysis of the data collected by extensive ground-based remote sensing and in situ observing systems (described in section 2a) as well as nested Weather Research and Forecasting (WRF) Model simulations and European Centre for Medium-Range Weather Forecasts (ECMWF) radiative transfer simulations (section 2b), we examine the processes responsible for these rapid changes in precipitation rates and cloud liquid, which ultimately impact the cloud phase partitioning. After introducing the synoptic and mesoscale context in section 3, we evaluate a variety of factors that are necessary to understand phase transitions including the evolution of the internal dynamics and microphysics of the low-level mixed-phase cloud, their response to observed changes in aerosol properties and the mesoscale environment, and the influence of an upper-level cirrus cloud (sections 4 and 5). The conclusions summarizing the findings are provided in section 6.

2. Methods

a. Observations

The U.S. DOE ARM program supports process-level understanding of atmospheric phenomena and the
development of predictive tools through the management and implementation of observational user facilities. The principal NSA facility, along north coastal Alaska, is in Barrow (71.34°N, 156.68°W). This station has been providing key atmospheric measurements to the scientific community since 1997, and includes a wide variety of instrumentation to observe clouds, atmospheric state, surface–atmosphere exchange, and, in collaboration with the National Oceanic and Atmospheric Administration (NOAA), aerosol particle properties. An overview of the specific instrumentation and data products used in the present study is provided here and summarized in Table 1.

Atmospheric state was obtained from continuous surface meteorological observations of pressure, temperature, relative humidity, wind speed, and wind direction as well as radiosondes launched every 6–12 h. Radiosonde launches were performed at the ARM site.

**FIG. 1.** The stratiform cloud of interest, as seen by the (a) Ka-band radar (KAZR) reflectivity from surface to 7-km altitude, (b) KAZR reflectivity from surface to 1-km altitude, (c) High Spectral Resolution Lidar (HSRL) particle backscatter cross section, and (d) horizontal winds estimated by the VAD method using X-SAPR PPI scans. The VAD method was applied to each PPI scan, and then the estimated horizontal winds were averaged over all PPIs of a volume scan every 50 m and plotted every 100 m. Black dots in (b) and (c) represent cloud bases observed by ceilometer. The gray line in (d) represents the −40-dBZ isoline of KAZR radar reflectivity.
as well as the National Weather Service site in Barrow (approximately 5 km distance; Fig. 2).

An extensive suite of ground-based remote sensing instruments is operated at the Barrow site with High Spectral Resolution Lidar (HSRL) and multifrequency vertically pointing and scanning radars being the key instruments for the observation of clouds and precipitation (Kollias et al. 2007). The synergistic combination of wavelengths observed by these sensors offers a unique opportunity to characterize a variety of cloud, precipitation, and dynamical properties. While radar signals are dominated by larger particles such as ice crystals, lidars are most sensitive to smaller, but more populous, particles such as cloud droplets and aerosol particles (Shupe 2007; Illingworth et al. 2007). This sensitivity of lidars to more abundant smaller particles also results in quicker attenuation, such that these instruments can only penetrate clouds up to an optical thickness of about 3 (Dupont et al. 2010). The full vertical cloud profile above the site is obtained with the 35-GHz Ka-band ARM zenith-pointing radar (KAZR) having a range gate resolution of 30 m and a temporal resolution of 4 s. The KAZR calibration was evaluated using the statistical technique based on CloudSat observations (Protat et al. 2011), demonstrating that the KAZR “a1” level datastream is well calibrated. Hydrometeor phase is determined using the HSRL, which measures backscatter intensity and depolarization ratio (Eloranta 2005). High backscatter coefficients and depolarization ratios close to zero indicate cloud regions dominated by liquid phase while regions with high depolarization indicate nonspherical ice crystals (Sassen 2005). Column-integrated values of liquid water path (LWP) are retrieved from microwave radiometer (MWR) measurements (Cadeddu et al. 2013) with uncertainty on the order of 25 g m$^{-2}$ (Westwater et al. 2001) or less.

Microphysical properties of the ice phase [ice water content (IWC), ice particle general effective size $D_{ge}$ (Fu 1996), and ice particle number concentration $N_{ice}$] and liquid phase [liquid water content (LWC), droplet number concentration $N_{liq}$, and droplet effective radius $R_{eff}$] are retrieved from coincident measurements of HSRL, KAZR, MWR, and radiosondes using advanced multisensor retrieval algorithms (Wang and Sassen 2002; Hogan et al. 2006; Zhang et al. 2014; Wang et al. 2014). Specifically, profiles of $D_{ge}$ are retrieved from HSRL cloud extinction and KAZR reflectivity ($Z_{e}$) profiles using algorithms developed in Wang and Sassen (2002). Profiles of IWC are determined using the $Z_{e}$-temperature-based IWC retrieval algorithms developed by Hogan et al. (2006). Vertical integration of the IWC results in ice water path (IWP) estimates. The uncertainty in retrieved IWC is approximately 60% based on the evaluations in Heymsfield et al. (2008). The $N_{ice}$ profiles are retrieved from KAZR $Z_{e}$ measurements using algorithms developed in Zhang et al. (2014) where it was shown that, statistically, the retrieved $N_{ice}$ in stratiform mixed-phase clouds has an uncertainty of a factor of 2. Please note that since $N_{ice}$ is the mean ice particle number concentration between the liquid-dominated mixed-phase layer top and 500 m below, it can only be retrieved if the cloud top is higher than 500 m. LWC profiles are retrieved from cloud liquid-dominated-layer base height and the closest sounding temperature profiles by assuming an adiabatic profile with the integrated LWP constrained by the values retrieved from the MWR. Both $N_{liq}$ and $R_{eff}$ are retrieved from HSRL cloud extinction and LWC profiles (Wang et al. 2014). However, the uncertainties in retrieved $N_{liq}$ and $R_{eff}$ have not yet been evaluated; $N_{liq}$ is only retrieved for LWP $> 25$ g m$^{-2}$.

In-cloud vertical velocity $W$ and turbulent kinetic energy (TKE) dissipation rate $\varepsilon$ are derived from vertically pointing KAZR measurements. Vertical velocity can only be derived in atmospheric parcels that contain cloud liquid water droplets as identified by multiple sensors (Shupe 2007), under the assumption that those droplets serve as tracers for air motions due to their negligible terminal fall speed. The air motion is estimated at the KAZR time resolution of about 4 s using

<table>
<thead>
<tr>
<th>Instrument Specifications</th>
<th>Observed and/or derived quantities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weather station sensors</td>
<td>$T, p, RH, \text{horizontal wind}$</td>
</tr>
<tr>
<td>Radiosondes</td>
<td>$T, p, RH, T_d, Q_e, \text{horizontal wind}$</td>
</tr>
<tr>
<td>Ka-band ARM zenith-pointing radar (KAZR)</td>
<td>35 GHz</td>
</tr>
<tr>
<td>High Spectral Resolution Lidar (HSRL)</td>
<td>532 nm</td>
</tr>
<tr>
<td>Microwave Radiometer (MWR)</td>
<td>23.8 and 31.4 GHz</td>
</tr>
<tr>
<td>X-SAPR</td>
<td>Dual-polarization</td>
</tr>
<tr>
<td>TSI 3563 nephelometer</td>
<td>450, 550, and 700 nm</td>
</tr>
<tr>
<td>Particle Soot/Absorption Photometer (PSAP)</td>
<td>467, 530, and 660 nm</td>
</tr>
<tr>
<td>TSI 3010 Condensation Particle Counter (CPC)</td>
<td>10 nm to 3 $\mu$m</td>
</tr>
</tbody>
</table>
the edge of the KAZR Doppler spectra resulting from these liquid droplets (Shupe et al. 2008), with corrections applied for spectral broadening and other biases. For analysis purposes, skewness of the vertical velocity distribution is computed using a running 30-min window over three adjacent vertical heights. The TKE dissipation rate $e$ is derived from the temporal variance of KAZR mean Doppler velocity for all atmospheric volumes that contain liquid and/or ice hydrometeors (Shupe et al. 2012), under the assumption that variations of the measured velocity on the time scales of interest are primarily driven by turbulent motions instead of changes in particle terminal fall speed.

Additional insight into the cloud microphysical and dynamical processes is gained by considering higher moments of the KAZR Doppler spectra instead of only the first three moments [reflectivity, mean Doppler velocity, spectral width; Kollias et al. (2007)]. Specifically, the spectral skewness of the primary Doppler spectrum peak (the peak having the highest signal above the mean
noise level) is analyzed. Pronounced bimodal Doppler spectra (resulting in spectra with nonzero skewness) are an indicator of particles with different fall velocities being present in the same radar sample volume and can be used to identify and characterize liquid- and ice-phase components in mixed-phase clouds (Shupe et al. 2004; Luke et al. 2010; Verlinde et al. 2013; Yu et al. 2014; Kalesse et al. 2016).

To capture the horizontal structure and wind field of the precipitating cloud system, the polarimetric X-band scanning ARM precipitation radar (X-SAPR) was used. The characteristics of the radar system are described in detail in Oue et al. (2016). Plan position indicator (PPI) and range–height indicator (RHI) scans are used here to provide spatial and vertical information on cloud and wind structure. Horizontal wind profiles were estimated using the velocity–azimuth display (VAD) method (Browning and Wexler 1968) applied to X-SAPR Doppler velocities at each elevation angle of the PPI scans.

Surface-based aerosol measurements used in this study are from the NOAA/Earth System Research Laboratory (ESRL) Global Monitoring Division (GMD) Aerosol Observing System at Barrow. This system provides aerosol measurements that are quantitatively comparable to those made at other NOAA and ARM sites, in part due to ARM-funded upgrades in instrumentation in 1997 and 2006. This aerosol observing system provides information on light scattering (TSI Nephelometer) and absorption [Radiance Research Particle Soot/Absorption Photometer (PSAP)] as a function of wavelength for two particle size ranges (>1 and >10 nm). The nephelometer measures total scattering and backscattering at 450, 550, and 700 nm, while the PSAP gives continuous absorption at 467, 530, and 660 nm. In addition, this system obtains information on particle concentration for particles larger than 10 nm from a TSI 3010 Condensation Particle Counter (CPC). Measurements from these instruments are provided in a quality-controlled format at a temporally averaged resolution of 1 min.

b. Overview of relevant model components

To provide large-scale context for the case and to examine important processes in more detail, multiple model approaches are employed.

Limited-area model simulations are used to identify processes that cause the descent of the cloud layer and the role of surface and large-scale forcing in the observed precipitation and phase partitioning transitions. The limited-area model used is the WRF (version 3.5) with 3 two-way nested grids with horizontal grid spacings (domains) of 12 km (1176 km x 1176 km), 3 km (504 km x 504 km), and 0.5 km (60 km x 60 km) and 46 vertical levels in the lowest 2 km. The model is forced with lateral and surface boundary conditions from the ECMWF four times daily, 137-level, 16-km operational analyses. The model is spun up by integrating from 0000 to 1200 UTC 11 March 2013. The simulations are run from 0000 UTC 11 March to 0000 UTC 13 March 2013. Radiation, surface layer, land surface, and planetary boundary layer options used in the model runs are described in Table 2. Following Morrison et al. (2011) and Ovchinikov et al. (2014), ice particle formation is parameterized to maintain a constant ice particle number concentration by relaxing to a specified number concentration when the ice supersaturation exceeds 5% and the grid point contains liquid water. The specified total ice + snow particle number concentration used in this study is 1 L−1.

Cloud droplets are activated using resolved and sub-grid vertical motion (Morrison and Pinto 2005) and a lognormal aerosol size distribution (assumed to be ammonium bisulfate and 30% insoluble by volume) to

<table>
<thead>
<tr>
<th>Package</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiation package</td>
<td>National Center for Atmospheric Research Community Atmosphere Model longwave and shortwave radiation package. The longwave code allows for interactions with resolved clouds and cloud fractions (Collins et al. 2004).</td>
</tr>
<tr>
<td>Land surface package</td>
<td>Noah land surface model; the unified NCEP/NCAR/AFWA scheme with soil temperature and moisture in four layers, fractional sea ice, and snow cover (Chen and Dudhia 2001)</td>
</tr>
<tr>
<td>PBL mixing package</td>
<td>Yonsei University scheme with nonlocal-K scheme with explicit entrainment layer and parabolic K profile in unstable mixed layers (Hong et al. 2006)</td>
</tr>
<tr>
<td>Microphysics package</td>
<td>Morrison two-moment scheme including prognostic cloud droplets, cloud ice, rain, snow, and graupel/hail (Morrison et al. 2009)</td>
</tr>
</tbody>
</table>
derive cloud condensation nuclei spectra following Abdul-Razzak and Ghan (2000). The aerosol accumulation mode is specified with concentrations of 200 cm$^{-3}$, modal diameter of 0.188 $\mu$m, and geometric standard deviation of 1.4 $\mu$m, based on springtime in situ aircraft measurements near Barrow (McFarquhar et al. 2011). In this formulation, ice nuclei (IN) and cloud condensation nuclei (CCN) are treated as separate species. The microphysical cloud scheme used in this study includes two moments for cloud droplets, rain, ice, snow, and graupel (Morrison et al. 2009). This means a prognostic equation for mass mixing ratio and number mixing ratio is integrated for each of the five hydrometeor classes.

To estimate the origins of air masses found over the North Slope during this case period, the Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT; Draxler and Hess 1998) model was used. HYSPLIT was run online through the Real-time Environmental Applications and Display System (READY; Draxler and Rolph 2015; Rolph 2016). The simulations completed with HYSPLIT were executed as an ensemble of 24- or 48-h back-trajectory calculations ending in 6-h intervals between 1200 UTC 11 March and 0000 UTC 13 March 2013, with meteorology supplied by the 1° Global Data Assimilation System (GDAS) model from the National Centers for Environmental Prediction (NCEP). Vertical velocity for calculating the trajectories was derived from the model output, and the end point was selected to be at an altitude of 500 m above the Barrow site.

Short-term forecasts from the Monitoring Atmospheric Composition and Climate (MACC) model are used here to gain a wider perspective on aerosol transport at and around the NSA site during the case study period, and help us understand to what degree locally observed shifts in aerosol amount and type might be attributed to advection versus local processing. A lower-resolution version (T255, 60 level) of the operational ECMWF model has been developed under the MACC project to include 12 aerosol species (Morcrette et al. 2009; Benedetti et al. 2009). The model is primarily a chemical transport model: sources are prescribed at the surface, but the vertical distribution is largely determined by the model transport. Observed Moderate Resolution Imaging Spectroradiometer (MODIS) total aerosol optical depth (AOD) is assimilated by the MACC system and acts as a constraint on total aerosol amount. However, the assimilation system does not change the relative contribution to total AOD by each individual aerosol species, but adjusts the mass in all categories in proportion to achieve a better match to the observed total AOD. Wet removal by precipitation is included, but the aerosol is otherwise noninteractive with the microphysics and radiation. As such, the details of speciation may be unreliable at times, but to the degree that the model captures the air motion well, it can provide reasonable constraint on the larger-scale transport of air masses and some basic aerosol properties contained therein.

Finally, an offline version of the operational ECMWF forecast model’s radiation scheme (Morcrette et al. 2008) is used to gain a better understanding of the potential radiative impact of the observed clouds. The scheme uses the Rapid Radiative Transfer Model (Mlawer et al. 1997) in conjunction with the Monte Carlo independent column approximation (Barker et al. 2002; Pincus et al. 2003) for both shortwave and longwave calculations. To this end, the ECMWF offline radiation model is used for single time steps with prescribed profiles for atmospheric and cloud variables. The starting points for these profiles are the operational model profiles from the grid point nearest the NSA site, which are close to the observed profiles from radiosonde due to data assimilation. The model’s cloud variables (LWC, IWC, and cloud fraction) are then replaced with estimated hourly mean values from retrievals performed on the observations (see section 2a).

3. Synoptic and mesoscale context

The cloud system of interest for this case, as revealed by KAZR and HSRL measurements at Barrow, consisted of a low-altitude, mixed-phase stratocumulus cloud observed from 1100 UTC 11 March to 2400 UTC 12 March (Fig. 1). Throughout the period of interest, the NSA site was influenced by a high pressure system centered east of Barrow and moving slowly eastward. Regional MODIS satellite imagery (not shown) reveals a fractured sea ice pack with typical lead patterns in the ice associated with deformation to the north and west of Barrow. Along the coast to the southwest of Barrow there was open water area extending 5–20 km offshore that could serve as a source of moisture and heat to the lower atmosphere.

The temporal and spatial structure of horizontal winds during the case was observed from periodic radiosondes providing high-resolution vertical profiles (Fig. 2) as well as consistent measurements by surface anemometers (Fig. 3b) and vertical profiles from X-SAPR measurements using the VAD technique (Fig. 1d). X-SAPR PPI scans were used to estimate spatial distributions of low-level winds as well as cloud and precipitation structures (Fig. 4).

Prior to the onset of the stratocumulus cloud at Barrow surface layer winds were easterly, with generally weak vertically incoherent winds below 1 km (Fig. 2a). When the cloud layer initially appeared at Barrow
around 1030 UTC 11 March, surface layer winds were southeasterly, with substantial shear in the lowest 300 m and primarily west-northwest winds up through the cloud level and into the free troposphere (Figs. 1d and 2b). To the west of Barrow was a region of west-southwesterly low-level winds that approached in time (Fig. 4). At 1639 UTC the X-SAPR PPI showed large-scale, low-level convergence near Barrow leading to isentropic ascent. At about 2300 UTC 11 March a weak mesoscale boundary with warm front characteristics passed over Barrow from the west. This frontal passage resulted in a further shift to southwesterly surface layer winds, with closer alignment to the descending layer of westerly cloud level winds, and decreased vertical shear. Over the following hours the cloud level winds shifted more southerly, then around 0800–0900 UTC 12 March, the winds from the surface up through the cloud level all shifted toward a southeasterly direction and steadily increased in strength through the end of the case (Figs. 1d and 4).

The large-scale setting and resulting winds strongly influenced the atmospheric thermodynamic structure within which the clouds of interest occurred. Before the low cloud encroached upon Barrow, radiosonde and surface meteorological measurements show cooling surface temperatures below −20°C, a near-surface temperature inversion, and water vapor mixing ratios $Q_v$ at or less than 1.0 g kg$^{-1}$ (Fig. 2). At 1130 UTC, shortly after the cloud formed near solar midnight, warm westerlies above 100 m and low surface temperatures initially strengthened the near-surface temperature inversion. At this time, a cloud-top inversion at about 800 m was also observed. In time the near-surface inversion weakened as the westerly winds aloft descended down toward the surface thus deepening the mixed-layer from above. This process in combination with low-level warm air advection from the open lead to the southwest of Barrow, cloud radiation, and solar insolation warmed the surface layer. Over this time, increases in water vapor mixing ratio at cloud level supported further cloud formation. By the 1730 UTC sounding (near local sunrise), the cloud was 400 m thick, with a strengthening cloud-top inversion, and a well-established cloud-driven mixed-layer extending down to 100 m above the surface. The surface layer below the cloud-driven mixed layer remained relatively dry, and subsaturated with respect to ice, throughout most of 11 March. By the time of the passage of the mesoscale boundary with warm front characteristics (around 2300 UTC 11 March), surface temperatures had risen to $-12^\circ$C coinciding with solar noon (Fig. 3a). At this transition the cloud-driven mixed layer became coupled to the near-surface with a very thin isothermal surface layer of a few tens of meters remaining through a combination of cloud-driven mixing of relatively warm air downward, near-surface winds shifting toward the southwest, and cloud and solar radiative effects warming the surface. The cloud layer at this time was maintained by water vapor mixing ratios of 1.2–1.5 g kg$^{-1}$, potentially supported at low levels by the southwesterly flow over the open water near Barrow, and a cloud-top moisture inversion that likely supported cloud persistence (e.g., Solomon et al. 2014). Over the
following day, the cloud-driven mixed layer remained coupled to the near surface while the water vapor supply, cloud temperature, and surface temperature all decreased as cloud-level winds shifted toward southerly and then southeasterly directions. All of these trends contributed to the descent and thinning of the cloud. Additionally, the ECMWF analysis indicates subsiding large-scale vertical motion within and just above the boundary layer throughout most of the period considered. In the absence of sufficient entrainment or horizontal convergence in the boundary layer, the subsidence will contribute to a lowering of the cloud top. During 12 March while the cloud was thermodynamically coupled to the near surface, the cloud top extended into the temperature inversion as reported in previous studies (e.g., Sedlar et al. 2012).
A second cloud layer was observed over Barrow starting at 0400 UTC 12 March. This cirrus cloud appears to result from a synoptic-scale occluded warm front advected by north-northwesterly winds aloft. The ice cloud descended over time (cloud base decreasing from 5 to 3 km; Fig. 1a). The lifting process aloft diminished gradually resulting in the dissipation of the cirrus at around 1500 UTC 12 March.

4. Evolution of cloud properties and phase partitioning

a. Macrophysics including major shifts in precipitation

During the 37-h duration of the mixed-phase cloud over Barrow, substantial temporal variability in the liquid-cloud layer and associated ice precipitation was observed. For the first third of the case (1100–2300 UTC 11 March), the cloud top was relatively constant at 850 m (Fig. 1b). During the first 5 hours that the cloud appeared over Barrow, the cloud base descended from 650 to 400 m (Fig. 1c), the total cloud thickness increased, and the LWP increased from 0 to 80 g m\(^{-2}\) (Fig. 5a). IWP also increased during this time from 0 to nearly 100 g m\(^{-2}\) (Fig. 5b). Thereafter, until about 2300 UTC 11 March the layer thickness remained approximately steady with LWP varying between 40 and 100 g m\(^{-2}\) (mean of 70 g m\(^{-2}\); Fig. 5a) and persistent ice precipitation with IWP varying between near 0 to 150 g m\(^{-2}\) (mean of 40 g m\(^{-2}\); Fig. 5b). The strongest ice precipitation was observed at 1600–1800 UTC 11 March followed by several snow showers until 2300 UTC. Over this time the ice ratio, defined as IWP/(LWP + IWP), varied between 0 and 0.8 (mean of 0.4; Fig. 5c). At about 2300 UTC 11 March, with the passage of the local front, two important transitions occurred in the cloud structure. First, ice production and precipitation declined sharply, with IWP values less than 10 g m\(^{-2}\) (Fig. 5b) and ice ratios typically much less than 0.2 (Fig. 5e). Second, until about 0700 UTC 12 March, the cloud top descended in two steps down to about 600 m, with LWP remaining variable but within the 30–90 g m\(^{-2}\) range (mean of 65 g m\(^{-2}\)). After 0800 UTC 12 March a second transition occurred, which started the dissipation phase of the cloud layer. Over time the cloud top descended steadily and LWP slowly declined toward complete cloud dissipation over the following 16 h (Fig. 5a).

Time–height evolution of retrieved IWC and LWC are shown in Figs. 5f and 5g, respectively.

The regional structure of the precipitating clouds as it relates to the general wind field is revealed in Fig. 4. Snowbands extending from northwest to southeast are indicated by areas of high reflectivity (Fig. 4). The snowbands passed through Barrow from west to east until 0000 UTC 12 March. The strongest snowfall (0.3–0.4 mm h\(^{-1}\)) occurred at 1600–1800 UTC (Fig. 4, 1639 UTC). After 1800 UTC 11 March there were some intermittent snow showers due to decreased stability aloft until 2300 UTC (Fig. 4; 1939 and 2151 UTC). Afterward, snowfall intensity decreased. The X-SAPR PPI measurements reveal that the intermittent snow showers then became associated with scattered stratocumulus cloud streets. These cloud streets developed near Barrow as the result of cold dry air flowing from over a cold ice- and snow-covered land surface to over a warmer open water surface, initiating a surface-driven convective boundary layer. Directly after the frontal passage, these clouds reached the Barrow shoreline, but with winds shifting to south-southwesterly on early 12 March they moved predominantly offshore (Fig. 4; 0427 and 0839 UTC). A second decrease in ice precipitation was observed at around 0400 UTC 12 March, coinciding with the detection of the upper-level cirrus clouds over the Barrow site.

b. Microphysical evolution

Figure 5d shows the temporal evolution of liquid-dominated layer mean cloud droplet number concentration \(N_{\text{liq}}\) and ice particle concentration \(N_{\text{ice}}\) as retrieved from surface-based remote sensors. The \(N_{\text{liq}}\) fluctuated between 50 and 350 cm\(^{-3}\) with a mean of 170 cm\(^{-3}\) until 0400 UTC 12 March, then decreased sharply to 80 cm\(^{-3}\) and remained low until 0700 UTC 12 March. After this time there was a sharp increase to 300 cm\(^{-3}\). The retrieved \(N_{\text{ice}}\) remained almost unchanged with values of 1–10 L\(^{-1}\) until 0000 UTC 12 March, then it dropped sharply to approximately 0.1 L\(^{-1}\), followed by another drop at 0600 UTC 12 March down to approximately 0.01 L\(^{-1}\). These two times of sharp decrease of \(N_{\text{ice}}\) correspond to the times of ice and precipitation reduction as seen in Fig. 5f. Considering also the temporal evolution of layer-mean \(D_{\text{ge}}\) (Fig. 5e), which decreased from values of up to 200–100 \(\mu\)m at 0000 UTC 12 March and then at 0400 UTC 12 March started to drop to 20 \(\mu\)m, it can be concluded that the sharp decreases of IWC (and IWP) may be caused by decreases in both \(N_{\text{ice}}\) and \(D_{\text{ge}}\).

The evolution of skewness of the KAZR Doppler spectrum \((s_D)\) is shown in Fig. 5h. As previously mentioned, \(s_D\) is nonzero if multiple hydrometeor populations with different fall velocities are present in the same KAZR sampling volume. With negative velocities indicating downward motion, a negative skewness indicates that the slower particle mode dominates the radar return while a positive skewness results when the
backscatter of the faster falling particle mode exceeds that of the slower mode. At cloud top, where LWC is highest, negative skewness was observed while within the cloud skewness was mostly positive due to the growing influence of ice precipitation on the KAZR Doppler spectrum. Below liquid base the skewness was near neutral until 1800 UTC 11 March. Strong negative $s_D$ in the subcloud at 1800–2400 UTC 11 March indicates multiple ice precipitation modes. Radiosondes indicate that temperatures in the liquid-dominated part of the cloud were $-16^\circ$ to $-14^\circ$C, a temperature range where dendrites are formed (Fukuta and Takahashi 1999). KAZR Doppler spectra analysis (not shown) suggests that the negative $s_D$ signature is caused by pure dendrites falling at a few tens of centimeters per second and (fewer) larger ice particles falling at up to

**FIG. 5.** Time series of (a) MWR-derived LWP (black) and WRF-simulated LWP (gray), (b) retrieved (black) and WRF-simulated (gray) IWP, (c) retrieved ice ratio, (d) retrieved $N_{liq}$ (black) and $N_{ice}$ (gray), (e) retrieved layer-mean $D_{ge}$, (f) retrieved IWC, (g) retrieved LWC, and (h) KAZR Doppler spectra skewness $s_D$. The black line in (f)–(h) represents the liquid-cloud base observed by the ceilometer.
1.3 m s⁻¹. According to Fukuta and Takahashi (1999), riming growth at around −15°C is not expected, especially in an environment of rather low LWP of 50–100 g m⁻². The larger ice particles are thus likely aggregates of dendrites. The X-SAPR-observed differential reflectivity averaged over low elevation angles showed low values of less than 0.8 dB, suggesting that spatial particles dominated in the precipitation. Both the ceilometer (pointing 1° off zenith, not shown) and the HSRL (pointing 4° off zenith) show regions of increased particle backscatter cross section below cloud base at 1800–2400 UTC 11 March, which also is an indicator of increased total surface area of precipitating particles during the time of stronger ice precipitation. At 0400 UTC 12 March θD changed to negative values throughout the entire vertical column from cloud top to the lowest radar range gate. This change from positive to negative in-cloud θD is consistent with very limited ice production and ice mass; supercooled liquid droplets thus dominated θD throughout the entire cloud from around 0400 to 0900 UTC. After this time, weak ice production started again and the droplets only dominated at cloud top. This is in agreement with retrieved Dₑ, which increased again to about 50 μm at this time.

c. Local cloud dynamics

Retrievals of vertical air motions and turbulent dissipation rates (Fig. 6) show that the cloud environment underwent an important dynamical transition at 0000 UTC 12 March, concurrent with the frontal passage, decrease in precipitation, and descent of the liquid cloud base. In particular, the vertical profile of turbulent dissipation rate (Fig. 6d), which is a proxy for the magnitude of turbulent mixing, suggested that before this transition the strongest turbulent mixing was associated with the
After the transition, the dissipation rate values suggest that significant turbulent mixing extended from the cloud down to the lowest radar gate (105 m), indicating that the cloud and near-surface were coupled. The amplitude of layer-mean vertical velocity also decreased when this coupling state changed (Fig. 6a). Skewness of vertical velocity ($s_w$), which provides information on the relative partitioning between downdrafts and updrafts, was initially strongly negative, indicating stronger, narrower downdrafts (Fig. 6c). Starting at 0000 UTC 12 March, $s_w$ became increasingly more positive indicating a transition toward relatively stronger, narrower updrafts. This suggests a transition in the relative forcing for vertical mixing from cloud-top radiative cooling toward lower level and/or surface processes as the cloud became coupled to the near surface and the cloud base descended (e.g., Shupe et al. 2013). This shift in dynamical structure is consistent with the observed changes in thermodynamic structure and the shift toward cloud streets observed after the frontal passage.

d. Aerosol properties

Evaluation of the aerosol properties observed at the surface indicates that before 1300 UTC 11 March, the aerosol concentration was consistently around 200 cm$^{-3}$ (Fig. 7). At 1300 UTC 11 March just after the cloud layer encroached, the air mass at Barrow became substantially more polluted, with aerosol concentrations increasing to around 1000 cm$^{-3}$ with short periods with higher values, including peak concentrations of 1500–3000 cm$^{-3}$. The presence of polluted air is further supported by an increase in absorption during this time, indicating an elevated amount of carbonaceous aerosol transported from lower latitudes. After the frontal passage at 2300 UTC 11 March, the aerosol concentrations drop rapidly to values around 200–300 cm$^{-3}$. A spike in aerosol concentration at 0720–0815 UTC is associated with a surface-level wind shift toward the west-southwest. Based on the corresponding increase in
absorption (Fig. 7b) during this time, this is likely the result of local (i.e., Barrow) pollution reaching the site. Interestingly, while both the concentrations and absorption appear to return to their background values after the polluted air moved out of the area, aerosol scattering (Fig. 7c) remained elevated relative to its valued prior to 1200 UTC 11 March.

These local aerosol observations can be put into context with the wider flow by considering HYSPLIT back trajectories and the aerosol burden from the MACC forecast. Total aerosol depth (AOD) at 500 nm from the short-range MACC model forecast (initialized at 0000 UTC 11 March and integrated for 48h, not shown) indicates a polluted air mass to the west and south of Barrow on 11 March. Over the period of interest, the air mass slowly moves east toward Barrow, while the region with elevated AOD to the south retreats farther south.

Back trajectories ending at 1200 UTC 11 March initially group into three clusters with near-surface trajectories generally originating in the east and south, while ones advected from higher altitudes (0.5–1 km) originate in the southwest and west where the MACC forecast suggests higher AODs. By the end of 11 March, most trajectories originate in the (polluted) west and southwest, and the origin of most trajectories is above 0.5 km. Throughout 12 March, increasingly more trajectories arrive at the site from a south-southeasterly direction where the MACC forecast indicates a cleaner air mass.

Together with the direction of the low-level flow (Fig. 3b) this suggests that the higher levels of observed surface aerosol concentration on 11 March may indeed be due to the advection of polluted air (from the west) that diminishes early on 12 March due to a shift in low-level airflow to a more southeasterly direction, a region of origin where the aerosol load is decreasing over time. The MACC forecast itself is consistent with this interpretation, showing a decrease in individual MACC aerosol species' mixing ratios in the near-surface layers during 12 March.

5. Understanding phase transitions

The numerous observational and modeling resources are brought together to understand the processes that control the cloud phase partitioning and its transition in time for this case. This section explores the details of the case that might explain the transition in phase including influences on atmospheric structure, advection, aerosols, and radiative processes. Specifically, we focus on the interplay of local, cloud-scale processes and the large-scale environmental forcing.

The general situation can be summarized as follows: initially, on 11 March the Arctic mixed-phase cloud formed from moisture advected aloft from westerly directions while the cloud is dynamically decoupled from the surface. The surface aerosol concentration increased as ice precipitation began to reach the surface and aerosol properties aloft appear to have allowed for continuous ice production.

Toward the end of 11 March, the low-level wind direction changed to southwest so that the local open ocean could have acted as an additional low-level moisture supply during the time of stronger ice precipitation linked to a frontal system. After the frontal passage (2300 UTC 11 March–0000 UTC 12 March), a change in air mass, especially at low levels, modified the thermodynamic environment, leading to a cloud–surface coupled state and a dramatic drop in ice precipitation rate. At the same time, a change in surface aerosol concentrations and properties was observed. The broader features of aerosol concentration (Fig. 7) and retrieved IWP of the mixed-phase cloud (Fig. 5) are well correlated. This suggests that aerosol properties aloft likely also changed, leading to a decrease in ice formation, a change that is substantiated by a MACC model forecast showing cleaner near-surface levels that may be associated with a reduction in IN. We additionally speculate that it is possible that IN recycling—the reactivation of IN that are mixed vertically by turbulent processes after sublimation in the drier subcloud layer—may have contributed to maintaining high IWP in the decoupled state (before 0000 UTC 12 March) while this process did not play a role after the transition to a near-surface-coupled state when precipitating ice falls in a moisture-rich environment down to the surface and is thus not available for recycling as found in previous studies (e.g., Solomon et al. 2015; Yang et al. 2015). The depth of the mixed-phase layer—which also influences ice particle residence time and thus depositional growth—does not show a significant decrease concurrent with the strong decrease in IWP at 2300 UTC 11 March. Instead, it decreased from 400 to 300 m at 0000–0200 UTC 12 March and then increased again to 350–400 m.

Over the course of 12 March, surface- as well as in-cloud temperature and water vapor content decreased contributing to cloud descent and thinning during a wind shift to first more southerly and later more southeasterly directions. With all else being constant, this cooling of the cloud layer would typically result in an increase in ice production, and not the observed decrease. Therefore, the decrease in ice production does not appear to be the direct result of the evolving thermodynamic regime associated with this system but rather a shift in aerosol. Interestingly, cloud LWP was maintained during the
transition to a near-surface coupled state and only decreased when the direction of airmass advection shifted to southeast, suggesting a reduction of CCN concurrent with the advection of a drier and cleaner air mass. The overall decrease in total water (cloud plus vapor) in time appears to be primarily controlled by advection as the ice precipitation was too weak to be a significant sink of moisture.

To get additional insight into the cloud evolution, WRF Model simulations were performed. For model validation, we first examine the ability of the WRF Model simulations to produce cloud fields similar to those observed. Figure 8 displays spatial distributions of IWP and horizontal wind at 0.2-km height from the 3-km WRF nest, which are similar to the X-SAPR measurements (Fig. 4). Specifically, the main features of the observed cloud system are well represented, including the band of high IWP at 1600 UTC 11 March in Fig. 8a, and the subsequent regions of scattered stratocumulus cloud streets with relatively high IWP located near Barrow (Fig. 8b), which then moved predominantly offshore as winds shifted to the south on 12 March (Fig. 8c).

To evaluate WRF Model–simulated vertical structure, time–height cross sections of simulated cloud + snow ice water content, cloud liquid water content, and wind direction from the 0.5-km WRF nest at Barrow are displayed in Fig. 9. WRF simulation results show a liquid-topped mixed-phase cloud with a pronounced evolution of cloud-top, liquid-cloud base, and ice precipitation intensity. Before 2300 UTC 11 March, simulated IWC was relatively low (0.005–0.01 g kg\(^{-1}\)), while cloud top increased with time from 0.4 to 0.9 km (Fig. 9b). With values up to 0.05 g kg\(^{-1}\), the simulated IWC peaked between 2000 and 0300 UTC 12 March, which is approximately 5 h later than observed by radar at Barrow (Figs. 4 and 5f). During that period modeled LWC also had maximum values. Simulated temperature and wind direction (Fig. 9c) reveal that the modeled snowbands are consistent in time with warm and moist advection by southwesterly winds below 0.4 km. After the snowband passage, ice precipitation and cloud-top height both decreased, with the ice eventually ceasing altogether while the cloud liquid persisted longer. These features generally correspond to what the observations showed. Thus, even though the timing is not correct, the WRF manages to capture a similar transition in phase partitioning and can provide useful context for the observed transition.

A more detailed comparison of observed and simulated LWP and IWP is considered in Figs. 5a and 5b, respectively. Figure 5a shows that WRF-simulated LWP on 11 March is much lower than the MWR-derived LWP, while on 12 March their magnitude is similar. The underestimation of simulated cloud liquid water during 11 March relative to the measurements is due to the underestimation of water vapor mixing ratio in the ECMWF operational analysis used to initialize the WRF in the region where the mixed-phase cloud forms. Simulated IWP is generally lower (higher) than the retrieved values on 11 (12) March (Fig. 5b). However, it should be kept in mind that in the WRF Model the ice + snow number

![Fig. 8. Horizontal cross sections of ice water path (IWP, color shades) and horizontal wind (barbs) at 0.2-km altitude from the 3-km nest WRF simulations for (a) 1600 UTC 11 Mar, (b) 0300 UTC 12 Mar, and (c) 0600 UTC 12 Mar. IWP in units of g m\(^{-2}\), short barbs indicate 5 m s\(^{-1}\), and long barbs indicate 10 m s\(^{-1}\). The crisscross mark and rectangular region in each panel represent the location of Barrow and the X-SAPR observation region presented in Fig. 4, respectively.](image-url)
concentration are quasi-fixed since it is relaxed to 1 L⁻¹ such that transitions in IN concentrations will not be represented. Instead, we should focus on what we can learn from the model in terms of phase partitioning evolution independently as done in Fig. 10.

Pulling information from both the observations and modeling results can help clarify details of the cloud transitions. As previously mentioned, the observations show a significant drop in IWP and retrieved \( N_{\text{ice}} \) concurrent with the change in wind direction and surface-coupling state. A similar picture is revealed from the WRF simulation results in Fig. 10a. The simulated IWP decreased after 0200 UTC 12 March, while simulated LWP remained high even as temperatures at the cloud base and below decreased (Fig. 10c). Given that LWC, cloud-base height, cloud-top height, and relative humidity (Fig. 10b) are similar before and after the passage of the snowbands, and that the cloud-level environment is cooling and in theory supporting additional production of ice (rather than the observed reduction), the fact that the phase partitioning between liquid and ice water content differs so dramatically in those two periods suggests a change in the availability of ice nucleating particles (IN) when the air mass change happened. However, since the given observations do not include profiles of IN, and the WRF Model uses a quasi-fixed \( N_{\text{ice}} \), we are not able to fully explore this hypothesis.

WRF simulations suggest that particle residence time, and thus ice particle growth and size, may have played a key role in the transition in phase partitioning. Figure 10 additionally shows time series of vertical air motion \( w \) (positive = upward), mass-weighted mean snowfall speed \( v \) (positive = downward), snow mixing ratio, snow number concentration, snow effective radius, and snow deposition rate, all averaged between cloud base and 200 m below cloud base where snow growth rates are largest. The focus here is on the description of snow because it comprises the majority of the frozen hydrometeor mass and the depletion of water vapor by deposition, which in turn determines how much water vapor is available for liquid formation. Figure 10d shows that the rapid increase in modeled IWP occurs when the vertical air velocity is upward and exceeds the fall speed of snow. The rapid decrease in modeled IWP occurs when the vertical motion weakens and is significantly less than the fall speed of snow. Interestingly, the LWP is relatively insensitive to the vertical velocity variability [consistent with previous studies such as Solomon et al. (2009)]. Therefore, the variability in modeled IWP can be understood in terms of the residence time of the snow crystals in the mixed layer, which decreases when the updrafts weaken (Yang et al. 2015).

In the model, the snow-effective radius only depends on the mass mixing ratio and number concentration of snow. Since the number concentration is essentially fixed, this means that variability of snow-effective radius (Fig. 10f) is essentially controlled by the variability of mass mixing ratio (Fig. 10e) alone. Mass mixing ratio is in turn affected by residence time and snow deposition rate (Fig. 10e). Observation-based retrieved values of \( D_{\text{ge}} \) were indeed found to be significantly larger during the time of strong ice precipitation compared to later on (Fig. 5e). However, retrieved \( N_{\text{ice}} \) is also higher during the period with increased precipitation (Fig. 5d). Thus,
the variability of $D_{ge}$ seems not be due to residence time variability only.

The potential radiative impacts of an upper-level cloud and changing solar input on the transition are also explored. Figure 11 shows the vertical profiles of cloud fraction, ice, and liquid for 12 March at 0600 and 1200 UTC. Using this information, radiative transfer calculations were completed to evaluate the impact of the upper-level cloud. Included in these are sensitivity tests that vary assumptions used to prescribe the IWC in the upper-level cloud, including varying this quantity within the range that includes the hourly mean (centered around 0600 and 1200 UTC, respectively) of the KAZR-derived IWC, the mean ±1 standard deviation, and the observed maximum in the hour-long period. As an extreme scenario, the cirrus is neglected entirely. To conduct the radiative transfer simulations, in-cloud IWC is converted into gridbox mean IWC using the KAZR-derived cloud fraction estimate before providing the input to the model.

These radiative transfer experiments were completed to determine to what extent the cirrus and the solar cycle may have impacted stratiform cloud-top cooling-driven turbulence in the boundary layer. The cloud-top cooling rate of the low-level cloud and its reduction due to the shading by the upper-level cloud (relative to the case without upper-level cloud) is shown in Fig. 11 (columns 4 and 5). The longwave cooling at cloud top of the liquid cloud is on the order of 56 K day$^{-1}$ at 0600 UTC (60 K day$^{-1}$ at 1200 UTC) if the upper-level cloud is neglected entirely. This cooling is reduced by 6–8 K day$^{-1}$ if we assume IWC values in the upper cloud ranging between the hourly mean ±1 standard deviation. Even when assuming that the upper-level cloud
contains the maximum observed value of IWC for the period of interest, cloud top cooling is reduced by only 10 K day\(^{-1}\). Thus the cloud-top cooling may be reduced at most by 20%, but more likely by around 10%. To determine the potential influence of shortwave radiation on the mixed-phase cloud, the radiative heating profiles were calculated for noontime conditions (0000 UTC 12 March) applied to the same cloud profiles (no upper-level cloud) shown in Fig. 11. This resulted in a maximum shortwave heating rate on the order of 3–4 K day\(^{-1}\) near cloud top. Thus, the shortwave heating rate at maximum solar zenith angle (SZA) of 15° is comparable or somewhat smaller in magnitude than the change in longwave cooling due to the upper-level ice cloud. We can conclude that, while the solar cycle or shielding by the upper-level cloud may well modulate the strength of cloud-top cooling driven turbulence in the boundary layer [as in Shupe et al. (2013)], it is unlikely that the appearance of the cirrus leads to a significant shift in the boundary layer turbulent structure and the associated dynamics within the lower cloud layer.

6. Summary

A low-level mixed-phase stratiform cloud case from Barrow, Alaska, is examined in great detail using a sophisticated observational suite and multiple modeling perspectives to determine key processes that control transitions in cloud phase partitioning. Evidence suggests that three main factors contributed to the abrupt change in phase partitioning for this case. First, the large-scale advection of different air masses with different moisture content and indications of different aerosol concentrations played a role. During the time of highest ice and liquid water contents, the air mass over Barrow had a relatively high aerosol concentration and was supported by moist advection at cloud level. Additional moisture for the cloud system may have been provided to the air mass from the nearby open area of Arctic Ocean. This moisture advection helped to support cloud persistence on 11 March, but was eventually replaced by drier southeasterly flow. This airmass transition, which followed a mesoscale boundary with warm-front characteristics at 2300 UTC 11 March, was characterized by a reduced aerosol load as well as decreasing cloud and surface temperatures and decreasing water vapor supply. Second, cloud-scale processes, specifically the cloud–surface thermodynamic coupling state, changed at the time of this airmass transition. Prior to the transition a higher IWP was maintained when the cloud was decoupled from the surface with a relatively dry near-surface layer below the cloud. This structure may have supported subcloud sublimation for ice crystals such that IN were not lost to the surface and may have continued to be available to the cloud via IN recycling. After the transition the cloud became coupled to the near surface with high levels of moisture extending down to the surface. As a result precipitating ice,
including the limited supply of IN, was lost from the cloud system to the surface. Third, WRF simulations suggest that the residence time of ice particles, which is linked to local-scale dynamics, was also important in the change of phase partitioning. Simulated IWP was found to be higher during times of strong updrafts that dominated during the early part of the case. After the transition, updrafts weakened and ice crystals fell more quickly from the cloud system. The radiative shielding of a cirrus on 12 March as well as the influence of the solar cycle were found to be of minor importance for turbulence modulation in the mixed-phase cloud, and thus likely did not play key roles in the transition.

In conclusion, this study brings together a unique variety of observations and modeling approaches that help to shed light on processes important for phase partitioning, including both cloud-scale processes and large-scale environmental forcings. While retrievals of additional parameters such as particle fall speeds and precipitation fluxes could be useful to support enhanced analyses (Bühl et al. 2016), a lack of observations of aerosol properties, including IN concentrations and vertical profiles of aerosol particle concentrations and size, pose a large challenge for understanding phase transitions. As highlighted by Paramonov et al. (2015) the accurate connection between available CCN and cloud droplet number concentration as well as available IN and ice particle number concentration can only be made via better sampling of these key parameters. Ultimately, such observations are needed to unravel the role of aerosol–cloud interactions in driving transitions in cloud phase partitioning. Additionally, this study suggests that the interplay of aerosol-induced cloud microphysical properties with cloud dynamic and thermodynamic processes may also be critically important.

While the WRF simulations included in this study were able to reproduce the large-scale dynamical forcing for this case, some microphysical interpretations were hampered due to model limitations in representing aerosol–cloud interactions and their influence on microphysics. Ultimately improved observation and representation of these processes will be needed to develop models that can successfully characterize cloud phase.
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