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S U M M A R Y
Noise interferometry is the process by which approximations to acoustic Green’s functions,
which describe sound propagation between two locations, are estimated by cross-correlating
time series of ambient noise measured at those locations. Noise-interferometry-based approx-
imations to Green’s functions can be used as the basis for a variety of inversion algorithms,
thereby providing a purely passive alternative to active-source ocean acoustic remote sensing.
In this paper we give an overview of results from noise interferometry experiments conducted in
the Florida Straits at 100 m depth in December 2012, and at 600 m depth in September/October
2013. Under good conditions for noise interferometry, estimates of cross-correlation functions
are shown to allow one to perform advanced phase-coherent signal processing techniques to
perform waveform inversions, estimate currents by exploiting non-reciprocity, perform time-
reversal/back-propagation calculations and investigate modal dispersion using time-warping
techniques. Conditions which are favourable for noise interferometry are identified and
discussed.
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1 I N T RO D U C T I O N

Noise interferometry (NI) is the process by which an approxima-
tion to a Green’s function, which describes propagation between
two locations, is estimated by cross-correlating time series of ambi-
ent noise measured at those locations. The underlying theory (Ry-
tov et al. 1989; Lobkis & Weaver 2001; Snieder 2004; Wapenaar
2004; Godin 2006, 2009; Garnier & Papanicolaou 2009; Boschi &
Weemstra 2015) has been shown to be applicable to a wide vari-
ety of problems involving linear waves (Duvall et al. 1993; Rickett
& Claerbout 2000; Haney 2009; Fricke et al. 2014; Godin et al.
2014a,b; Sabra et al. 2007a,b; Brown & Lu 2016). Seismic re-
mote sensing applications have proven to be particularly successful
(Campillo & Paul 2003; Shapiro et al. 2005; Yang et al. 2007;
Gorbatov et al. 2013; Snieder & Larose 2013; Campillo & Roux
2014). Other commonly used names for NI include Green’s func-
tion retrieval, ambient noise cross-correlation analysis and seismic
coda cross-correlation analysis. In an underwater acoustic context,
there have been many experimental demonstrations of the utility
of the passive fathometer, which is a special case of NI that is de-
signed to isolate bottom-reflected energy; in passive fathometry the
two measurement locations are replaced by a single near-surface
vertical line array and noise cross-correlations between all element

pairs (including autocorrelations) are used in place of an isolated
two-point cross-correlation (Siderius et al. 2006; Gerstoft et al.
2008; Siderius et al. 2010; Kim & Choi 2014; Yardim et al. 2014).
Excluding that special geometry, relatively few experimental in-
vestigations of underwater acoustic NI have been reported (Roux
et al. 2004; Fried et al. 2008; Brooks & Gerstoft 2009; Godin et al.
2010, 2014c; Lani et al. 2013; Sabra et al. 2013; Burov et al. 2014;
Brown et al. 2014; Woolfe et al. 2015; Woolfe & Sabra 2015). In
this paper, results of NI experiments conducted in December 2012
and September/October 2013 are reviewed. Some results from the
first of those experiments are described in Brown et al. (2014),
Godin et al. (2014c), Zang et al. (2015) and Godin et al. (2016).
We emphasize throughout this paper that the information content
of the noise cross-correlation functions (NCCFs) obtained using NI
is comparable to that contained in measured responses to an active
acoustic source.

The principal advantages of using underwater acoustic NI over
active source remote sensing techniques (Munk et al. 1995) are that
NI instrumentation: 1) requires very little power, 2) is compact and
relatively easy to deploy and recover and 3) avoids possible harm
(and associated legal and permitting issues) to marine mammals.
The principal drawback associated with NI is that coherent stack-
ing of many individual realizations of NCCFs—over some coherent
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integration interval Tci—must be performed to extract the coherent
signal from the background incoherent energy contained in individ-
ual NCCFs. Tci increases with increasing range, but array processing
gain can be exploited to decrease Tci (Sabra et al. 2005; Weaver &
Lobkis 2005; Zabotin & Godin 2011). At longer ranges, ocean vari-
ability may prevent long-time coherent stacks from converging to
stable/useful NCCFs. Also, in NI applications clock drifts can lead
to a catastrophic loss of signal coherence between recording in-
struments. In contrast, in active source remote sensing applications,
uncorrected clock drifts prevent one from obtaining accurate abso-
lute travel time measurements, but that information loss need not
be catastrophic. The limitations on NI imposed by ocean variability
are currently not well known, which provides strong justification
for performing experimental work of the type described here.

In this paper, we present the results of NI experiments conducted
in the Straits of Florida in December 2012 at 100 m depth and in
September/October 2013 at 600 m depth. In both experiments, the
horizontal separations between instruments were 5, 10 and 15 km.
Some results for the December 2012 experiment at 5 km and 10 km
range are described elsewhere (Brown et al. 2014; Godin et al.
2014c, 2016; Zang et al. 2015) as noted where appropriate through-
out this paper. The present paper differs in two important respects
from those more specialized publications. First, we emphasize here
self-consistency between different types of analysis, without repeat-
ing details that are described elsewhere. And second, we attempt
here to give an objective overview and summary of results from
both experiments, including some results at 15 km range (which
have not previously been described), and including both positive
results and disappointments (which have not previously been de-
scribed). Our intention is to provide information on NI and passive
ocean acoustic remote sensing that others will find useful in the
design and execution of future NI experiments and in the interpre-
tation of the data collected. In that spirit, knowledge of what doesn’t
work is as valuable as knowledge of what does work.

The remainder of this paper is organized as follows. In the follow-
ing section the two experiments are briefly described, preliminary
signal processing is briefly discussed, and NCCFs are presented.
In Section 3, specialized wave-equation-based signal processing of
the data to achieve specific goals is described. Both the December
2012 data set and the September/October 2013 data set are dis-
cussed, but emphasis is given to the former, reflecting the higher
quality of that data set. Our results are summarized and discussed
in Section 4. That section includes a somewhat speculative discus-
sion of generally good and poor conditions for NI, and probable
reasons that the December 2012 data was of higher quality than the
September/October 2013 data.

2 E X P E R I M E N TA L W O R K

The locations of the NI experiments conducted in the Straits of
Florida in December 2012 and September/October 2013 are shown
in Fig. 1. The same three instruments were deployed on short (7 m
long) taut moorings in both experiments. Hydrophones were 5 m
above the seafloor. In both experiments, the three instruments were
deployed in a linear array with horizontal separations between in-
struments of approximately 5, 10 and 15 km. In both experiments,
those linear arrays fell approximately on isobaths—at 100 m in
December 2012, and at 600 m in September/October 2013. Sound
speed profiles derived from CTD casts near instruments 1 and 3
are shown in Fig. 1 for both experiments. In both experiments,
ambient noise in the frequency band of interest (20–80 Hz) was

due predominantly to nearby weather-related sources (wind and
associated wave-breaking) and shipping noise. Nearby weather
buoys (http://140.90.238.27/station_page.php?station=MLRF1 and
http://140.90.238.27/station_page.php?station=fwyf1) indicate that
average surface wind speeds during both experiments were between
5.4 and 5.5 m s−1 with slightly higher variability during the Decem-
ber 2012 experiment (2.7 m s−1 standard deviation) than during
the September/October 2013 experiment (2.1 m s−1 standard devia-
tion). Shipping noise during both experiments was highly episodic,
but with no obvious temporal characteristics distinguishing one ex-
periment from the other. The spatial distribution of shipping noise
sources may have been less homogeneous, on average, during the
September/October 2013 experiment due to the closer proximity of
that experiment to the port of Miami.

In both experiments described below, all three instruments were
turned on in the laboratory and started recording approximately 2
d prior to deployment, and the instruments were turned off in the
laboratory approximately 2 d after recovery. This was done to allow
timing synchronization pulses to be transmitted simultaneously to
all three instruments in the laboratory, both pre-deployment and
post-recovery. The purpose of the timing synchronization pulses
was to measure relative clock drifts, thereby allowing a linear clock
drift correction (corresponding to a constant drift rate) between
deployment and recovery to be applied. In addition, a month-long
clock drift test was conducted in May of 2013 to assess the valid-
ity of the assumption that relative clock offsets grow very nearly
linearly in time – and are therefore largely correctable. That test
revealed relative clock drifts of approximately 1 ms d−1, consistent
with the manufacturers specifications, and that, over a one month
period, deviations between actual clock time and the assumed lin-
ear offset correction were approximately 0.1 ms. These steps were
taken to eliminate, to the extent possible, relative clock drifts be-
cause the associated coherence loss degrades NI-based estimates
of Green’s functions, which are constructed by coherently stacking
many individual realizations of NCCFs.

The same instruments were deployed a third time in Septem-
ber/October of 2014. Following that experiment, all three instru-
ments continued to run for a 6 d post-recovery clock drift test in the
laboratory, during which three timing synchronization pulses were
transmitted simultaneously to all three instruments. Analysis of the
timing synchronization pulse data for that experiment revealed that
between deployment and recovery relative clock drifts were as high
a 7 ms d−1, significantly higher than the manufacturers specifica-
tions for a new clock. Even more bothersome, relative clock drifts
during the six day post-recovery test period differed significantly
(including one difference in the sign of the relative drift) from the
pre-deployment to post-recovery relative drift. We attribute this be-
haviour to loss of clock stability associated with aging. Consistent
with these remarks, coherent stacking of short-time NCCF esti-
mates in the September/October 2014 experiment did not result in
any apparent noise reduction, or apparent convergence toward an
approximation to a Green’s function. The likely explanation for this
behaviour is simple: over the coherent integration time interval re-
quired to produce stable NCCF estimates (several days to a week,
we expect), coherence between instruments was lost at frequencies
above about 10 Hz as a result of clock drifts (with relative clock
errors of a few tens of ms). The September/October 2014 data will
not be further discussed in this paper.

All of the NCCFs shown in this paper were constructed using
the same procedure, which includes four important ingredients.
First, short-time NCCFs were constructed using short blocks of
data whose duration is 4 × tmax, where tmax is slightly greater than
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Figure 1. Left panel: map showing the positions of instruments 1, 2 and 3 in the December 2012 (red dots) and September/October 2013 (blue dots) NI
experiments in the Florida Straits. The bathymetric contour interval is 100 m, with heavy lines at 400 and 800 m. Lower right panel: sound speed profiles (black
lines) measured during the December 2012 deployment cruise and the February 2013 recovery cruise near instruments 1 and 3. The red curve is an estimate of
the average sound speed profile during the 6 d measurement period. Upper right panel: sound speed profiles (black lines) measured during the September 2013
deployment cruise and the October 2013 recovery cruise near instruments 1 and 3. The blue curve is an estimate of the average sound speed profile during the
36 d measurement period. Note that the scales, both vertical and horizontal, are different in the upper and lower right panels.

the travel time of the last-arriving non-negligible energy connect-
ing the relevant instrument pair. (This choice allows NCCFs to be
constructed in the frequency domain with temporal lags between
−tmax and +tmax while avoiding wrap-around effects.) Second, the
spectra of those short-time NCCFs were whitened over the fre-
quency band chosen. Third, all short-time NCCFs were normalized
to have the same maximum amplitude. And fourth, all short-time
NCCFs within a much longer time window were coherently added
to slowly build up the signal-to-noise ratio (SNR). (Here and be-
low, SNR is based on the ratio of coherent energy to incoherent
energy; for ‘noisy’ NCCFs this ratio is small.) No data were dis-
carded; the aforementioned normalization prevents spurious events

like a nearby passing ship from overwhelming the long-time NCCF
estimate. The procedure just described is slightly different from the
procedure used in Brown et al. (2014) and Godin et al. (2014c); NC-
CFs computed using the two techniques are almost identical. The
point here is not that one technique is better than the other; rather,
we emphasize that the NCCFs presented here are quite robust.

2.1 The December 2012 experiment

NCCFs constructed from the ambient noise data collected during
the December 2012 experiment are shown in Figs 2 (1–2 instrument
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Figure 2. Upper panel: 1–2 instrument pair NCCF in the 20–70 Hz band, corresponding to a 6 d coherent average, for the December 2012 experiment. Lower
panel: blow up of the energetic signal portion of the NCCF, with positive and negative lag structure superimposed. Red and blue curves correspond to negative
and positive lags, respectively.

Figure 3. Upper panel: 2–3 instrument pair NCCF in the 20–70 Hz band, corresponding to a 6 d coherent average, for the December 2012 experiment. Lower
panel: blow up of the energetic signal portion of the NCCF, with positive and negative lag structure superimposed. Red and blue curves correspond to negative
and positive lags, respectively.
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Figure 4. Upper panel: 1–3 instrument pair NCCF in the 20–50 Hz band, corresponding to a 6 d coherent average, for the December 2012 experiment. Lower
panel: blow up of the energetic signal portion of the NCCF, with positive and negative lag structure superimposed. Red and blue curves correspond to negative
and positive lags, respectively.

pair, 5 km separation), 3 (2–3 instrument pair, 10 km separation) and
4 (1–3 instrument pair, 15 km separation). In all cases the coherent
integration time Tci was approximately 6 d. Convergence of the 1–
2 instrument pair NCCF toward the relatively high SNR structure
seen in Fig. 2 is discussed briefly in Brown et al. (2014) and Godin
et al. (2014c). SNR is clearly highest for the 1–2 instrument pair
and lowest for the 1–3 instrument pair, which is consistent with the
expectation that the required coherent integration time increases
with increasing range. The NCCF shown in Fig. 4, corresponding
to the 1–3 instrument pair is clearly very noisy. In spite of that,
we show in Sections 3.2 and 3.4 that that NCCF contains useful
information about the environment that is entirely consistent with
the information contained in the NCCFs corresponding to the 1–
2 and 2–3 instrument pairs. Brown et al. (2014) and Godin et al.
(2014c) include figures showing shorter duration NCCFs for the 1–
2 instrument pair that reveal (1) convergence toward a stable NCCF
and (2) short-term variability associated with time-dependence of
the noise sources.

None of the three figures (Figs 4–6) showing NCCFs reveal any
temporally resolved arrivals that can be identified with isolated
rays; ray simulations predict many rays connecting all three instru-
ment pairs with travel times falling inside the energetic portions (at
both positive and negative lag) of the NCCFs. Predicted ray travel
times are not shown in the figures, both because of the absence
of temporally resolved ray arrivals in the NCCFs and because the
ray approximation is of questionable validity in this environment
in the relevant frequency band, 20–70 Hz. On the other hand, the
modal description of the wave field is both valid and useful, and is
exploited in Sections 3.1, 3.3 and 3.4.

After approximately 6 d of continuous, simultaneous and uninter-
rupted data recording by all three instruments, gaps in instrument 2
data started to appear. Instruments 1 and 3 behaved similarly start-
ing at later times. This behaviour limited the time window over

which uninterrupted simultaneous ambient noise measurements
were made on all three instruments to 6 d. In addition to losing
ambient noise data, the post-recovery timing synchronization pulse
was not recovered on any of the instruments. To compensate for the
latter loss, a boot-strapping method, which is described in Godin
et al. (2014c), was employed to recover relative clock drifts. That
analysis assumed that relative clock offsets grow linearly in time,
that is, the relative drift rates are constant. (Recall that the same
assumption is made when the timing synchronization pulses are
used to estimate drift rates.) Also, it was assumed that the current-
induced timing shift (see Section 3.2) was constant over the six-day
measurement period. Using 1.5 d NCCFs a linear regression analy-
sis of both 1–2 and 2–3 timing shifts was performed over the six day
measurement period. That analysis provided estimates of the con-
stant drift rates, �12 and �23, and the associated current-induced
timing shifts. We emphasize here the consistency of those results.
First, the two associated depth-averaged current estimates are very
close (approximately 0.5 m s−1 in the northward direction). Sec-
ond, because �13 = �12 + �23, the 1–3 instrument pair 6 d NCCF
(shown in Fig. 4) provides an additional means to check for consis-
tency. In this regard, we note here that without applying the �13 =
�12 + �23 correction when processing the 1–3 ambient noise data,
no useful NCCF could be produced. With that drift correction, the
NCCF shown in Fig. 4 was produced.

2.2 The September/October 2013 experiment

In the September/October 2013 experiment, approximately 36 d
of data were recorded. Additionally, both the pre-deployment and
post-recovery timing synchronization pulses were recovered. The
timing synchronization data resulted in relative clock drift correc-
tions of approximately 1 ms d−1, consistent with the manufacturers
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Figure 5. NCCF intensity versus lag for the 1–2 instrument pair throughout the duration of the September/October 2013 experiment. The upper and lower
panels correspond to positive and negative lag, respectively. Each intensity versus lag horizontal stripe of the figure was computed by coherent integration over
800 successive files, with the first file in each 800-file block staggered by 100 files. 800 files extend over a period of 5.79 d; equivalently 100 files correspond
to 0.72 d. The seven final (uppermost) intensity versus lag horizontal stripes in each plot are based on processing fewer (700, 600, 500, . . . 100) than 800
successive files. NCCF intensity was computed as the squared envelope of the NCCF waveform. Intensity was normalized to lie between 0 and 1 for the pair
(positive and negative lag) of plots shown; the colour bar is based on a linear intensity scale where 0/1 is mapped onto dark blue/red. The vertical dashed white
lines show the predicted arrival times of three ray arrivals.

specifications; linear drift corrections were applied. The longer data
set allowed for more data processing flexibility than was possible
with the 6 d of uninterrupted data collected during the December
2012 experiment. In particular, the coherent stacking time Tci could
be as long as 36 d using the September/October 2013 data. Unfortu-
nately, exploration of Tci revealed that increasing Tci beyond about
one week did not result in better (with apparently higher SNR) NC-
CFs. We attribute this behaviour to a combination of coherence loss
resulting from ocean variability and disadvantageous NI conditions
associated with the downward refracting sound speed profile; recall
Fig. 1. The latter point is discussed in the final section. (Coher-
ence loss associated with a nonlinear clock drift that we have not
accounted for is another possible contributing factor, but we are

aware of no reason to suspect that the linear drift correction that
was applied was inadequate.)

De-phased NCCFs constructed from the ambient noise data col-
lected during the September/October 2013 experiment are shown
in Figs 5 (1–2 instrument pair, 5 km separation) and 6 (2–3 in-
strument pair, 10 km separation). Phase information is removed
in those plots to highlight the gross structure of the time-evolving
NCCFs. The NCCFs shown in Figs 5 and 6 were constructed as
coherent stacks over approximately 5.79 d (800 data files) of short-
time NCCF estimates, with the start time staggered by 0.72 d (100
data files). In those plots file number 0 is taken to correspond to
the first set of post-deployment data files that was recorded on all
three instruments. Plots similar to Figs 5 and 6 have been produced
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Figure 6. Same as Fig. 5, but for the 2–3 instrument pair.

using different coherent integration times, both shorter and longer,
and using different bandwidths, but in no case have we observed
results that are clearly superior to Figs 5 and 6. Unfortunately, the
September/October 2013 data appear to be of lower quality than the
December 2012 data.

This statement is supported by Fig. 7 which shows one of the
better examples of an NCCF, including phase information, that has
been produced using the September/October 2013 experimental
data. Like in Figs 5 and 6, the coherent integration time was 5.79 d.
The data quality is not awful, but is clearly inferior to the December
2012 NCCF shown in Fig. 2, at approximately the same range and
with approximately the same coherent integration time.

Although the NCCFs from the December 2012 experiment are
generally of higher quality than those from the September/October
2013 experiment, the latter set of NCCFs are simpler to interpret
inasmuch as a small number of ray arrivals are temporally resolved.
The travel times of predicted ray arrivals are shown in Figs 5–7
and are seen to be in generally good agreement with the onset
of what appears to be energetic temporally resolved ray arrivals
in the NCCFs. (In all cases the ray is actually a cluster of four

rays that are up/down-going at receiver A and up/down-going at
receiver B. Because all receivers are 5 m above the seafloor, these
four rays have nearly equal travel times. The plotted travel time
is, in each case, the travel time of the first arrival in the cluster
of four ray arrivals.) In Figs 5–7, early/late arrivals correspond to
flatter/steeper rays. It is useful to keep in mind that the energy in
NCCFs is due primarily to strongly excited energy following rays
that pass through both receivers. The relevant contributing noise
sources are thus predominantly sources that lie in the vertical plane
passing through both receivers. Moreover, the ray angle cannot be
too flat because flat angle energy is only weakly excited by near-
surface noise sources (which excite energy with a radiation pattern
approximately consistent with vertically oriented dipoles because
of the pressure-release boundary condition at the surface). Also, if
the ray angle is too steep (steeper than the bottom critical angle)
bottom reflection loss will be substantial. These comments lead us
to expect that the strongest arrival should have some intermediate
ray angle. Unfortunately, the quality and stability NCCFs shown
in Figs 5 and 6 are too poor to allow us to try to quantify these
amplitude versus ray angle trends.
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Figure 7. Upper panel: 1–2 instrument pair NCCF in the 20–80 Hz band, corresponding to a 6 d coherent average, for the September/October 2013 experiment.
The 6 d time period corresponds to files 2900 to 3600 on Fig. 5. Lower two panels: blow up of the energetic signal portion of the NCCF, with positive and
negative lag structure superimposed. Red and blue curves correspond to negative and positive lags, respectively. The vertical black lines on all three plots
correspond to predicted ray arrival times.

3 R E S U LT S

In the four subsections that follow, we give an overview of results
relating to four types of analysis that have been performed using
the two data sets described above.

3.1 Waveform modelling and inversion

A basic form of phase-coherent signal processing to perform using a
measured NCCF is numerical simulation of the NCCF using wave-
equation-based methods. The fundamental result underlying NI is
(Rytov et al. 1989; Lobkis & Weaver 2001; Snieder 2004; Wapenaar
2004; Godin 2006, 2009; Garnier & Papanicolaou 2009; Zang et al.
2015)

d

dt
CAB(t) ≈ D(t) ∗ [G B A(−t) − G AB(t)]. (1)

Here GAB(t) is the transient Green’s function for acoustic pressure
at location B corresponding to a point source at location A and
similarly for GBA(t), ∗ denotes convolution, D(t) is a band-limited
approximation to a delta function, and CAB(t) = ∫

pA(τ )pB(τ + t) dτ

is the cross-correlation function of acoustic pressure measurements
at locations A and B. Note that we have defined CAB(t) such that
the positive lag (t > 0) structure corresponds to propagation from
A to B, and the negative lag structure corresponds to propagation
from B to A. This distinction is important if reciprocity is violated
due to the presence of background currents, in which case GAB(t)
�= GBA(t). The simplest physical interpretation of the acoustic pres-
sure Green’s function is the response to a source of mass q (with
units kg m−3 s−1) for which ∂q/∂t is proportional to δ(t)δ(x). If the
acoustic pressure measured a short distance from an acoustic point
source at location i has time history si(t), the acoustic pressure at a
distant location is si(t) convolved with the appropriate acoustic pres-
sure Green’s function. The critical assumptions underlying eq. (1)
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Figure 8. A comparison of measured (solid line) and simulated (dashed line) NCCFs in the 20–70 Hz band. The spectral window applied to both NCCFs is
a Hann window whose zeros are at 20 and 70 Hz, so the effective bandwidth is less than 50 Hz. Both NCCFs were normalized to have the same maximum
amplitude. The simulated NCCF was computed using the optimal eight-parameter model described in the text.

are (1) the distribution of sources is approximately diffuse and (2)
si(t)∗sj(−t) = δijD(t). These assumptions are only approximately
satisfied in typical ocean conditions. In spite of that, eq. (1) remains a
very good approximation provided the distribution of noise sources
is approximately diffuse, and the Green’s functions in that equation
are interpreted as weighted Green’s functions where the weight-
ing is controlled by the angular dependence of the ambient noise
field.

Waveform modelling of CAB(t) based on eq. (1) is described in
Zang et al. (2015). That analysis focuses on the 1–2 instrument pair
NCCF computed using the December 2012 experimental data (be-
cause those were the experimental NCCFs with the highest SNR).
In that work current-induced timing shifts (+δt at positive lag and
−δt at negative lag, as described below) were removed, and then,
to slightly increase SNR, the positive and negative lag portions
of the NCCFs were added. Constructing a wave-equation-based
prediction of an NCCF is closely related to calculating the corre-
sponding Green’s function, but care must be taken to account for
the small differences, consistent with eq. (1), between CAB(t) and
GAB(t), in addition to the angular weighting of the Green’s func-
tion. The weighting function employed in that work consisted of a
product of two terms: a term that accounts for the predominance
of near-surface sources and the associated vertical dipole radiation
pattern (because of the pressure-release boundary condition at the
sea surface), and a term that accounts for the fact that coherent
averaging over an interval longer than a tidal cycle effectively filters
out steep angle energy at higher frequencies (see Zang et al. 2015
for details). The principal complication associated with waveform
modelling of CAB(t) is the fact that GAB(t) (weighted or not) depends
on the environment which is known only approximately. (The water
column sound speed structure was measured, but geoacoustic prop-
erties were not.) With this in mind, the inverse problem was treated
in Zang et al. (2015) as an integral part of the process of comparing
measured and simulated NCCF waveforms. In that work simulations
were performed using the KRAKEN normal mode model (Porter
1997). In the associated inversion, the environment was parameter-
ized using a stratified model consisting of a homogeneous ocean
with a flat bottom, and a lossy fluid sediment layer overlying a
substrate. The model included eight free parameters: the sediment
layer sound speed, thickness, density and attenuation; the substrate
sound speed, density and attenuation; and the range between in-
struments. (Consistent with O(10 m) positioning uncertainty of our
instruments, range was treated as an adjustable parameter.) We re-
fer to the resulting best-fitting model as the optimal eight-parameter
model.

Measured and simulated (using the optimal 8-parameter model)
NCCFs in the 20–70 Hz band are shown in Fig. 8. Agreement is
excellent; the energetic portions of the normalized NCCFs, between
3.2 and 3.7 s, have a correlation coefficient of 0.963. The conclusion
to be drawn from Fig. 8—and, more generally, the results in Zang
et al. (2015)—is that wave-equation-based waveform modelling
and inversion using measured NCCFs is feasible. A comparison
of measured and simulated NCCFs in multiple overlapping narrow
bands will be considered and further explored in Section 3.4. An
advantage of displaying NCCFs in multiple overlapping narrow
frequency bands is that such a time-frequency plot provides a natural
way to display and investigate modal dispersion.

3.2 Estimation of currents

As described in Section 3.1, measured ambient noise NCCFs con-
tain information about propagation in both directions between sen-
sors. Specifically, the positive lag portion of the CAB NCCF describes
propagation from A-to-B, while the negative lag portion describes
propagation from B-to-A. The significance of A-to-B versus B-to-
A propagation is that in the presence of background currents, reci-
procity is violated, and the difference between the positive and
negative lag structure of CAB can be used to estimate the component
of current in the vertical plane connecting A and B. For propa-
gation with/against a horizontal current in a nearly homogeneous
ocean, the current-induced travel time perturbation is approximately
δT ≈ ∓ru/c2, where r is range, c is sound speed, and, if the sound
makes many surface and bottom reflections, u is the depth-averaged
current speed.

This idea was exploited in Godin et al. (2014c) to estimate the
depth averaged current between the 1–2 and 2–3 instrument pairs in
the December 2012 experiment. As noted above, in that analysis the
measured 1–2 and 2–3 NCCFs were used to estimate both the 1–2
and 2–3 relative clock drifts, �12 and �23, and the depth-averaged
current along the 1–2 and 2–3 paths. NCCFs for the 1–3 instrument
pair were not used in that analysis because without application
of any �13 clock drift correction, it was not possible to construct
a useful (with positive SNR) NCCF for the 1–3 instrument pair.
But Fig. 4 shows that after applying the �13 = �12 + �23 clock
correction, a useful, albeit with low SNR, NCCF for the 1-3 pair can
be produced. We demonstrate in Section 4 that the energy between
lags 9.5 and 9.8 s corresponds to mode 1, and that energy between
lags 9.8 and 10.5 s corresponds to mode 2. Evidently (see Fig. 4),
mode 2 energy is more strongly excited in the 1-to-3 direction than
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in the 3-to-1 direction; this is presumably due to inhomogeneity of
noise sources. The time shift between positive and negative lag of
the mode 1 energy (with relatively high SNR) in Fig. 4 is 2δT =
3.8 ms, corresponding to u = 0.59 m s−1 in the 3-to-1 direction.
This estimate is close to the estimate of 0.47 m s−1 in the 3-to-1
direction reported in Godin et al. (2014c).

Similarly, in Fig. 7, corresponding to the September/October
2013 experiment, the difference in travel time at positive and neg-
ative lags (2δT) of the ray arrival between approximately 3.94 and
3.99 s is about 2 ms. (Because the energetic portions of the wave-
forms at positive and negative do not match very well, we intention-
ally specify this number with only one significant digit.) This cor-
responds to a depth-averaged (in this case with non-uniform depth
weighting due to the corresponding ray path geometry) current es-
timate of approximately 0.5 m s−1 in the south-to-north direction.
Both the sign and magnitude of this estimate are consistent with the
instrument array being approximately aligned, in the 3-to-1 direc-
tion, with the Florida Current. Unfortunately, as shown in Fig. 5,
the stability of the NCCFs throughout the duration of this experi-
ment was disappointingly low, providing little incentive to further
pursue the investigation of NI-based current estimation using the
September/October 2013 data set.

3.3 Time-reversal/back-propagation simulations

It is now widely appreciated (Jackson & Dowling 1991; Fink et al.
2000; Edelman et al. 2002; Kuperman et al. 2010) that if a transient
signal is generated at one point and the resulting field is recorded
at multiple distant locations, then retransmitting the time-reversed
recorded signals at those locations results in a wave field that focuses
at the original sound generation point. This process is referred to
as implementation of a time reversal mirror (TRM). It was first
demonstrated by Roux & Kuperman (2005) that NCCFs, rather than
measured responses to active source transmissions, can be used to
successfully implement a TRM; using NCCFs one of the receivers
acts as a virtual source, while the other acts as a virtual receiver. In

Godin et al. (2016), it is shown that NCCFs from the December 2012
NI experiment described above can be used to implement a TRM,
and that by searching over a suitable model parameter space to find
the model that optimally focuses the back-propagated energy at the
position of the virtual source, this combination of signal processing
techniques can be used to address the inverse problem.

Before commenting further on the inverse problem, it is impor-
tant to note an important difference between the TRMs implemented
in Roux & Kuperman (2005) and Godin et al. (2016). In general,
path diversity is essential to produce a good back-propagation fo-
cus when implementing a TRM; in the ideal case the transmitted
signal is measured at all locations, time-reversed and retransmit-
ted. In Roux & Kuperman (2005) NCCFs were computed for many
pairs of receivers on different vertical line arrays at mid-depth in
the deep ocean; diversity was achieved because for each virtual
source there were many virtual receivers. In contrast, in Godin et al.
(2016) diversity was achieved because of the multitude of ray paths
connecting one virtual source and one virtual receiver.

The inverse analysis presented in Godin et al. (2016) used a model
that was qualitatively similar to the eight-parameter model described
above, but with only four parameters (sediment sound speed, sed-
iment density, sediment thickness and substrate sound speed); that
analysis resulted in an optimal estimate of the environment consis-
tent with the assumed parametrization. One cannot expect complete
agreement between the TRM-based inversion results presented in
Godin et al. (2016) and the NCCF waveform-modelling-based in-
version work (Zang et al. 2015) for several reasons: (1) differences
in model parametrizations; (2) different measures of optimality were
used in the two studies; and 3) the TRM-based work was based on
wide-angle parabolic equation calculations, while the waveform-
modelling work was based on a Helmholtz-equation-based calcula-
tions. In spite of these differences, if both analyses are essentially
correct (they are), one expects that if a TRM is implemented using
the optimal eight-parameter environment and using a Helmholtz-
equation-based wave field calculation, a sharp focus should be pro-
duced in the back-propagated field at the correct position of the
virtual source. This is indeed the case, as illustrated in Fig. 9. In

Figure 9. The result of implementing a TRM using the 1–2 instrument pair NCCF from the December 2012 NI experiment. Integrated energy of the back-
propagated wave field in the interval −0.03 s < t < 0.03 s is shown as a function of position near the virtual source. The main focal peak is displaced from the
estimated position of the virtual source by about 2 m. Focal side lobes are approximately 16 dB below the main peak. In this environment, focal side lobes in
the back-propagated wave field are small as a result of many multipaths contributing to the NCCF.
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fact, the optimal eight-parameter model produces a sharper virtual
source focus than the optimal four-parameter model. Fig. 9 illus-
trates several points: (1) consistency between the analyses described
in Zang et al. (2015) and Godin et al. (2016), (2) demonstration that
a TRM can be implemented with only one virtual source and one
virtual receiver owing to the significant path diversity in this envi-
ronment and (3) demonstration that NCCFs can be used to perform
advanced phase-coherent wave-equation-based signal processing
techniques.

3.4 Investigating modal dispersion using time-warping
techniques

In this subsection, we present results of applying a signal processing
technique, referred to as time-warping, to NCCFs constructed using
the December 2012 ambient noise data. The purpose of this type of
processing is to isolate one or more modal pulses (broad-band dis-
tributions of energy corresponding to fixed mode numbers). Recall
that traditional (linear-theory-based) approaches to mode-filtering
require that measurements be made at many locations to exploit
orthogonality of the modes. In contrast, time-warping is based on
the premise that if the (generally nonlinear) time-dependence of a
modal pulse is known in an environment close to the measurement
environment, then, by making use of an appropriately stretched
(or ‘warped’) time coordinate, that modal pulse can be isolated
by appropriately processing a wave field time history measured at
an isolated location. Time-warping is a nonlinear phase-coherent
signal processing technique. Here we apply time-warping to mea-
sured NCCFs both to demonstrate the feasibility of applying this
advanced signal processing technique to ambient-noise-based data,
and to demonstrate that the results are consistent with the results
presented in Sections 3.1 and 3.3.

The time-warping transformation used here has previously been
applied to active transmission acoustic data collected in shallow-
water waveguides (Bonnel et al. 2010, 2013; Bonnel & Chapman
2011). That transformation is exact in an ideal (range-independent,
homogeneous ocean, rigid bottom) shallow water waveguide, but
those references show that the transformation is quite robust in that
it works well in real shallow water waveguides. A detailed time-
warping analysis of the December 2012 Florida Straits NI data,
with the objective of quantifying effective attenuation associated
with coherence loss, will be described elsewhere.

Here we implement the time-warping transformation in a way that
retains phase information, thereby allowing us to compare measured
and simulated modal pulse waveforms. The motivation for perform-
ing this analysis is illustrated in the upper panels of Figs 10–12.
Those figures show a comparison of measured and simulated NC-
CFs in overlapping 10 Hz bands for the 1–2, 2–3 and 1–3 instrument
pairs, respectively, in the December 2012 NI experiment, with pre-
dicted dispersion curves for the same 10 Hz bands superimposed.
(The predicted dispersion curves and simulated NCCFs were com-
puted using the optimal eight-parameter model described above.
The spectral weighting function applied in each 10 Hz band is a
Hann window, whose zeros are at f0 ± 5 Hz, so the effective band-
width is actually less than 10 Hz. The width of modal pulses is
predicted to extend beyond the dispersion curve limits shown, as a
result of diffractive smearing (Brown et al. 1996; Udovydchenkov
& Brown 2008).) To assess to correctness of the predicted disper-
sion characteristics shown in those figures, it is necessary to isolate
the contributions to those wave fields from individual modal pulses.
To achieve that goal, we make use of time-warping.

Time-warping, as implemented here, is done in five steps. First,
each broad-band NCCF is resampled uniformly in warped time

t ′ =
√

t2 − t2
ref where tref is the signal start time. We used tref =

3.251, 6.356 and 9.607 s for the 1–2, 2–3 and 1–3 instrument pairs,
respectively, in the results shown; those results are not sensitive to
small variations in the choice of tref. Second, spectra are computed
in the warped domain. The time-warping transformation leads to a
downshift of frequencies in the warped domain. More importantly,
spectra in the warped domain reveal that contributions from differ-
ent mode numbers have very narrow spectral signatures that drift
very little in warped time, and are isolated from each other. With
these properties in mind, the third step is to band-pass filter the
time-warped broad-band signal to isolate the contribution from in-
dividual mode numbers, that is, to isolate individual modal pulses.
Step four is to transform each modal pulse back to the original

time domain, t =
√

t ′2 + t2
ref. Finally, in step five, each broad-band

modal pulse in the unwarped t-domain is passed through a bank
of overlapping narrow band-pass filters to help reveal dispersion of
energy associated with the corresponding mode number.

Results are shown in Figs 10–12. For the 1–2 instrument pair
(5.00 km range, Fig. 10) contributions from the first four modes are
isolated at centre frequencies f0 of 25, 30, 35 . . . 75 Hz. For the
2–3 instrument pair (9.78 km range, Fig. 11) contributions from the
first two modes are isolated at centre frequencies f0 of 25, 30, 35
. . . 65 Hz. For the 1–3 instrument pair (14.78 km range, Fig. 12)
contributions from the first two modes are isolated at centre fre-
quencies f0 of 25, 30, 35, 40 and 45 Hz. The approximate upper
limits on frequency and mode number in these plots are imposed
by the signal processing that we have performed; the combination
of tidal fluctuations of water depth and the coherent stacking of
short-time NCCFs result in the effective attenuation of steep-angle
(higher mode number) energy, especially at higher frequencies and
longer range (Brown et al. 2014). Agreement between data-based
and simulation-based estimates of narrow-band modal pulses is gen-
erally good, with generally better agreement for the 1–2 instrument
pair than for the 2–3 and 1–3 instrument pairs. This is not primarily
a signal-to-noise issue. Instead, we think that the principal reason
that agreement is better for the 1–2 pair is that the assumed envi-
ronmental model was optimized for the measured 1–2 NCCFs. In
this context we note that measured bathymetric variations between
the 1–2 instrument pairs were between 97 and 101 m, while those
between the 2–3 instrument pairs were between 86 and 100 m. To
compute simulated NCCFs between the 1–2 instrument pairs the en-
vironment was assumed to be range-independent, while measured
bathymetric variations between the 2–3 and 1–3 instrument pairs
were accounted for using an adiabatic mode approximation. Also
note that, as expected (Brown et al. 1996; Udovydchenkov & Brown
2008), the temporal separation between modal pulses increases with
increasing range.

4 C O N C LU S I O N S A N D D I S C U S S I O N

Although the theoretical foundation for NI is now firmly established,
many questions relating to the limitations of NI require experimental
investigation. This is particularly true in an ocean acoustic context.
Among the questions that need to be answered are the following.
What limitations on NI are imposed by ocean fluctuations? What
limitations on NI are imposed by a non-diffuse distribution of noise
sources, especially shipping noise? Can anisotropy of the ambient
noise field be predicted and accounted for? Which environmental
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Figure 10. Solid and dashed lines are measured and simulated NCCFs, respectively, for the 1–2 instrument pair NCCF for the December 2012 experiment
in overlapping 10 Hz frequency bands, 25 ± 5 Hz, 30 ± 5 Hz, . . . 75 ± 5 Hz. The shaded regions show the corresponding predicted bounds on dispersion
curves, computed using the optimal eight-parameter model described in the text. In the upper panel all propagating modes that contribute to the wave field are
included in the modal simulation. In the lower panels only modes with the identified mode number are included in the modal simulation. Individual data-based
modal pulses were isolated using time-warping. Each narrowband NCCF, both data-based and simulated, is normalized to have the same maximum absolute
amplitude.

conditions and environmental properties are advantageous for NI
applications? Can inexpensive autonomous off-the-shelf instrumen-
tation (clocks being the critical component) be used to perform
ocean acoustic NI? The principal contribution of the work reported
here is that partial answers to these questions are provided.

A simple conclusion to be drawn from the results presented in
Sections 2 and 3 is that the feasibility of extracting estimates of
weighted Green’s functions using NI has been demonstrated in a
coastal ocean environment with a depth of 100 m at ranges of 5
and 10 km, and that promising results have been presented in the
same environment at 15 km range and in a 600 m deep coastal
ocean environment at 5 km range. A more complete statement is
much more nuanced, as described below. We emphasize that because

coastal ocean propagation conditions are quite different than those
in the deep ocean near the sound channel axis, the feasibility of NI at
10 km range in a coastal ocean environment should not be dismissed
as uninteresting or insignificant in view of the recent demonstration
(Woolfe et al. 2015; Woolfe & Sabra 2015) of NI at approximately
130 km range in the deep ocean.

Our reported success comes with several caveats. Before dis-
cussing the caveats, we mention the positive results that we have
presented. The December 2012 NCCFs had relatively high SNR
and were, to a good approximation, even functions of time (see
also Mikesell et al. 2012; Colombi et al. 2014), apart from
small current-induced timing shifts at both positive and nega-
tive lags. Given these desirable properties—which are consistent
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Figure 11. Same as Fig. 10, but for the 2–3 instrument pair in the frequency bands 25 ± 5 Hz, 30 ± 5 Hz, . . . 65 ± 5 Hz.

with theoretical expectations—three types of phase-coherent pro-
cessing were attempted and shown to be successful. Those three
types of phase-coherent processing (waveform inversion, time-
reversal/back-propagation, and time-warping) are well-established
techniques to analyse high-quality data collected in active-source
ocean acoustic experiments. Thus, our demonstration of the utility
of those techniques serves to illustrate that NI-based estimates of
NCCFs can be, from an information content perspective, as rich and
useful as receptions in active-source experiments.

The NCCFs obtained in the September/October 2013 experiment
were clearly inferior to those obtained in the December 2012 ex-
periment. The September/October 2013 NCCFs computed using a
sliding coherent integration time window were not stable over the
entire duration of the experiment; as shown in Figs 5 and 6, coherent
stacks over some time windows yielded one or two arrivals at the

predicted travel time, but stacks over other time windows yielded no
discernible ray arrivals. Furthermore, the de-phased NCCFs shown
in Figs 5 and 6 reveal that for the 1–2 instrument pair negative
lag structure (northward propagating energy) is much more ener-
getic that positive lag structure (southward propagating energy),
while for the 2–3 instrument pair, that is not true. There are two
factors that probably contributed to the somewhat sporadic nature
of the September/October 2013 NCCFs. First, owing to the very
close proximity of that experiment to the core of the meandering
Florida Current, the temporal variability of the environment dur-
ing that experiment was probably much stronger than that during
the December 2012 experiment. And second, owing to the closer
proximity to the port of Miami during the September/October 2013
experiment, shipping noise during that experiment may have been
much less laterally homogeneous and more sporadic than during the
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Figure 12. Same as Fig. 10, but for the 1–3 instrument pair in the frequency bands 25 ± 5 Hz, 30 ± 5 Hz, . . . 45 ± 5 Hz.

December 2012 experiment. As noted in Section 2, winds during the
two experiments were not markedly different, leading us to expect
that differences between the two experiments cannot be attributed
to differences in wind conditions.

Another factor that may have contributed to the December 2012
NCCFs being of higher quality than the September/October 2013
NCCFs is the difference in the sound speed structure in the water
column (recall Fig. 1). As we have discussed, the noise sources
in our experiments were predominantly surface sources that excite
steep angle energy at the surface much more strongly than flat angle
energy. In both experiments, all paths connecting instrument pairs

were bottom reflecting paths. Because the sediment sound speed
exceeds the near-bottom water column sound speed, sound energy
with small bottom grazing angles (less than the critical angle) ex-
periences only very small loss on reflection, while steeper grazing
angle energy is strongly attenuated on reflection. These comments
lead to the expectation that the combination of large surface graz-
ing angles and small bottom grazing angles, that is, an upward
refracting sound speed profile, is desirable in ocean acoustic NI
applications. In this regard, conditions in the successful December
2012 experiment were neutral, in the sense that the effectively con-
stant water column sound speed was neither upward-refracting nor
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downward-refracting. (Note, however, that all of the paths connect-
ing receiver pairs in that experiment had bottom grazing angles
smaller than the critical angle, consistent with our argument.) In
contrast, in the largely disappointing September/October 2013 ex-
periment ray paths were strongly downward refracting, leading to
unfavourable NI conditions.
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