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FOREWORD

The two volumes LECTURES ON MARINE ACOUSTICS represent compilations
of Tectures presented at the short course in Marine Acoustics held at
the Department of Oceanography of Texas A&M University between June 28
and July 2, 1971. The short course was conducted under the auspices
of the National Sea Grant Program of the National Oceanic and Atmospheric
Administration, U.S. Department of Commerce, through Institutional

Grant GH-107 made to Texas A&M University.

Volume I, Fundamentals of Marine Acoustics, is a set of lecture
notes prepared for the course "Marine Acoustics" given by the Department
of Oceanography on a regular basis. Volume II, Selected Advanced Topics
in Marine Acoustics, i$ a compilation of lecture notes presented by
invited Tecturers. The special lectures that were presented at the
course and compiled into Volume Il were selected on the basis of their

emphasis on the environmental aspect and their application to civil uses.

I am grateful to each author for making his paper ready for

reproduction.

Jerald W. Caruthers



FOREWORD TO
REVISED EDITION

A second short course in Marine Acoustics was presented at Texas
A8M University between June 25 and 29, 1973. Revised editions of
LECTURES ON MARINE ACOUSTICS, Volume I, Fundamentals of Marine Acoustics
and Volume 1I, selected advanced Topics in Marine Acoustics, wWere
published for the course. In addition a new set of notes, Volume I1I -
Part 2, Selected Advanced Topics in Marine Acoustics, Was compiled

from the new lectures presented at that time.

Jerald W. Caruthers
June 1973
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OPENING ADDRESS

Dr. Richard A. Geyer
Head of the Department of Oceanography
Texas A&M University, College Station, Texas

A one-week course in marine acoustics is rather an ambitious under-
taking because of the breadth and diversification of this subject and
its many uses in solving a broad spectrum of problems. This diversity
of application is evidenced in the wide variations in both academic
training and professional experience and activities of the dozen parti-
cipating lecturers divided equally in number between within and outside
of the University. It is therefore not surprising that the participants
enrolled are representative of a diversified field of activities and
come from a variety of areas in govermment, industry and universities.
These are also the reasons why a course in marine acoustics lends itself
quite naturally to sponsorship by the Sea Grant Program of the Natiomal
Science Foundation. One of its major objectives is| the dissemination of
scieptific and technological information to the ultimate user.

The rationale for the ﬁhrase "marine acoustics!' is quite similar to
that comprising the basis for marine biology, marine chemistry, warine
geology, marine geophysics and so forth. It can be defined as the
appl%cation of the fundamentals of acoustics to the solution of problems
in the marine environment. This is the veason for the stress on funda-
mentals in this course, as well as specific applications. It is also
the reason for emphasis on physics and mathematics as well as peripheral
supporting subjects, such as signal processing and telemetry for example.

All too frequently, many acousticians in attempting to solve prob-
lems in the ocean have a tendency to Ignore many of the effects of the
marine environment. The fundamental physical principles involved in
sound propagation in the sea are quite similar to those of other media
such as the atmosphere or the solid earth. For example, the sound
channel phenomenon so important to the understanding of marine acoustics
also has its well-developed counterpart in the atmosphere, as well as in
the solid earth. Such basic physical laws as Snell's Law and Fermat's
Principle are egqually wvalid in these three fundamental media comprising
our planet. However, the differences lie in the many broad environmental
characteristics indigenous to each of these media. These require special
study and understanding if the problems inherent in a particular medium



are to be solved successfully.

Marine acoustic problems are especially complicated in many
instances by the biological factors of the environment. These factors
apply particularly to such areas as scattering and volume reverberation
as well as their effects on instruments placed in the hostile marine
environment. These instruments are vital for obtaining information to
solve problems in marine acoustics. Similarly, a knowledge of the geo-—
technical properties of marine sediments is critical to the solution of
interface problems in both military and civil applications of this sub-
ject,

In this regard, environmental factors ave conspicuous by their
absence as terms in the traditional and important Sonar Equation, even
though many times these terms can be the overriding considerations in
determining sound propagation in the sea in both time and spatial
relationships.

To the casual observer leaning on the xail of a ship underway the
appearance of the water could give him the impregsion that it is a homo-
geneous medium. Unfortunately, to those who must solve acoustic problems
in this medium, nothing could be further from the truth especially in
studying sound propagation in the sea. All sonar equipment is environ-—
mentally limited in its performance regardless of its power output oxr
sound source capabilities. It is amazing in the early days of sonar
design and development how many design engineers felt that increased
sound ranges could be accomplished merely by increasing the power output
of the equipment. They either did not realize or overlooked the tre-~
mendous significance of Snell's Law in determining sound propagation
paths. It must always be remembered that environmental factors change
not only in space but continually with time.

Similarly, those physicists and geophysicisis who brought the
science of seismic prospecting for o0il exploration on land to a sophis-
ticated stage of development, in general, did not foresee the effect
of the bubble pulse phenomenon as a source of spurious reflections on
seismograms. In the early days of marine seismic surveys, the results
of this effect were often believed to indicate reflecting horizons of
gelogic origin in the stratigraphic seetion of the earth, rather than
reflecting events caused by bubble pulse phenomena. Thus, although the
same basic principles of seismic prospecting apply to marine as well as
land geophysical surveys, the special effects of the ocean environment
had to be understood before the geologic significance of marine geophy-
sical surveys could be interpreted properly. By now, the literature
of seismic prospecting contains many papers recognizing this phenomenon
and describes ways to recognize and circumvent it. Similarly, in the
literature of marine acoustics, as it applies to sound propagation for
military purposes, the effects of the deep scattering layer are described
in some detail. These are caused by a combination of the marine organ-
lsms themselves, as well as frequently by the effects of the gases in
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their swimbladders; and are now well recognized as a significant factor
to be considered in predicting sound ranges.

Progress in marine acoustics is sometimes hampered by what may be
described as “mental inertia' on the part of certaln practitioners to
new opportunities for study made available by improved and more sophis-
ticated instrumentation. A rather ryecent example may be found in the
relact nce on the j-zt of some to recognize the importance of micro-
structure in vertical sound speed profiles made in the ocean by veloci-
meters. oo often the evidence for microstructure obtained from these
profi es is attributed to instrument error rather than to a naturally
occurring phenomenon. This attitude is maintained even though the
reproducibility is excellent on both the up and down traces recorded.
1f the values on the velocimeter do not agree at control points as
computed from Nansen-cast data, then the velocimeter data is often
assumed per se¢ to be the omne in error, and not the values computed from
the Nansen cnst. This is nothing new and has its counterpart histori-
cally in the eventual grudging acceptance on the part of the Nansen-
cast proponents of the validity of microthermal structure appearing in
bathythermogrash traces. When this fine structure was first observed
on the original B/T traces, the reaction by many was the same. Hope-
fully, beforz too long, history will repeat itself in the acceptance of
the dats obiained from reliable velocimeters.

1t is to be hoped that the participants of this course will at its
conclusion have a much more complete understanding of not only the basic
phiysical and mathematical principles of marine acoustics but of the
tremendous impurtance of the environmental factors indigenous to the
ocean that must be fully considered and understood before acoustic
problems in this medium can be solved successfully. It is also to be
hopea that st che conclusion of this course the participants will be in
a much better position to decide for themselves the degree of success
to be expected in solving those specific problems in marine acoustics
they may have to cope with in their professional activities. They will
also have a better knowledge of the literature and its varied sources
available to turn to in solving these problems. Finally, because of
the broad academic and professional backgrounds of the participants
enrolled in this course, it is hoped that especially during question and
answer periods they will not be reticent in actively participating %o
the mutual benefit of all involved. Such interaction can only lead to
cross fertilization of ideas. These will result in a broader under-
standing of the potentialities of this subject to the solution of
problems in the ocean for the benefit of all.



ACOUSTIC TELEMETRY AND
SIGNAL PROCESSING

Stephen Riter
Assistant Professor
Texas A&M University

ABSTRACT

In this section basic considerations in the design of practical
acoustic telemetry and signal processing systems are developed.
These considerations are then applied to three representative modu-
lation techniques: amplitude modulation, pulse position modulation,
and digital freguency shift keying. These modulation techniques when
used in an underwater telemetry system are discussed. Finally this
material is related to the general problem of acoustic signal pro-
cessing.

INTRODUCTION

Tiie major justification for studying underwater acoustics aside
from pure scientific interest is that acoustics provides a useful
and efficient tool for tramsmitting information through the ocean.
In other sections you will discuss in detail how the medium degrades
and corrupts an acoustic signmal. In this section we will discuss
how one goes about designing effective systens which can extract as
much information as possible from these obscuring factors.

COMMUNICATIONS CHARACTERISTICS OF THE UNDERWATER ACOUSTIC CHANNEL

The underwater acoustic channel is a complex randomly time varying
media whose exact mathematical description is currently the subject
of much active research by scilentists and engineers. TFrom a communica-
tions theory point of view the effects of prime importance are attenua-
tion, dispersion and fading, and the addition of background noise,
All of these effects will be discussed in other sections, however,
here we will review dispersion and fading since from a communications
theory point of view these effects are the most difficult to deal with.



As an acoustic signal propagates through the water it encounters
various inhomogenieties in the medium which cause it to be randomly
gcattered along the transmission path. In addition when the signals
encounter the earth-water or air-~water interface they are reflected.

The effect of the scattering along the path is a dispersion of
the signal in time and frequency. Since the receiver observes a sum
of signals from each of the scattered paths there is a dispersion in
time due to the difference in path length between the shortest and
longest path. Thus if there is a path length difference of T seconds
the received replica of a sharp transmitted pulse would be smeared
out in time and would appear to have a time length of T + t seconds,
where t is the length of the transmitted pulse.

The frequency dispersion results from the random motion of the
scatterers with respect to each other. On .reflection from a scatterer
a slight doppler frequency shift would be imparted to the energy along
each acoustic path. Since the received signal is composed of the sum
of the signals from each path there would be a continuous random
doppler shift of the received signal. This would for example cause
a single transmitted sine wave of frequency fo to be received as a sum

of sine waves, with some mean frequency fo + fD, where fD is the mean

doppler frequency shift. The width of the spectrum of the received
waves, F, is usually called the frequency spread and is a function of
the velocity spread of the scatterers.

It can be shown [1l] that the above scattering model leads to a
received signal with a Rayleigh distributed probability demnsity function
for its amplitude and a uniformly distributed phase. Because of this
random variation in amplitude, usually referred to as amplitude fading,
and the complete loss of phase information, modulation techniques
which convey information by varying the amplitude or phase of a carrier;
for example, conventional amplitude modulation, phase modulation or
variations thereof, are clearly poor choices for use with acoustic
signals.

It should be pointed out here that, whereas in most applications
communication system performance is independent of signal shape ane
improves with an increase in transmitted power, in a dispersive medium
the amount of dispersion is a function of the signal, and hence
increasing the amount of transmitted power increases the amount of
dispersion. Consequently building more powerful transmitters is an
inappropriate method for combatting these effects. Instead one must
be careful to pick signal shapes which have an immunity to this tvpe
of degradation.



FREQUENCY

In other sections it is shown that there is a decrease in
background noise and an increase in attenuation with frequency.
Clearly then some best or optimum frequency exists for a given
range. If all other parameters except attenuation and background
noise were non frequency dependent then a solution for the optimum
frequency is easily obtained. The result [2] is plotted in Figure 1.
This curve is based upon some gross simplifications which tend to
highlight the lower frequencies over the higher frequencies. For
example man-made noise is predominantly low frequency in nature as
is most offshore biological noise, In addition attenuation in a
multipath environment is not necessarily deleterious since it serves
to damp out echoes which arrive at the receiver from other paths.
The point of the discussion however is brought out if one calculates
the transmitter power required to obtain a zero dB signal to noise
power ratio in sea state six as a function of range if the optimum
choice of frequency is made. If this is done it can be seen (3]
that acoustic communications in the 10 - 50 KHz frequency band over
moderate ranges is quite feasible.

MODULATION TECHNIQUES

There are essentially three useful techniques available for
coding information onto an acoustic signal. They are amplitude
modulation (AM), pulse position modulation (PPM), and frequency
shift keying (FSK). Variations of these techniques are of course
possible. These techniques are also descriptive of various
acoustic measuring systems which are not necessarily classified as
telemetry systems. For example devices which measure the time of
return of an acoustic pulse are really PPM detectors, etc.

AM

Amplitude modulation means that one varies the amplitude of a
sinusoldal carrier in accordance with a linear function of the
message to be sent. In one type of AM if the message to be trans—
mitted is wm(t) then one drives an acoustic source with

(1 + m(t)) sin wot

where |m(t)|<l. It can be shown that m(t) can be easily recovered
by a simple envelope detector. Furthermore if the signal to noise
ratio at the detector is (S/N)} then the signal to noise ratio out of
the detector is also (S/N) provided that the input (&/N) is above
some threshold value. Unforturnately since the transmitted waveform
is subjected to amplitude fading this is in most circumstances a
rather poor method for transmitting information.



PULSE POSITION MODULATION

A PPM System operates by transmitting a short T second tone once
every T seconds. The time of transmission is a linear function of the
value of the signal to be sent. A block diagram of a possible trans-
mitter configuration is shown in Figure Z. In this realization a com-
parator is used to observe a linear saw-tooth wave form and the input
voltage. When both are equal the comparatcr changes state. This transi-
tion time will then be a linear function of the input voltage. The
cutput of the comparator is differentiated and clipped to give the
required PPM pulse train. The pulse trainm is then used to generate
high powered sinusoidal pulses of length, t. These are applied to an
acoustic projector, which transforms the electrical signals into
acoustic tones for propagation through the channel.

The receiver would consist of a hydrophone followed by another
threshold detector. This detector generates a pulse whenever the
received signal exceeds some fraction, typically one half of its
expected peak value. This pulse is then used to regenerate a replica
of the transmitted voltage by using it to sample another linear sawtooth.

Since the transmitted information is contained in the time location
of the pulse this type of modulation can be made particularly insen-
sitive to interference, background noise and random fading. The output
is, however, severely degraded by reflections from the boundaries of
the media since they can cause the generation of incorrectly located
pulses by the receiver's threshold detector. The performance of such
systems have been analyzed in [4] from which Figure 3 is taken. In
this fipure the expected value of output noise is plotted versus

input signal to noise ratio (AZ/N) for a transmitted frequency of
18 KHz, with 2BT the time bandwidth product of the signal as a parameter.

From the curves we see that if (AZ/N) is above some critical or thres-
hold value then a relatively small value of output noise is generated.
Since the bandwidth of a sharp pulse is usually approximated by twice
its reciprocal length we see that as long as we stay to the right of the
threshold point we can decrease the output noise by decreasing the
pulse length or increasing T. (This amounts to increasing 2BT.) One
pays for an increase in T by a decrease in the amount of data trans-
mitted, and for a decrease in the pulse length with an increase in
system bandwidth. Even if one were willing to tolerate these costs

the above factors still could not be increased indefinitely since for

increased values of 2BT, increased values of (AZ/N) are necessary to
operate to the right of the threshold noint.

E{nz} is a measure of the effect of the input noise on the receiver's
estimate of the pulse location, and can be used to determine critical
system parameters. As an exanmple suppose that it is desired to use
10 milli-second pulses to transmit information at a range of 1000 yards
to a depth of 100 yards, with a pulse repetition frequency of 4 Hz.



The carrier frequency is 18 KHz and the total noise spectral densgity
is -30dB. Assume zeroc dB directivity and 50% efficiency. What is
the minimum transmitter power that can be used? For this case

2 4

2BT = (2) =) = 100
10(10)"3 4

From the curves of Figure 3 we see that this corresponds to a required

(A2/N) of

(A%/N) N 1500 ¥ 31.7 dB

The path loss at this transmitter frequency can be shown to bhe about
61 dB. The 50% efficiency contributes an additional 3 dB for a total
power loss of 64 dB. The required peak transmitter power, PT, is

PT = 201og10A

which is easily seen to be

PT = 64 - 30 + 31.7 = 65.7 dB
Such an approach can also be used to design measurement systems where
the desired information is contained in the location in time of a pulse,
for example a bottom profiling system or a depth indicator.

FRENUENCY SHIFT KEYING

If the informdtion to be transmitted is discrete in nature the
modulation technique used must be some one of the numerous discrete
modulation methods. These include frequency shift keying, digital
frequency modulation, phase shift keying, amplitude shift keying,
and countless variations thereof. Here we limit ourselves to
frequency shift keying (FSK); however the extension to other modula-
tion schemes is straightforward.

An FSK system operates by transmitting a T second tomne at one

of two frequencies, fl or f2 to represent a binary "1' or "0

respectively. The receiver comsists of two bandlimiting filters

centered at fl and f2 with nonoverlapping passbands. These filters

are followed by devices designed to measure the energy in the passband

of each filter. Usually this is an integrate and dump detector followed
by some type of decision device which generates a "1" or "0" at the

end of each signalling interval depending upon which filter had the
greatest output. This technique is known to be optimum for signals of
this type at low signal-to-noise ratios. It can be shown that the
average probability of an incorrect decision on an individual digit for
such a system operating over a nonfading channel in the presence of noise
of spectral density No is [4]

P(E) =,% exp(~ET/No) (1)



where E 1s the average received signal power. Eq. 1 is strictly true for
noise with a uniform spectrum. The extension to the non-uniform spectrum
observed in underwater systems has been carried out by the author however
the differences obtained are not sufficient to warrant the extra effort
required.

If such a scheme is used in the underwater channel, dispersion will
cause a pulse of length T and bandwidth W=1/T to be received as a pulse of
length T+L and bandwidth W+B, where L and B are the time spread and fre-
quency spread of the media., Moreover the amplitude of the received signal
will be subjected to Rayleigh type fading. In such a situation there is
a significant probability that on an individual transmission the received
energy at the transmitted frequency will be small and an error will be made.
In this case it can be shown that

P(E) = —t— (2)
2 + (ET/No)

where E is average power in the fading signal.

In Figure 4 we plot Eq. (1) and (2) versus (ﬁT/No) and (ET/¥o).
As can be seen the effect of the fading can be catastrophic.

The best way to lessen the chance of an error due to fading is to use
a technique called diversity. The idea behind diversity is simple, al-
though the realization of a diversity system might be involved. Since the
fading phenomena is purely random in nature, sometimes being present and
sometimes being absent, one can clearly decrease the chance of an error by
transmitting the message over and over again in the hope that all trans-
missions will not be obliterated by deep fades. Likewise, we may transmit
multiples of frequencies to signify a 1 or 0 since the probability of a
majority of frequencies being eliminated by deep fades is comnsiderably
smaller than losing a single tone. Finally we may use a number of separate
receivers since the presence of a fade is also a random function of the
location of the receiver. The techniques mentioned are called time, fre-
quency and space diversity, respectively. Since all three diversity
techniques are really making use of the same property of the disturbance,
its randomness in time, space or frequency, we see that the parameter of
importance is the number of different received signals one obtains, L,
and not the means of obtaining the signals.

In Figure 4 we also plot P[E] versus (ET/No) for the optimum choice
of L.

ACOUSTIC SIGNAL PROCESSING

Although the topics of telemetry and signal processing are parallel
in most of the communications sciences, in the field of underwater acous-
tics they have tended to take on different meanings. By signal processing
the acoustician usually means techniques for enhancing the sonar returns
from underwater targets, so that a decision can be made as to whether oY
not a signal is present. Unfortunately there are a rather forbidding
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number of possible signal processing procedures, and the number seems to
be continuing to grow exponentially with time. In this section it is not
possible to discuss or even mention all of these. Instead we claim that
all the best procedures can be thought of as correlation processes where
one is continuously comparing the received signal with replicas of the
returns one 1s looking for. In a sense it can be shown that all other
good signal processing schemes are approximations in some way or other

of this technique.

1]

21

3]

4]

5]
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WAVE THEORY:
SHALLOW WATER ACOUSTIC PROPAGATION

J. C. Novarini
Research Scientist
Hydrographic Office, Argentine Navy

INTRODUCTION

The propagation of sound in shallow water is a problem
encountered for instance in coastal water and on the Continental
Shelf for long range sound propagation. Distinction between shallow
and deep water is quite arbitrary and there is no exact criterion
of classification. Although in the geographical sense shallow
water means depths less than 100 fathoms, in practice the distinction
is based upon the dimensionless parameter hk , h being the water
depth and k the horizontal wave number. When hk < 10 the case
is considered a shallow water problem. However, it is to be noted
that, for instance, with this criterion the high frequency case in
relatively shallow water would be considered a deep water problem
and this is not necessarily true since the sound will propagate
mostly by successive reflections at the surface and the bottom
(i.e., "channel effect") and this is far from the actual deep
water propagation. Hence, following Urick,l we shall mean by shallow
water propagation "propagation to distances at least several times
the water depth, under conditions where both boundaries have an
effect on transmission."

The actual problem of shallow water propagation is very complex
since the boundaries are not well defined and are mostly of random
nature. This, together with the fact that the boundaries are not
plane parallel, makes it almost impossible to get a closed solution.
In what follows a highly idealized problem will be solved, based
mostly on the works of Brekhovskikh,2 and Bradley and Hudimac.3

1. METHODS OF SOLUTION
Two approaches are used in the Titerature to solve the problem:

the ray theory or “geometric acoustics,"” and the normal mode
theory or "wave acoustics." Although they are not mutually exclusive,
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one may have advantages over the other in specific cases.

As is known, in geometric acoustics, the paths of the rays
are obtained through the Eikonal equation which is a solution to the
Helmoltz equation for the high frequency case. The ray solution,
although helpful in visualizing the phenomenon, only gives a picture
of the ray path without regard to phase.

The .wave acoustics solution is obtained, in general, by solving
the Helmoltz equation through the separation of variables technique,
and is particularly useful in the case where the acoustic wavelength
is of the order of the water depth, the case in which the ray
interpretation becomes meaningless. On the other hand, it can be
shown that the curvature of a ray is related to the velocity
gradient of the medium. For an isotropic medium the velocity
gradient is zero and the ray is a straight Tine. Hence, if the
boundaries of the region are recilinear and have well defined
reflective properties, the method of images can be applied to obtain
the solution, with the advantage that the solution can be either
expressed as a sum of normal modes, or visualized as given the ray
paths in the duct.

IT. IMAGE THEORY

et us consider first a plane parallel duct with boundaries
at z=0 and z = h , as illustrated in Fig. 1. The source is
assumed to be a pulsating sphere of infinitesimal radius, situated
at the point z = 2z5 , r =0 , and the receiver at z,r.

Ly R

Z

AANTENNNNNNN\

FIG. 1. Source and receiver

The medium will be assumed isotropic and homogeneous. The equation
to be satisfied is the inhomogeneous Helmoltz equation
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vy + k2p = §(r - ry) 6(z - zo) (1)

where ¢ is the acoustic potential (for instance, the pressure)
and & s the Dirac's delta function whose properties are listed
in Appendix A.

Since this is the shallow water problem the boundaries will
be the air-water and the water-bottom interfaces, the former is a
pressure release or free surface (i.e., zero acoustic pressure)
and the latter is a rigid boundary (i.e., zero normal velocity).
Hence, the boundary conditions will be

v =0 at z = h (2)

Q2
=
(]
)
[s1)
ct
N
]
L]

(2a)

and the reflection coefficient will be assumed +1 at the bottom
(perfectly reflector and no phase change) and -1 at the sea
surface (perfectly reflector, 180° phase change). We shall now

use the image method to find the field at the receiver, or in other
words, the field at an arbitrary point will be represented as the
sum of the direct wave and waves radiated by a network of "image
sources," which are obtained as a result of successive specular
reflections of the source at the boundaries.

To the field of the source add the field of the image source
as obtained by specular reflection at the lower boundary of the
duct. Denoting the source by 01 and the image source obtained
by reflection at the Tower boundary by 03 , the field will be

iRy ikRg
“vo, tug = G+ & (3)
Vo, T, TR Ry ’
1 3
where Ry = Vr? + (z - 20)2 3 Ry = /2 + (z + z4)2

are the distances from the source and image to the field point {z.r),
respectively. Clearly, the expression for ¢ given in (3) will
satisfy the wave equation because each term satisfies it and will

also satisfy the boundary condition at z = 0 since the system

is symmetric with respect to that plane. But, it is also clear

that (3) will not satisfy the boundary condition at z = h since
there is no symmetry. To overcome this problem another pair of image
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sources, which are obtained by specular reflection of the two first
sources at the upper boundary, can be added. HNow the solution will
satisfy the upper boundary condition, but no Tonger will it satisfy
the lower boundary condition. However, another pair may be added *o
satisfy this condition and this process continued until an infinite
network of image sources, lying on the z axis is obtained,
Moreover, this series will converge and both boundary conditions will
be satisfied. Recalling that there is a phase change in each
reflection at the upper boundary, the total field at the field point
can be written as

& ilel ikR kR ; ikqu
v = (_-I)R» e + e + e ¥ e (4)
j : R R R R
1=0 L1 L2 3 Ly

which satisfies the wave equation, the bhoundary condition and the
singularity at the source; the Tast is provided by the term
ikRg
e 1
Ro

1

FIG., 2. Network of image for a shallow water duct

A few images of the network can be seen in Fig. 2. The distances
Rg; are shown in Table I. It can be seen in Fig. 2 that there is
a Y one-to-one correspondence between an image and a ray that

represents a path of travel between source and receiver. The rays
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provide the information on how the field propagates, and the
summation of the images provides the phase and magnitude at the
field point.

TABLE I. Distances to the image from the receiver

j Ry

T (z - z5 - 20h)2 + 2
2 Nz - zg + 220)2 + 2
3 Yz + zp - 20h)2 + 12
4 Az + zy + 20h)2 + 2

IIT. NORMAL MODE SOLUTION

As mentioned before, another approach to the problem is given
by the normal mode theory. The set of normal modes, each of which
individually satisfy the wave equation, the boundary conditions,
and propagates along the duct with its own velocity, will be obtained
from the image solution. To do this, the integral representation
of the field of a spherical wave in cylindrical coordinates must
be used. The reason for this is that, while the field due to the
image is spherical, the geometry of the problem has natural
cylindrical symmetry. The integral representation of a spherical
wave in cylindrical coordinates is2

=]

= . %i]-Ho(l) (AT g2 r) & 8z - Zodge (5)

w00

eikR
R

where Ho(l) is_the Hankel function of first kind and
R=¥‘2+(Z-20)2

Replacing R by R, , using (4), and writing (-})R = e_iﬂz .
the acoustic field will be
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- r ig(z + zy + 22h)
b= 4.%. Z L fHo(l) (/&2 - g2 r){e

iE(Z - Zp t Zﬂh)
+ g dg (6)

but
jg(z + zo + 22h) ig(z - zy + 2zh) fzehe £z | igz,
) e + e =g e ]
"1520
| e
i2ehg gz
=2e e CoS § 2z,
then

Y o= =i z jHo(l) (vk2 - g2 r‘)e"i”eiazcos £Zg eizghgdg . (7)

- E:-m -0

At this point the Poisson formula,4 which transforms one infinite
series into another, must be used. The terms of the new series are
obtained from the terms of the first one by a Fourier transformation,
i.e.,

where

F{n) =j f(r) e“iﬂT dr s, T = 2% . (8a)
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Setting

f2ne) = -i jHQ(l) (/kZ < 22 r) o 1™e1E2¢04 £z, e!ZihadE ’

—_0

then using (8a)

) ed 'i‘f ”ihr:
. i T 1
F(n) = ~i‘[’H0(l) (/k2 - €2 v) e'"Zcos az@¢{; Nty 2007 Gege
L sl . hE 'i
. it[==- (n + 3)]
= -1‘j' Ho (1) (&2 —€2 r) e'%%cos é;zgfe " 2 grde
- ~ (9)

but from (6-A} and {5-A) it can be seen that

w . chE 1
i[> - (n+3)]
je “ 2dT=a[-~:5~(n+;—)]~=%sta-(n%%—)%}]-

(10)

Substituting {10) into {9), and using (3-A) equation (9) is easily
integrated to give

. ( + .].) {n + l‘)'rf

then, from (8)

- + J..),gr 2
vz = L) wy (i - [‘(iﬁ‘g““] r) an
n=0
{n + 3z (n + E'}"fzu

X cos —=—— cos ——pm—— (1)
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with k=2 5 0<zch ;5 on=00,2,...,

which is the acoustic field at any point {z,r) in the plane
parallel duct expressed as a superposition of normal modes; n labels
the different modes.

The =z dependence of the amplitude of each mode is given by
the factor cos [(n + 1/2)rz/h] and is shown in Fig. 3 for
n=20,1,2 and 3.

FIG. 3. Sound pressure versus depth for
the first three modes

Defining a new parameter kpn by

LT
k :%2—[(1—%-2—1—] ) (12)

n

it can be interpreted as the "wave number" of the nth normal mode,
and so the nth normal mode will propagate along the duct with its
own velocity <, given by

S8 - c
., =% (13)

1l

with w = kc
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Another useful interpretation is to think of kn as

k, = k sin 8, (14}

where from (12) and (14)

(n + Zm

= -1 ————
8, = cOs I ) (15)

. represents then, the direction of propagation of a plane wave
coming from a source image localized above or below the axes of
the duct. That means that each mode can be interpreted as the
superposition of two traveling waves with their fronts at definite
angles of inclination 6y, , in different directions with respect
to the vertical axes and in the same direction with respect to the
horizontal axes. Fig. 4 shows this plane wave equivalence for the
first mode.

Fd

NANAN \\\\\\\\\\\<\\\\\\\\\\\\\‘

FIG. 4. Plane wave equivalent for the first mode

From (12) it is easily seen that normal modes can propagate
in the duct without attenuation only if kh > n/2 or h > /4,
the frequency belongs to this value of A s

- Cm

Ye T TR

and is called "cut-off frequency." Waves with frequencies below w
will propagate in the duct with great attenuation. This can be

seen from (12) since k, becomes purely imaginary. The corresponding
mode is called "evanescent mode."

Following Urick we can conclude that since the higher order
image contribution die out rapidly because of their greater
distances from the field point, only a few images are required and
S0 the ray theory is more convenient for the case of short range
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propagation. On the other hand, normal mode thecry is more appro-
priate for long ranges because of the greater attenuation of the
higher modes and so only a few modes are necessary to calculate
the transmission.

IV. WEDGE SH4PED SHALLOW WATER DUCT

Obviously, the plane parallel duct with well defined reflective
boundaries is only a poor first approximation since the actual case
involves, in general, wedge shaped regions, bottoms, statistically
rough boundaries, velocity gradients in the water Tayer, inromoge-
neities in the medium, etc. Hence, in order to improve the first
approximation to the actual case, the wedge shaped duct must be
considered. For this case, the two approaches mentioned in the
first section are usually employed to get a solution. Papers by
Pierced and Denhamb attack the problem by using normal mode theory,
while Kuznetsov’/ and Weston8 use ray theory. Practical models and
empirical theories_have been developed by Macpherson and Daintith,g
Marsh and Shulkin,10 and Urick.1l More recently, and considering
simultaneously the two approaches, is the work by Bradley and
Hudimac.3 1In what follows, a brief look at the wedge shaped case
using image theory as presented by Bradley is shown

When the image process is applied to the wedge, the images
appear on a circle with origin in the vertex of the wedge and radius
equal to the distance source-vertex as showh in Fig. C. For a
wedge angle B8 = n/n , n integer, a finite number of images are
required to completely satisfy the boundary conditions. But in the
case where 8 = w/a , with a not an integer, the number of images
required could be (not necessarily) infinite.

FIG. 5. HNetwork of
image for the wedge
shaped duct

7 3
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An important complication encountered in the wedge problem 1ies
in the fact that the images on the circlie are eventually going to
appear on that part of the circle which represents the medium
where the source is located and which, according to the conditions
of the problem, can only contain the source. To overcome this
problem, the theory of complex variables must be used. This is
accomplished by introducing the concept of Riemann surface as a way
of extending the 8 coordinate. This extension allows fTor an
infinite number of images. The images that appear on the Riemann
surfaces {out of the principal plane} do not appear as observable
images in the calculations of the field, but as imaginary images
which will contribute to the so-called diffraction field to the
total field. So, the acoustic field for a wedge shaped duct can
be represented as

M .
. :{: ekal
L R
3
L=-M

imaginary

. Z e'i kRg'
R
real |2 |=M+1 2

where R2 = r2 + r3 - 2 r rgcos(e + ag = 208) + (z - 2)2 .

M represents the number of images present in the principal plane
of the extended Riemann surface. Hence it can be concluded that
the acoustic field, as calculated from image theory, consists of
two terms: one being a summation of real images and the other a
sum of virtual images. The last one is the diffraction term
contributing to the total field.

V. MODIFICATIONS TO THE SIMPLE THEORIES

The complicaticons that arise in the actual case, mentioned
in the last section, reguire further modifications to the first
approximation already shown, to allow more realistic conditions on
the surface, bottom, and water medium. The effect of attenuation
in the bottom is considered in the papers by Eby, Williams, Ryan,
and Zamkin;!2 Williams and Eby,13 Kornhouser and Raney.l4 The
effect of the surface roughness in shallow water propagation is
considered by Clay,!5 and the problem of propagation of sound in
a duct with inhomogeneities in the medium and at the boundaries
has been considered by Lapin.i6
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APPENDIX A
Brief Review of the Dirac's Delta Function
In order to facilitate a variety of operations in mathematical
physics, Dirac proposed the introduction of the so-called "Delta

function" &(x) which will be a representative of an infinitely
sharply peaked function given symbolically by

0 (x#0)
§(x) = (1-A}

but such that the integral of (x) is normalized to unit
ja(x) dx = 1 . (2-A)

A few properties are:

‘['f(x) §(x - a) dx = f(a) (3-A)
for all continuous f(x). In particular for a =20
f f(x) s(x) dx = f(0) . (4-A)
s(ax) = {ﬁ)a(x) ., ato (5-A)
a

and a useful integral representation is given by

5(x) = %-;fe“kxdk (6-A)

-



It is to be noted that (1-A) is not a proper statement and
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cannot be used to define a function, much less an integrable function.
In fact the "Delta function" is not a function but a "functional"
and has its theoretical support in the Theory of Distributions.

10.

11.

12.

13.
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MARINE BIO-ACOUSTICS

Thomas J. Bright
Oceanography Department
Texas A&M University

I. Definition: Marine bio-acoustics may be defined as the study
of sound in the sea where it results from or influences the behavior
of marine organisms.

This definition excludes such things as echolocation of fish
schools and deep scattering Tayer studies, but would include the
effect of sonic booms upon behavior of aquatic organisms, or any
inquiry into sound production or reception by marine animals.

II. Contribution of Marine Organisms to Ambient Sea Noise:

A. Under ideal conditions (sea dead calm, no vessels, no sound
producing animals) the ambient noise pressure is about
.18 to .20 dyne/cm?. This corresponds to about -15 deci-
bels (db), where 0 db corresponds to an acoustical pressure
of 1 dyne/cm? (1 microbar), and is roughly comparable to a
quiet night in country.

B. Average ambient sea noise is about 10 to 15 db and is due
primarily to wave motion, current friction, and shipping
(comparable to noise produced in a busy office).

C. Activity of marine animals can add 20 db or more to the
average sea noise, often in a frequency range which can
interfere with sonar gear, acoustic mines, and u. w.
listening equipment (Figure 1). A1l major groups of marine
animals (invertebrates, fishes, and mammals) contain marine
representatives which are significant sound producing species.

IIT. Basic Terminology: The first step in characterizing a sound
generally involves a subjective description in terms of other sounds
more familiar to us. Marine bio-acoustical Titerature is, therefore,
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Figure 1. Spectrum level chart comparing New Zealand "evening chorus,"

attributed to the sea urchin Evechinus chloroticus, with typical

snapping shrimp spectra as given by Knudsen. Prepared by R. I. Tait.
(from Fish 1964)

full of references to sounds designated with onomatopoeias such as
quack, squeak, squeal, moan, honk, etc. These are useful but,
because very few, if any, other animals hear sounds exactly as we
do, we must classify and analyze biological sounds in more objective
terms if their behavioral meaning and significance to the organisms
producing and perceiving them are to be determined.

A. Wave, Wave form, frequency and period as terms are generally
used in standard physical sense.

frequency: use restricted to periodicity of sine waves and
their derivatives.

rate: wused to designate other periodicities of a higher
order, e.g., pulse repetition rate.

Sine wave that would exist as a
continuous wave in the absence of
the observed modulation

basic signal:

elementary vibration:

elementary wave form:

dominant frequency: refers to the frequency which has the
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highest amplitude. In Marine bio-acoustics this is generally
spread over a band of frequencies which may be 100 Hz wide,
or more.

Pulse: a unitary homogeneous parcel of sound waves of finite
duration. Such pulses when produced by animals are usually
not singly detectable by the human ear and can be defined
only through oscillographic or sound spectrum analysis.

/M wave

/\\//\\/[\v/ wave train
_/\\/f\___/\\/ﬂL___/\\//\_ pulse train

In reality, the basic sound produced by an animal and modulated
into pulses is rarely a pure tone. More frequently it is a
noise composed of a set of pure tones whose blending produces
no regularity in the resultant wave form. When modulated
temporally the end result is a series of noise pulses.

|

P

Click: a very short pulse separated by a much longer interval
from its neighboring pulse.

Generally, these function in echolocation (dolphins, whales)
and are composed of from 1 te 100 waves depending upon fre-
quency. The higher frequency clicks tend to have more waves
per pulse but are still of very short duration due to the
short period of the wave.

Chirp: the shortest unitary vrhythm-element that can readily

be distinguished as stich by the unaided human earv.
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It may be composed of one or more pulses, or several pulse
trains.

What would seem a chirp to human ear may be definable into
a series of chirps (rhythm-pattern) by other animals. For
exampie, the common 60 cycle hum that we associate with
electronics is perceived by us as a sustained tone. The
repetition rate is too high for the human ear to hear as a
rhythm-pattern. Certain grasshoppers, however, hear the
same sound as a series of discrete pulses occurring at a
pulse repetition rate of 60 per second.

This is an important point to keep in mind when considering
the significance of sounds as information vectors for differ-
ent animals. The way we hear a sound may bear 1ittle resem-
blance to the manner in which it is perceived by other
species. Thus it is difficult to judge the potentials of a
sound for conveying information unless the auditory sensory
capabilities of the animals under consideration are under-
stood.

Ripple: a type of chirp which is perceived as a tremulous,
throbbing or quavering tone. Basically of two types:

tremolo: a vibrating, beating or throbbing sound which
may be ampTlitude modulated,

A

or puise modulated,

U

trill: a tremulous utterance of successive tones and,
therefore, frequency modulated,

VWA

The pulse modulated tremolo appears to overlap somewhat the
basic definition of a chirp insofar as the individual pulses
are discernable by the human ear. This concept would seem

to represent a borderline case where the pulse or pulse-train
repetition rate is very close to that which can no Tonger be
distinguished as a rhythm-pattern by the human ear.

First Order Sequence: a succession of chirps closely spaced
in time and possibly combining to produce a specific sound
unit. Example: staccato sound of sguirrelfish.
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G. Second Order Sequence: a succession of first order sequences.

Animal sounds can therefore, be viewed as a combination of a number
of basic signals to form a basic sound, which is generally modulated
through variation in ampiitude or frequency into pulses, which are
combined to form chirps, which in turn combine to form a rhythm-
pattern.

Information may be transmitted through coding of the sound
produced. This may be achieved through modulation of amplitude,
dominant frequency, or temporal patterns of the pulses and chirps.

For exampie, as shown in the following diagram, a series of chirps may
be assembled in various ways temporally, much Tike a morse code. This
type of patterning is thought to be significant in the case of fishes.

VARIABLE INTERVAL

LD D

FINELY ENT! RvAL

[T

LINET-DUATA T ON HARRMONIC - FREQUL NCY

A

Figure 3. Diagrammatic representation of fish sounds
(after Winn 1964).

FREQUENCY

TIME

Porpoises on the other hand appear to use frequency modulation
rather extensively in their communicative efforts. During feeding
scuffles, the Bottlenose Dolphin freguently emits sounds which,
considering frequency in the vertical axis and time on the horizontal,
could be contoured thusly,

e
— .,///P\M_ . A single disturbed
animal might emit

”//f\‘ or -///’\\w//\\\h . The degree to which

an animal can utilize the potential information capacity of a specific
signal depends upon its hearing ability and the sophistication of

the sensory apparatus associated with hearing. (To be discussed
briefly later.)
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A1l of the above applies basically to sounds classified as
Purposeful animal sounds; those produced by the animal through the
use of some specialized sound producing mechanism, and presumably for
the purpose of communicating information to or influencing the behavior
of other animals (various grunts and calls of fishes and porpoises).

On the other hand Adventitious sounds are produced by an animal
incidentally during some activity, but not through the use of a
specialized sound producing mechanism, and presumably not for any
purpose of the animal producing it (feeding and swimming noises).
Although these contribute to the ambient noise of an area and may
provide information to certain species they are frequently so random
and unstructured that it is difficult to refer them totally to the
heirarchical classification of sounds described above.

IV. Visual Display of Animal Sounds

Two graphical means are commonly used to visually illustrate
animal sounds. One is the familiar oscillogram giving information
concerning amplitude integrated over all freguencies at any one instant
{amplitude vs. time).

Figure 4. Oscillogram of single click produced by the
barnacie Balanus balanoides in a Narragansett Marine Laboratory
aquarium. Interval between timing marks is 1/240 sec.

(from Fish 1964).




34

The other means empioys sonograms produced by any of several
sound spectrum analyzers (The Kay Electric Company Spectrum Analyzers
are most popular). They provide an easily interpreted representation
of sound structure in terms of frequency, amplitude, temporal, and
harmonic structure. Basically, there are two types of sonograms.

The standard sonogram depicts a sound in terms of frequency plotted

on the vertical axis and time on the horizongal. Amplitude is roughly
proportional to the darkness of the trace but a quantitative index

of amplitude 1is not provided.

L5
T -
1.0,
3
L1
55—
5.0

LI

Frequency
Kilohertz

Seconds

Figure 5. Standard sonogram of rasping sound of
spiny lobster

The contour sonogram provides similar information but in addi-
tion the amplitude structure is contoured (in the Kay Vibralizer
system at 6 db intervals over a dynamic range of 42 db).

oy
H
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LI I I |

Frequency
Kilohertz

Seconds

Figure 6. Contour sonogram of staccato and coo of the
squirrelfish Holocentrus ascensionis
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Unfortunately temporal resolution is obscured by the contouring
sg it is desirable to utilize both types of sonograms during analysis.

The time and frequency scales of sonograms are variable to suit
the sounds being analyzed. One standard unit will analyze up to
16,000 Hz without modification. For higher frequency sounds a
frequency translator may be used to increase the upper limit of
analysis, or the recorded sound may be played at a slower than normal
speed to bring the frequencies of the sound within the normal range
of the analyzer.

These analyzers are much 1ike the human ear in that, if pulses
are produced at a rate so high that the analyzer cannot separate
them, the pulse repetition rate will be added as a pure tone to the
basic signal {pulse tone frequency). The resultant beat frequencies
appear to be harmonics and the apparent harmonic interval is equiva-
lent to the pulse repetition rate in cycles/second.

Figure 7. A s a 1000-Hz tone pulsed one cycle on and four cycles
off; in B it is pulsed two cycles on and two cycles off, and in

C it is pulsed three cycles on and one cycle off. The repetition
rate of 250 pulses per second is the same for all three analyses.
Note that the second harmonic of the repetition-rate is absent

due to the symmetry of the pulses and pulse-intervals. The
analyzing filter bandwidth is 20 Hz. (from Watkins 1967)
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The trace representing the basic signal (1000 Hz in the above
case) is usually darker (because most of the energy is expended at
this frequency) if pulse duration is greater than the interval between
pulses. If the duration of the pulse is equal to or less than the
interval between pulses the darkness of the basic signal trace will
be equal or less than the darkness of the traces representing the
beat frequencies.

Fourier analysis computation can provide relative energy values
for the pulse tone frequency (basic signal) and the
or "harmonics."

For example: for a 1000 Hz tone pulsed one cycle on and one
cycle off, and assigning an energy value of one to the unhpulsed
tone, Fourier computations predict;

Frequenc Energy Value
500 (the fundamental of the pulse 0.178
repetition rate) :

1000 (second harmonic of prr, also 0.250
the pulse-tone freguency) :

1500 (3rd harmonic of prr) 0.064
2000 (4th) 0.000
2500 (5th) 0.004
3000 (6th) 0.000

These agree very well with spectral analysis of this type sound.
Note the variability in energy content between beat frequencies.
This is typical and varies greatly with the pulse repetition rate
and length of pulses compared to interval between pulses.

Many supposed harmonic fish sounds show such a pattern of
"enhanced" and "suppressed" harmonics.

The following sonogran shows the trace of a sound consisting
of a pulse tone frequency of 1000 Hz where the pulse repetition rate
is decreased in steps from about 500 cycles/sec. to about 10 cycles/sec.
Note that as time progresses the harmonic bands converge (representing
the decrease in pulse repetition rate) until they tend to fuse at
the pulse tone frequency and show up toward the end of the sonogram
as discrete pulses.
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time - seconds

Figure 8. The interval between eight-cycle pulses at 1000 Hz
is varied in two-cycle steps from two cycles to about 100 cycle
(of the 1000 Hz). The pulse repetition rate may be read from
the harmonic interval until the pulse becomes separated. The
analyzing filter bandwidth i{s 20 Hz. (from Watkins 1967)

V. Sound Production and Sonic Mechanisms in Marine Invertebrates
(Animals without backbones):

Sounds produced by invertebrates are most often snaps, clicks,
or rasps, although some invertebrates may produce popping or sputter-
ing sounds. The clicks, snaps, and rasps are usually white noise
containing frequencies spanning the entire audible range, 20-20,000 Hz,
and into the ultrasonic. These are usually stridulatory sounds,
produced by contact of various hard parts during feeding or moving
about, as well as through the action of special sound producing
organs. The more important marine invertebrate sound producers
belong to the Crustacean Arthropods, the Molluses, and possibly
the Echinodermata (sea-urchins and relatives, see Figure 1).

A. Crustaceans

1. Snapping shrimp {Alpheidae) comprise one of the noisiest
groups in the sea, and the most extensively studied. Their
sounds are easily detected by a diver in the water. Des-
criptions of their sounds date back to 1795, and they were
certainly known prior to that. During World War II, submarine
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patrols complained that sizzling and crackling in shallow
areas often masked all other water noise, and the sounds
assumed immediate importance due to thejr interference with
sonar signals.

The sounds are produced by large populations of small shrimps,
and local background noise levels are correlated with popula-
tion distribution. Knowledge of this, and of the biology

and distribution patterns of the shrimps, allow prediction

of the degree of interference to be expected in unmonitored
areas. The combined snapping of a shrimp population in the
vicinity of a coral reef can exceed 45 db in the 10-20 kHz
range (see Fig. 1)}

Snapping shrimp thrive in a global belt bounded approximately
by 40°N and 40°S Tatitude (more specifically the 52°F

winter surface isotherm), on coral, sponge, shell, or rock
bottom, in depths less than 60 meters.

Individual snaps are short chirps with wideband frequencies
extending to over 15 kHz. Our recordings in the Virgin
Islands indicate apparent dominant frequencies at about 3 kHz
and 5.5 kHz.

Frequency--Kilohertz

Seconds

Figure 9. Snapping Shrimp noises

The mechanism of sound production in snapping shrimp is the
Targer of two chelipeds {claws). The dactyl (movable claw)
is opened and may be held so by sucker-like discs on it and
the chela (stationary claw). Tension placed upon the dactyl
by adductor muscles closes the claw quickly and the glancing
blow of the dactyl against the chela produces a snap-Tlike
sound {intensity often equal to that produced by snapping

a large dry twig in two).
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CHELA—7

Figure 10. The snapping shrimp possesses an enlarged claw.

The movable finger of this claw snaps sharply dowhward and

produces a sound as it strikes the immovabie "thumb."
(after Dumortier, 1963) (from Tavolga, 1965)

Although snapping shrimp are the noisiest of the crustacea
it is thought by some that the noise itself has no signifi-
cance behaviorally, and is simply a by-product of another
activity.

When the claw is closed quickly a tooth on the dactyl is
forced quickly into a cavity in the chela resulting in an
extremely intense squirt of water which can be directed at

a predator or prey (offense or defense). A predator may thus
be chased away or forbidden entrance to the burrow or cavity
in which the shrimp lives. A potential meal on the other
hand may be stunned by the intense stream of water {and
possibly the loud snap) and therefore easily captured.

Spiny Lobster (Palinuridae)

Stridulatory sound production by spiny lobsters was mentioned
by Athenaeus in the 3rd century A.D. The sounds produced are
rasps and are known to any who have ever captured one of the
creatures alive. The frequency and temporal structures are
as shown in Figure 3 of the preceeding section. The sound
producing mechanism is composed of a process on the inner
face of the basal joint of the antenna. This process fits
exactly over a longitudinal swelling along the side of the
rostrum (snout). The swelling has minute teeth pointing
forward. A striated membrane on the lower surface of the
antennary process is drawn across the toothed rostral swelling,
thereby producing a stridulatory vibration or rasp.
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Figure 11. The spiny lobsters have a stridulatory organ at the
base of the large antennae. A finely toothed orange ridge

(a) is rubbed by a stiff membrane at the base of the antenna (b).
The inside surface of the membrane is also serrated, and the
rasping sound is produced when the base of the antenna is

raised and the stridulatory membrane is stroked against the
orange ridge. (after Moulton, 1957)(from Tavolga, 1965)

The significance of the rasp is not thoroughly understood,
but the sound has been observed during fights between two
individuals. Sound is usually produced during capture or
disturbance and is accompanied by violent abdominal contrac-
tions, resulting in tail flips which propel the lobster
backwards as it attempts to escape.

Additional known crustacean sound producers include certain
barnacles (see Fig. 2), crabs, mantis shrimps, penaeid
shrimps, and others.

B. Molluscs (clams, snails, squids, octopi, etc.)

1.

Mussels (Mytilidae)

Whereas snapping shrimp produce localized intense noises in
south temperate and tropical zones, similar background noises
have been ascribed to the Mussel, Mytiius edulis, in New
England coastal waters.

These bivalves (clams) attach to the substrate in large
groups by means of a byssus composed of elastic threads which
they continually secrete. Population concentrations occur
from the Arctic to Cape Hatteras in estuaries where salinity
is greater than 25.3% and where the substrate is hard enough
(pilings, rocks, peat-like banks, etc).
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Figure 12. Mussel attached to substrate (after Fish 1964)

In an attempt to obtain a better position for feeding, and to
prevent smothering by silt, members of a population move about
by breaking or disledging certain byssal threads, secreting

. new ones, or adding to old ones. They apply pressure to the
threads by protruding and anchoring their muscular foot to

the substrate and reorienting themselves, thereby stretching
the threads. Stretching apparently causes a snapping noise

to occur, as does dislodging or breakage. Snaps are of high
amplitude with their greatest energy between 1 and 4 kHz.

Definite diurnal cycles of activity are indicated by variations
in the rate of snapping in a mussel community. For example,
24 hy. monitoring periods indicate that snaps of 80-90 db

’ reached a peak of 170/min at noon, fell to 28/min at 1900 hr.
(sunset), and then rose rapidly again after 0630 hr. (sunrise).

The snapping and crackling of mussels is most persistent in
Naragansett Bay in summertime when the water is warmer. This
situation can be dupiicated in the laboratory by raising the
temperature from 10°C to 20°C. An increase in sound production
is thus induced, indicating that the mussel activity rate is
quite dependent upon temperature.

This also illustrates that certain sound production cycles
are influenced by changes in environmental factors (light
intensity, temperature, and others) on a daily and seasonal
basis, and can therefore be used in some cases as indicators
of such changes. It also indicates that bio-acoustical tech-
niques can be employed to indicate behavioral phenomena not
otherwise suspected in soniferous animals.
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2. Other molluscs are known to produce Tess intense adventitious
sounds. Various clams, including scallops, produce clicks
when they close their valves. Squid produce popping noises
with the expulsion of water through their propulsive siphon
(analogous to the forced escape of air from a toy baloon).

¥I. Sound Production and Sonic Mechanisms in Marine Fishes:

Fish and Mowbray recently published a book, "Sounds of Western
North Atlantic Fishes," in which they describe sounds of 220 species
of fishes from the Atlantic Coast of the U. S. and the Caribbean.

Considering the Timited nature of investigations so far, and the
fact that there are over 15,000 species of fish there is no way of
knowing at the present time how many are capable of sound production.
Some very vociferous forms have been known since antiquity (croakers

of the family Sciaenidae). In some cases the fish choruses can be heard

out of water by the unaided ear. Fishermen have also employed pipes

or other stethoscope-like devices to locate concentrations of soniferous

fishes.

A. Stridulatory mechanisms:

Fish sounds produced by stridulation of hard parts cover a
frequency range of from below 100 Hz to above 8000 Hz. The
predominant frequencies 1ie commonly in the 1000 to 4000 Hz range.

Some stridulations are modified due to the resonating quali-
ties of the swim bladder, but others are not.

1. Swim bladder modulated stridulations:

One of the best examples of this type of sound production is
exhibited by the grunts (family Pomadasyidae).

In these fishes opposing patches of teeth Tocated in the
pharynx are rubbed together by muscular action. The resulting
scrape is modulated by the swim bladder, which acts as a
resonator, into grunts, croaks, thumps, or knocks which range
from 100-8000 Hz, but have predominant frequencies below

1000 Hz. The sounds are generally produced when the animal

is disturbed or captured.



43

Figure 13. A dissection of the pharyngeal region of the grunt
shows the location of the pharyngeal teeth that act as stidula-
tory organs in many species. The lower patch of denticles (b)
is at the point of juncture of the gill arches and it is grated
against the upper patch (a) during normal feeding or in sound
production. The swim bladder (c), which is nearby, can act
as a "resonator” to change the quality of the sound.

(from Tavolga 1965)

Unmodulated stridulation:

Feeding activities of fishes usually result in mechanical
noises produced by the action of tooth against tooth or
tooth against food.

These sounds possess predominant frequencies in the 1000 to
4000 Hz range and are usually described as rasps, scratches,
clicks, or scrapes. For example: Parrotfishes (Scaridae)
have beaklike teeth fur scraping epifaunal organisms from
reefs and rocks.

Some species produce striduiations through the rubbing of
bone against bone, e.g.., seahorse (Hippocampus), pipefish
{Syngnathus). T
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Figure 14. Parrotfish teeth used for scraping food from
rock surfaces and reefs

Hydrodynamic and Swimming Sounds:

The movement of any object through water will create dis-
placements and compressional waves. Many of these compressional
waves, although generally below 500 Hz, and frequently subsonic,
can be detected as sound by most hydrophones.

Such sounds can be produced in three ways by swimming
fishes:

1. rhythmical effects of undulatory movements,

2. turbulence generated by flow noise (turbulences and con-
comitant pressure fluctuations produced by the motion of a
body through water},

3. internally generated sounds due to friction between bones
and muscles.

The most intense swimming noise occurs when a fich, or school of
fish, turns rapidly or changes velocity.

Such a maneuver sounds like a Tow roar or a wooden mallet
hitting the side of a boat underwater.

Additional examples:

1. The Blackbar Soldierfish, Myripristis jzcobus, produces a
fluttering during a momentarily violent chase to defend its
territory against intruders.
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Kilohertz
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Figure 15. Flutter of Myripristis jacobus

2. The swimming sounds of the Graysby, during a lunge for prey,
resemble those of a flock of birds rising.

3. A Trunkfish, which propels itself by skulling motions of its
fins, can sometimes sound much Tike a moth fTuttering in
ones cupped hands.

C. Swim Bladder Mechanisms:

The function of the swimbladder in altering the quality of
stridulatory sounds has already been mentioned. It also functions
as the primary sound producing mechanism in numerous cases, and
by several means.

1. Gas expulsion:

In Physostomous fishes {those whose swimbladders is connected
to the esophagus through a tube) small bubbles are blown from
the swim bladder into the esophagus and pharynx producing a
series of pulses,

Prieumatic duct

Pharynx Swim Bladder )

{mouth cavity)

o Stomach

rﬁ*_,,—"ﬂksophgzus ‘_]ih_~

Figure 16. Pathway of bubbles during sound production by certain
physostomous fishes
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Such has been reported as the method of sound production in
the Atlantic eel Anguilla.

2. Extrinsic Muscles:
The utilization of certain body wall muscles to vibrate the

swimbladder is common. These muscles are usually contiguous
to or attached to the swim bladder at some point.

Figure 17. The drumfish possesses its sonic muscles in the
Tateral body wall, as shown in this dissection. The sonic
muscles (b) vibrate against the swim bladder (a). (after
Schneider and Hasler, 1960)({from Tavolga 1965)

Drumfish and Croakers (Sciaenidae) possess a pair of muscles
in the lateral body wall adjacent to the swim bladder, and
attached to the dorso-medial region of the bladder by a tendon.

LU ATUANTICT CROAKER

Micropogon undufatus .00

St Yime-Seconds

Figure 18. Sonogram of Croaker sounds (from Fish & Mowbray 1970)
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The muscles act as constrictors exerting and releasing
pressure on the bladder during cycles of contraction and
refaxation. The vibrating of the muscles and the accompany-
ing cyclical deformation of the swim bladder function to
generate low frequency grunts and croaks.

Squirrelfishes are among the most soniferous of fishes.

On coral reefs the chorus of squirrelfish sounds is second
in significance only to snapping shrimp noises.

The squirrelfish mechanism involves two muscles, some ribs,
and the swim bladder.

Attachment Dorsal ribs

»Sonic muscle

Swimbladder

First and secdnd
ventral ribs

Figure 19. Sonic mechanism in the squirrelfish Holocentrus
rufus. (after Winn & Marshall 1963)

The muscles, when twitching, pull the anterior lateral walls
of the swim bladder forward and backward and in and out.

The deformation of the hladder decreases posteriorly, but
generates strong compressional waves and, therefore, sounds
With this mechanism the fish produces either grunts or
staccato calls.

See Figure 6 in the previous section, IV, on spectral analysis,
for a sonogram of squirreifish staccatos.

The biological significance of squirrelfish sounds is not
thoroughly understood but during the day Holecentrus ascensionis,
maintains a specific territory. Grunts and very short staccatos
seem associated with territorial defensu. Aggressive encounters

are usually accompanied by fin erection and a chase, possibly
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nipping, and sometimes staccatos or gruris. It is not clear whether
the chased, or chaser, or both produce the sounds.

For part of the night at least, H. ascensionis move out over the
reef, apparently in search of food. Associated with this are apparent
spontaneous staccato calls which, where the fishes are numerous,
result in a chorus resembling the cooing of doves (Fig. 20).

1200 16060 2000 0000 0400 0800 1200
Hours Local Time

activity

Acoustical

] (] ] ']
¥ T

Figure 20. Diel cycle of acoustical activity in Holocentrus
ascensionis. (Bright, unpublished)

It is interesting here to note the hearing capability of
H. ascensionis in comparison to humans.
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Figure 21. Composite graph showing comparisons of audiograms of
the squirrelfish (Holocentrus ascensionis), the blue-striped
grunt (Haemulon sciurus), and the human hearing curve according

- to Sivian and White (1933). A1l these curves are plotted
against the extreme left-hand ordinate in terms of acoustic
intensity (W/cm?). The acoustic pressures in water are on the
left ordinate and the equivalent acoustic pressures in air (against
which the human audiogram is plotted) are on the right-hand
ordinate. (Wodinsky and Tavolga 1964)
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The threshold of hearing for H. ascensionis is lowest (hearing
most sensitive) at about 500-1000 Hz.  This is the range of frequencies
wherein sonographs show the maximum expenditure of energy by this
species in sound production. Thus the ear of the fish is, not unex-
pectediy, well suited to detect sounds produced by individuals of its
own species,

The grunt, Haemulon scuirus, a stridulatory sound producer,
shows maximum sensitivity in the region beTow 500 Hz. Sonographic
analysis shows clearly that this is the region of maximum energy
expenditure during sound production for this species.

D. Intrinsic Muscles:

Those sonic muscles completely attached to the swim bladder
are referred to as intrinsic muscles. Under these conditions
the swim bladder and attached muscles may actually be removed
from the fish and stimulated electrically to produce sounds.
Because of the intimate connection between bladder and muscles
this system is probably the most efficient sound producing
mechanism among the fishes. Certain Toadfishes (Batrachoididae),
when disturbed, are capable of producing a sound which can be
compared to a sledge hammer being struck against a rock underwater.

The Toadfish Qpsanus tau also produces a unique harmonic
boatwhistle-Tike sound.

Figure 22. The toadfish possesses
probably the most efficient

sonic mechanism among the fishes.
A dissection reveals the swim
bladder (a) as a heart-shaped

sac within the body cavity.

Two heavy hands of muscle

tissue {b) are attached

to the sides of the bladder.

(from Tavoliga 1965)
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Figure 23. Sonograms of various toadfish sounds (from Winn 1964)

The boatwhistle sound, produced only by the male, is
definitely associated with courting behavior. The male maintains
spacing between himself and other males during the breeding
season, and possibly attracts females, by emitting the sound.

The depth of water in which the fish resides has a definite
effect on the relative strength of certain toadfish sound
harmonics. This 1s possibly related to the formation of standing
waves at some frequencies at certain shallow depths. Similarly,
when animals reside on hard as opposed to soft bottoms, a change
in intensity of certain harmonics is noticed. These observations
cast doubt upon the accuracy of observations made on fishes 1in
captivity in small aguaria, at least where harmonic sounds are
concerned.

We have experienced a great difference in the apparent
relationship between frequency and energy expenditure between
certain non-harmonic sounds made in the laboratory and in the
field by the same species of fish.

An idea of the Biological Significance of Fish Sounds is given
by the following table from Winn, 1964.



Table 1. Correlations between sounds and specific phases of

behavior in some fishes

Hehavior
| b reprodictive

Suund and Specics

Relerences

Competilive
Feeding

Territorial Deferise

“SpanGineous’
Sy in
Agpregation or
Sehael

Cunfronted with
ew Sthmnlus
Sitestions {e.g.

Teaping

Migreion

1 aploring Wew
2

Suspevted mevimam number of sounds produced
near midiiyhe when feeding, croakers,
Chiesapeake Bav.

Possibly Lpinopluiis seriutis,

Apgrosive beliivyior &adl seunds nereased after
feeding But not during the feeding of
Stenotonnn cheasaps, Privonotits ctvefinis and
others.

Lirunts against on i spevies  Helocentons enfins,

Grunt sounds, of nocturnal schools,
Gretleiohthas folis,

Sob and 3ol sounds at night when in small
peoups, Bagiv nwrfnis,

Sounds of Mygnrwentri pirova.

Sounds of Therapon jorha,

Prondded gruar sounds of Guleichtdvs folis.

Produded grom sotids of Buagre marins.

Proafded distress sounds and sonnds when
approuched by anwhor spevies of b of
Macteraperea bivdd,

Cirants andt growls of Qprames taw and
Opzanrs bete,

Warning stagesta of Molucontrus vifs and .
Hufvedtrus aaevinionis and dillerent
hand-hehl grunts.

Warn
Aggressive defonse sounds of Gedivs caffurius,
Ot tishes,

ounds of Dpitvphelns striutus,

Gruntis when cscaping from attacks and grunts
of another individuat, Porsehthys aoiunn.

Taape sounds after agpressive encosnter of
codlish,

Crouker tigrations after reproduction.

Clicks of Hippacampus ludseniat,

Diobrin, 1947

Maulton, 1958
Fish, 1954;
Lrawn, 1961

Winn, Masshall
and Hazielt,
1963

Tavalgs, 1960
Tavolgs, 960

RMeschkat, in
Sehinvider,
1961,

Schncider, 1961

Tavolpa, 1960
Tavolpa, 1960
Tavelga, 1960

Fish, 1954;
Gy und
Winn, 1961
Tavolya, 1960

Muoulion, 1958;
Winn,
Marshall and
Hazlen, 1963

Muultan, 1958

Rrawn, 1961

ish, 1452, 1954

Greeae, 1924
Brawn, {4964

Johnzon, 1948

Fish, 1953, (934

Behavior
(Reproductive)

Sound and Species

Relerences

Spawaing
Migration

Stationary Defense
of Nest

Chasing

y Fighting

Courtsiip

Spawning

"“Sponlancous”
Seuids by Male
at Nest Site

Spontancous
Sounds of a
Breeding
Aggregation,
Nut Tersitorial

Many Seiaenidae,

Grunts and growls by male on nest againat
many objects but mote toward wher males,
Opsanis 1.

Gruwts of Parichthys notatuy,

Snoring sound of Gobivs feza,

Tsalated knochs of Aprropis analastanas,
probubly males only.

Grunts by males of Corvina migru,

Grunts of Foitocentriis leucostictis, possibly
nlse nop-reproductive Lesritory.

Sounds in male to male encounters of Gaidis
eallarias.

Rapid series of knocks of Netropis analusienie,
probably males anly.

Male sounds of Barfgrobing saporaier.

Male soumds of Chasnades basynianas,
PBurring sounds, ond occasional knacks of
Noteepis analostunys, probably only males.

Many sonads only au beginning of couztship,
Trichopsis vittalus,

Some prunts produced by Gavdis caflurias,

Clieks of & pair of Hippacunipus hidsonias,

United pair of Hippocampns linfsonins,

Opsenws ton boatw histle (possibly abso
Opsanur beta).

Probably staccato call of Privaarns spp,
Sunerhg seund of Guhiin frie.

Mlale drumming of Aplodivatus grunnicas
seemns w it this category, in spawning
aggicgalian.

Possibly seraiching sounds of a prespawning
aggrepition of female Semivrifng casporaliz.

Fish, 1954
Gray and Wina,
1963

Greene, (924;
Lohen and
Winn, {in M%)

Kinzer. 1961

Winn ord Stout,
1960; Slout,
963, b

Dijkgeaal, 1947

Moulten, 1954

Brawn, 1961

Winn and Stout,
1950; Stout,
1063, b

Tavolga, §956,
JU58k
Tavelg, 1958
Wings and Stout,
WED: Stou,
i%%a, b
Marshatt (work
in progress)
frawa, 1961
Fhsh, 1953, 1954

Eish, 1954

Fish, 1954;
Gray and
Witin, §9a1:
Tavelga, 1958

Meunlton, 3956

Kinzer, 1961

Sehingicer and
Hasler, 1960

Winn,
unpobiished
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VII.

Sound Production in Marine Mammals:

A1l marine manmal groups contain species which are known sound
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producers, and all but the order Carnivora, containing the Sea Otter
Enhydra lutra, have representatives known to produce sounds under-

water.

E.G.

Seals (Pinnipeda)

Underwater barks
Beli-Tike underwatey sounds of the walrus

Sea Cows (Sirena)
Squezky and ragged underwater sounds
Forpoises and whales (Cetacea)

Extre.=ly vociferous underwater

Cetacean sounds:

These are the subject of much inquiry and interest due to
their potential to interfere with sonar, and also due to the
echolocation abiiities of certain cetaceans,

The frequency range of cetacean sounds is phenomenal,
extending from below 20 Hz in some Mysticete (toothless) wh:les
to weil into the ultrasonic realm in the case of the Odontocete
‘tan*red) whales and porpoises.

The behaviaral significance of cetacean sounds is, again,
poorly unders-ood. The animals are extremely difficult to
ohserve in the wild, being very mobile pelagic creatures. In
captivity their behavior is undoubtedly guite unlike that in
the natural habjtat.

In general, we can say that cetacean sounds are either
communicative {conveying information from one individual to
another) or navigational (echolocation).

Almost nothing is known of the specific meanings of the
typically low frequency (20-1000 Hz) Mysticete sounds. Some
feel that the sonorous moans and screams of the Humpback Wha'e.
Megaptera, as it migrates past Bermuda are manifestations of
reproductive urges. There is good evidence that Odontocetes

can vocally communicate information concerning their environment
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to members of their herd. Some herds may even have their own
individual dialects. Information is apparently transmitted
largely through frequency modulation. See Section III for
examples. '

1.

Echolocation

Tursiops truncatus, the Bottlenose Dolphin, has been studied
quite extensively in an attempt to define its echolocation
capabilities. The only types of signals clearly implicated
in echolocation are creaking or clicking sound trains,
frequently resembling a rusty hinge or a squeaking door noise
lasting 2-10 sec. Such sounds, however, may be accompanied
by other sounds of the communicative class.

Where vision is difficult or where a particularly interesting
target is located the repetition rate of pulse emission may
achieve 500 to 600 clicks per second, and what we perceive

as squawks or barks may be the result of trains of clicks
produced at rates up to 1200 per sec.

The clicks themselves are "white noise" probably extending
up to 170 kHz but with the majority of energy expenditure
below 30 kHz.

FREQUENCY kHz

407

MILLISE

ONDS

Figure 24. Echolocation clicks of the Porpoise Steno. (from

Norris and Evans, 1967)
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The hearing ability of Tursiops truncatus corresponds very
well to this regime being most sensitive from 30-50 kHz.
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Figure 25. Audiogram of threshold values (Tursiops & Man). The
triangles, circles, and crosses represent thresholds taken using
the J-9, TM-8A and LC-10, respectively. The solid curve is the
human audiogram of Sivian and White (1933) plotted against the
ordinate in watts/cm?. The other ordinate scale gives pressure
level in dB (re 1 ubar) in water. This scale can be converted
to dB (re 0.0002 dynes/cm?) by adding 74 dB. The noise spectrum
(not shown) for zero sea state (see Mellen (1952)) is about

40 dB (re 1 pbar) at 100 Hz decreasing with increasing fre-
quency at the rate of approximately 5 dB per octave. (from

Johnson 1962)

Clicks are produced underwater without reiease of air to the
outside, apparently by the following mechanism.



55

Figure 26. Sonic mechanisms in cetaceans. The series of two
diagrams illustrate schematically the production of click sounds
in the porpoise, as reconstructed by Norris (1964). In the
upper figure, the blowhole (a) is open, as in a breathing cycle,
and air can pass, during exhalation, from the larynx (b)

through the nasal passages (arrows). When the blowhole closes,
the upper vestibular sacs (c¢) hecome inflated. In the lower
figure, the nasal plugs {d} block the nasal passage and pressure
is exerted on the vestibular sacs. Air trickles past a small
1ip into the tubular sacs (e), inflating them. The click train
is produced when air is forced through the narvow connecting
sacs (f) into the lower premaxillary sacs {g}. Recycling can
occur by relaxation of the nasal plugs, which permits air to
flow back into the vestibular sacs. (from Tavolga 1965)
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Sounds are alsc produced by extruding air through the blowhole,
and probably by forcing air through the larynx, although cetaceans
have no vocal cords.

Echolocation sounds, however, apparently originate at the slits
of the tubular sacs. These sounds, at least at 100 kHz, are highly
directional and in some cases are only detected by a hydrophane
when the dolphin's nose is pointed dirsctly at it. How the direction-
ality is achieved is not thoroughly understood but it is speculated
that the manner in which the sound is reflected from the skull and
adjacent structures plays a crucial role.

A T TN a T e AT |
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Figure 27. Diagram of a porpaise head with ariows to illustrate
the possible sound pathways using the base »f the tubular
sacs as the point of sound source. Reflection can occur from
the nasal surface of the skull (a), tne vestibular (b) and
premaxillary sacs (c), and the upper jaw which contains an air
sac extension of the eustachian canal. A1l these reflected
and direct sound paths are further focussed by the melon (d)
whose fatty tissue acts as an acoustic Tens. Sound reception,
according to Norris (1964}, can take place through the Tower
Jaw (e} which is acoustically coupled to the dense bone
surrounding the inner ear (f). (after Norris, 1964)(from
TavoTga 1964)

The fatty melon is thought to be an acoustical Tens, focusing the
ciicks into a narrow forward directed beam. The melon can be
deformed by muscles adjacent to it.

Cup-shaped processes of the Maxillary (upper jaw) bones form a
parabolic reflecting area behind the sound source but the bones on
the left and right of the midline are not symmetrical. These
asymmetries in the shapes of the bones are thought to result in a
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modulation, by differentially resonating or damping certain portions
of the total sound emission as it is reflected from the anterior
surface of the cranium, which produces essentially 2 beams, one on
Teft and one on the right, having slightly different acoustical
properties.

W

Figure 28. Hypothetical overlapping asymmetrical echolocation
beams of Bottlenose Dolphin

Such bilateral variations in sound quality and pressure would
be represented in returned echoes in relation to the position of
the object being scanned.

Tursiops is known to produce a sound emission that is asymmetrical
with regard to sound pressures on either side of its rostrum above
the level of the lower jaw. It is 1ikely that such asymmetry will
be found to extend to frequency and harmonic composition as well.

Cetaceans ears are customarily acoustically isolated from the
strrounding medium by being enclosed in a mass of mucous foam which,
because of the gas bubbles it contains, prevents most of the sound
from reaching the ear unless it enters through a specific sound
transmission linkage.

In Tursiops, returning echolocation clicks apparently enter the
receptor system at the forward tip of the lower jaw, through pores
in the bone, and are transmitted to the region of the ear through a
mass of fatty tissue. Thus reception as well as transmission seems
to be directionally oriented in these forms (see Figure 26).
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THE SONAR EQUATIONS

R. J. Urick
Research Physicist
Naval Ordnance Laboratory, Silver Spring, Md. 20910

l. Uses of the Eguations

The sonar equations are a set of relationships among the
basic factors of sonar. They

a. make possible performance predictions - or
"Post"-dictions ~ for existing sonars

b. make possible the rational design of new sonars

¢. form a convenient framework to tie together all the
important effects occurring in underwater sound.

2. Examples

Examples of simple problems in prediction and design are

a. How far away can a diver, using a particular
hand-held echo ranging set, detect the presence of
a target such as a wreck on the ocean floor?

b. What modifications of the present design can be made -
within practical limits - to achieve a specified
longer detection range, or lower cost at the same
range?

3. The Basic BEquality

The equations rest on a certain basic equality. It is:
when a certain system function is just achieved,

signal level = background masking level.




4. Meaning

) The words in the basic equality may be stated to mean
signal = the desired portion of the acoustic field
level = the "intensity", or rate of acoustic power

flow across a given unit area, expressed in
db relative to that of a standard intensity.

background = the undesired portion of the acoustic
field

masking = that portion of the background that masks or
interfers with the signal.

5. Sonar Parameters

To proceed further, we must expand the basic equality in
terms of quantities called the sonar parameters. These
quantities, while not unique, have been established by sonar
usage, and are related to the medium, the target or the

equipment:

Parameters Defined by the Medium

Transmission Loss (TL)
Ambient Noise Level (NL)
Reverberation Level (RL)

Parameters Defined by the Target

) Target Strength (TS) (for "active" sonars)
Target Source Level (SL) (for "passive" sonars)

Parameters Defined by the Equipment

Projector Source Level (SL)
Self-noise Level (WL)
Receiving Directivity Index (DI)

Detection Threshold (DT)
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Note, in passing, that the same symbol is used some times

= for more than one parameter. This means that they are
basically the same and occur in the same way in the equations.
Note also that the above choice is arbitrary; other quantities
might be used, such as sound velocity or scattering cross-
section. The various parameters have been established by
sonar usage; various symbols for the parameters appear in the
literature. The parameters are all ratios of intensity or
power, and are therefore expressible in decibels. Table 1
lists these ratios; Table 2 gives units and reference points.

6. Signal Level

With these definitions, the signal level on the left side
of the basic equality is given by

SL - 2(TL) + T8 for active sonars¥*

SL - TL for passive sonars.

3
~J

Background Level

The background masking level is
NL - DI + DT for noise backgrounds

R, + DT for reverberation backgréunds {active
sonars only)

8. Statement of the Equations

We have therefore one sonar equation for the passive case,
namely: )

SL - TL = NL - DI + DT

and two for the active case, depending on the kind of back-
ground:

H}

SL - 2(TL) + TS NL = DI + DT ({(noise)*¥*

I

RL + DT {reverberation)**

*Using a coincident sound source and receiving array both

- pointing toward target. This is the "Monostatic" case. For
bistatic operation, using a separated source and receiver,
the 2TL's are different and we would have SL - TL; - TL, + TS.

*¥*The two DT's in these equations will, in general, be different.



THE SONAR PARAMETERS,

Parameter

Source Level

Transmission
LoSs

Target
Strength

Noise Level

(Receiving)
Directivity
Index

Reverberation
Leval

Detection
Threshold

TABLE 1

Symbo 1
sSL

TL

TS

ML

DI

RL

DT
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THEIR DEFINITIONS,
AND MEASUREMENT LOCATIONS

10

10

10

10

10

10

10

log

log

log

Definition

intensity of source
reference intensity®

signal intensity at
1 vard

signal intensity at
target or receiver

echo intensity at
1 yd from target

lcg

lag

log

log

*The reference intensity is that of a
wave of rms pressure 1 dyne/cmz.

incident intensity?*

noise intensity
reference intensity*

noise power generated
by an equivalent non-
directional hydrophone
noise power generated
by actual hydrophone

reverberation power at
hydr-oh.ne terminals
powar Jenercted by
signal of reference
intensity*

signal power to just
perform a certain
function

noise power at hydro-
phone terminals

plane
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TERMINQLOGY OF VARIOUS COMBINATIONS OF
THE SONAR PARAMETERS

Name

Echo Level

Noise Masking
Level

Reverberation
Masking Level

Echo Excess

Performance
Figure

Figure of Merit

Parameters

SL-2 (TL)+TS

NL-DI+DT
RL+DT
SL-2 (TL)+TS

- (NL~-DI+DT)

SL— (NL~DI)

SL- (NL-DI+DT)

Remarks

The intensity of the echo
as measured in the water at
the hydrophone

Another name for these two
combinations is "minimum
detectable echo level"

Detection just occurs, under
the probability conditions
implied in the term DT, when
the echo excess is zero.

Difference between the
source level and the noise
level measured at the hydro-
phone terminals

Equals the maximum allowable
one-way transmission loss

in passive sonars, or the
maximum allowable two-way
loss for TS=0 in active
sonars.
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9. Significance of DT

The equality of the sonar equations means that when the
equality occurs, a certain function is just being performed.
This function may be detection (implied by the term (Detection
Threshold) or, target acquisition (as by a diver making an
acoustic sweep), or a mine actuation (as in an acoustic mine)
or a successful classification. The wokajust implies certain
probabilities. Both the function involved and the desired
probabilities affect and determine the DT in the equations.

10. Special Names

For certain purposes, particular names have been given
to different combinations of parameters. These are listed in
Table 3. Of these the most popular is figure-of-merit. When
the background is noise, the figure-of-merit lumps together
all the equipment parameters against an arbitrary, specified
target. Its magnitude is an indicator of the "merit” of the
sonar, and is equal to the maximum tolerable TL for which the
target can be detected with a detection probability (and a
false alarm probability) implied by the value of DT used.

Another useful number is echo excess for active sonars
or signal excess for passive sonars. It is the signal-to-
background ratio expressed in db. It is zero when detection
just occurs and the sonar equation is satisfied. It is a
positive number of db at short ranges and a negative number
at long ranges.

Generally speaking, in a design or prediction problem
the engineer will make a plot of signal level and background
level vs. range over all ranges of interest, as a key to what
is occurring at ranges other than the one at which detection
(or some other function) takes place.

11. Difficulty with Short Transients

The equations are written in terms of intensity. SL in
particular is the intensity of the sound emitted by the scurce,
averaged over a period of time. But over what periocd? For
long-pulse sonars, there is no difficulty in specifying an
averaging time; the time period is essentially that of the
pulse itself. But what about short pulse sonars? In parti-
cular, how about explosive sound sources for which the
intensity vs. time function is like Fig. la?

12. Waveform Distortion

An added problem for short transients is the time dis-
tortion introduced by 1) propagation in the medium and 2) the
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finite size of the target in echo ranging. This distortion
is sometimes so severe, as for explosive pulses, that the
echo bears no similarity in waveform to the initial emitted
waveform. Compare the echo of Fig. 1lb with the waveform of
Fig. la. Even more severe distortion occurs for explcsive
transmission down the deep ocean "Sofar" sound channel,
wherein an explosion becomes a long drawn-out blob some 10
seconds long after propagating a thousand miles.

13. Conservation

To get around this difficulty, we appeal to energy
considerations, noting that by whatever mechanisms this
distortion takes place, the acoustic energy of the source,
in the absence of absorptive processes, must be conserved.

As an example, we may note that spherical spreading in a
uniform, non-absorptive, unbounded medium is a result of con-
servation of energy, not of intensity.

l4. Intensity and Energy Flux Density

In terms of the pressure-time function p{t} of a plane
wave the average intensity over the interval 0 to T is

T .2
_ 1 p<{t)
I = T’ fo pe dt

The energy flux density of the wave is the total acocustic
energy passing through a unit area, and is given by

w 2
o pc

This is finite for a transient p(t). If p{t) lasts only from
time 0 to time T, then we have E =TI - 7T.

15. Echo Level for Energy

If we use energy flux density instead of intensity in
the active sonar equation, the enexgy flux density level of
the echo is, as before,

SL' - 2(TL*') + Ts'

where SL' is the energy flux density of the source as just
defined, TL' is the transmission loss for energy flux density
and is the same as the ordinary TL in the steady state long-
pulse case, and TS' is a ratio of energy flux densities of
the echo and the incident wave (all in db)}. On the right
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hand side, NL is the intensity level of a continuous noise;
we must multiply it by a time (by adding 10 log time in db)
to convert it to energy density.

16. Echo Duration

The time to be used in this conversion is somewhat
arbitrary but the duration of the echo suggests itself as
being most reasonable. If this is called t,, the right-hand
side becomes

NL - DI + DT + 10 log tg

One carrying over 10 log tg to the left side we obtain an
eguation of intensity instead of energy density

SL' - 10 log tg + 2(TL}' + TS' = NL ~ DI + DT

where TL' and TS' are intensity ratio (in db) appropriate for
CW a long-pulse sonars, for which all propagation paths can be
added up. We note here the appearance of a new intensity
source level equivalent SL' - 10 log t, (after converting to
db) to divide the energy flux density of the source by the
duration of the echo. For short pulses, the echo duration

te becomes a sonar parameter in its own right.

L7. Eguivalent Source Level

If short flat topped pings of duration t, are used for
echo ranging, the energy density source level is

SL' = 8L + 10 log to
and the source level to be used in the sonar equations is
SL + 10 log ty/tg

18. Signal Stretching

t, is always longer than t_. The medium and target
stretch out the initial source “pulse. This stretching is
caused by multipath propagation (involving a spread of travel
times) and by the extension in range of the target (ditto).
For long-pulse sonars, t, and t, are nearly the same, but for
short pulses, for which tg <> ty, the effective source level
is less and must be taken into account in calculations.

19. A Compensation

The effect of signal stretching is not all band, however,
because it increases the time available for signal integration
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or processing, and improves DT. Hence there is here a
partial but not total, compensation for the lower source
level caused by signal stretching of short pulses.

DT

10 log d/27

5 log dw/T

20. Radar Analogies

Similar equations occur in radar, though in linear
form and with different parameters. An example is given in
Skolnik "Introduction to Radar Systems", McGraw-Hill, 1962,
Eg. 201 as

1/4
N _ PtGAeU
max (4H)28min
where Rma = maximum radar range, P, = transmitted power,
G = antSffa gain, A = effective anEenna aperture, ¢ = radar

target cross-section, Smin = minimum detectable signal. If
we convert to db by taking 10 times the logarithm of the
various gquantities and rearrange, we obtain

P -G

t g_
47

47

4
10 log + 10 log ~ 10 log Rmax = 10 log Smin—lo log A,

The analogous sonar equation is
SL + TS - 2{(TL) = (NL + DT) - DI

where the corresponding quantities are given in the same order.
Note that, in radar, TL is usually taken as merely the loss
due to spherical spreading, namely 20 log r; in sonar, TL

is a complicated parameter involving the vast multitude of
effects associated with sound propagation in the sea.

2l. Noise and Reverberation Limitation

In active sonars, it is necessary to know whether the
background is noise or reverberation. This reguires a number
of separate computations of echo level and reverberation
level as a function of range, plus a comparison with the
noise level, to determine whether the echoes will be noise
limited or reverberation limited at different ranges. Once
this 1s done and a plot is drawn, and if it is eclear which
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kind of limitation applies for the problem at hand, the
appropriate form of the equation may be used with confidence.
When large changes are made, the entire matter must be re-
examined.

22. Using the Equations

In practical use, the appropriate form of the equations
is solved for the particular parameter of interest. In de-
sign problems, this is usually one of the equipment
parameters noted above. 1In prediction problems, the unknown
is usually TL or one of the target parameters. Mixed situa-
tions often occur. Indeed, sonar design is a trial and error
process involving all the various parameters that are not
firmly specified in advance, and involving trade-offs between
practical design and hoped-for performance.

23. Prediction Problem

A pinging long-pulse sonar of source level 130 db and
receiving directivity index 10 db echo ranges against a tar-
get of target strength 15 db. In a noise background of
spectrum level (1 Hz band)} ~ 30 db, and with a DT of + 10 db,
at what range can it just detect the target, if simple
spherical spreading is assumed? Solving the active noise-
limited equation for TL, we obtain

2(TL}) = 8L + TS - NL + DI - DT

On substituting the numbers,

2(TL) = 130 + 15 + 30 + 10 - 10 = 175 db
TL = 87 1/2 = 20 log r
log r = 4.38

r = 24,000 yds

24. A Design Problem

Here the quantity of design interest is apt to be
buried in one of the parameters. The first step is to
identify which one of the parameters is the unknown, then
solve for it, and extract the design guantity being sought.
An example is the following: A fish-finding sonar is to be
designed that will detect a school of fish of TS = 0 at a
range of 1000 yds. Its source level is to be no more than
100 db and it must give an echo 10 db above the spectrum
level of the background equal to -40 db. If it must use a
line transducer operating at a frequency of 50 kHz, how long
must the transducer he?
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Here the unknown parameter is DI. Solving the noise
equation for DI we have

DI = 2(TL) - SL - TS + NL + DT

Assuming spherical spreading with an absorption coefficient

of 15 db/kyd, we find with r = 1000, TL = 20 log r + ar X 10-3

60 + 15 = 75 db.

All the other quantities are stated above. Substituting
we get

DI = 150 - 100 - 0 - 40 + 10 = 20 &b

For a line transducer of length L at wave length X, the
relation for DI is

DI'= 10 log &
Substituting DI = 20, = 1.2 inches at 50 kHz, we find

L = 60 inches. If the engineer does not like this answer for
any practical reason, he would at this point go back to the
problem statement, make whatever changes he could get away
with, and resolve the sonar equation.
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SOUND PROPAGATION IN THE SEA

Research Physicist
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1. Physical

Equations of Acoustics

The propagation of a disturbance in an elastic medium
" rests upon the wave equation.

For a perfect non-viscous

5 fluid, the wave equation for small disturbances can be

These are;

obtained easily

from four basic relationships aof physics.

Equation of Continuity
g au v Ju
3s ~ y 2
3E (—_BX v + 37 ) (1)
f PP
‘ s = "condensation” = -——
: p
} o]
; u = partial velocity
ﬁ gguation of State: Po = f(p,T}), P_ = pressure,
{ o = density, T = temperatture. For sma®1l rarid changes
‘ (adiabatic)
p = ks (2)
p =P - PO, P = instantenous pressure

|

k

bulk modulus

Lquations of Motion

(3)
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fx = x component of force (3)

Equations of Force

s

= ~°P
fx 55 etc. (4)

2. Wave Equations

on combining, differentiating, and adding the above, we
obtain a single equation, called the wave equation relating
the pressure to X, ¥, 2, and t:

2?
2%p _ k 210 s P sz
e e e R L
it o ax 3y 3z

The quantity k/e_ has the dimensions of (velocity)+2 and 1is
abbreviated c+2.° Eighteenth century mathematicians knew that
the wave equation in one dimension (i.e., for a plane wave}
could be satisfied by functions of the form p = £ (xtct) .

It follows that c¢ is the propagation velocity of the pressure
disturbance p.

3. Wave Theory

The wave equation can be solved by two different theo-
retical approaches: _wave theory and ray theory. Both are
frequently encountered in underwater sound. Wave theory
seeks functional solutions of the wave equation that satisfy
the boundary and source conditions. The most simple example
is the one-dimensional equation

2 2

P . o2
t Yy

for a plane wave propagating parallel to the vy axis. This

has solutions of the form p = (%Ansin kny + ﬁBncos kny)

i t- . .
% elwm( m) where the terms in parentheses are adjusted to

fit the specified pressure conditions existing at boundaries
such as the sea surface and hottom, and where the time terms
are adjusted to fit what is radiated by the source. In
practical problems the wave theory solution is often extremaly
complicated.

Qr

|

R3]
e

|

Q2
[ &
o
3%



4. Ray Theory

This centers around the idea of wave fronts and rays
normal to them. Wave fronts are surfaces of constant phase.
They can be shown to satisfy the eikonal equation (eikon =
tireek word for image)

2 2
CAE A% e D7 = nfixy,a)

c
. 0O
where the surfaces W(x Z are wavefronts and n =- : -
( ’ V ¥ ) m’ Z}

is the index of refraction. The eikonal equation is useful
because (1) there is no time dependence and (2) it leads to

a set of ordinary differential eguations that in turn lead

to Snell's Law and to the equations for the curvature of rays
in terms of the gradient of the index of refraction n. These
make ray dlagrams possible. Ray diagrams give a plctorlal and

quantitative picture of the distribution of sound in the sea.

5. Comparison

Both theories have limitations. Wave theory gives a
formally complete solution to a propagation problem, but one
difficult to interoret and having grave mathematical diffi-
culties for real boundary and medium conditions {ex. rough
surface, actual velocity profiles). Ray theory gives answers
that are clearly visualized and with boundary conditions that
are easy to insert. It does not handle diffraction problems;
it is independent of nature of the source of sound and is
valid only under restricted conditions. These restrictions
are equivalent to saying that the directién of 3 ray, the
sound velocity, ‘and the sound intensity do not chanqe much
in the distance of one wavelength. Wave theory 1is often
applied to propagation in sound channels, especially at low
frequencies; ray theory is appropriate for deep ocean propa-
gation where the peculiar velocity structure (c(x,y,z}) of
the sea can be readily taken into account.

6. Iransmission Loss
The sonar parameter pertinent to propagation is trans-
mlsSLon loss, defined as

5
TL = 10 log i
r

where I, is the intensity at the reference distance (one
yard) f%om the source, and Ir is the intensitv at distant
point.
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7. The Free Field

The simplest propagation condition is that of the
unbounded, uniform, absorption-free fluid. By conservation,
the acoustic power » (or more properly the energy flux
density) crossing any spherical surface surrounding the source

is the same. Therefore the intensity I, at distance ry is
related to the intensity 12 at r, by

1. = power _ P . T = p
1 area Ay 2’ 2 dnr 2
1 2
2
- {.].'.. E ..rz—
- - Iz rlz
Il(rl=l) r22
TL = 10 log————— = 10 log = 20 log r, db

This is called spherical or inverse-square spreading.

8. A Fortunate Happenstance

It often happens that for measured data spherical spread-
ing is found to occur where it has no right to occur. It is
often found in sound channels when the loss due to leakage
counter balances the gain due to channeling. Spherical
spreading is a ubiquitous occurrence that is often appealed
to in practical problems when no more precise quantization
of the propagation is possible. Yet, free~field spreading
seldom truly exists for underwater sound. Much of what
follows in this write-up deals with deviations from the
free-field condition.

9. Absorption

The absorption of sound refers to the conversion of
sound to heat. Spreading and scattering cause a loss of
intensity by redistributing the sound in space; absorption
i1s a true loss of sound energy. It manifests itself as a
reduction in intensity in terms of a certain number of
decibels per unit distance travelled, and is expressed as
an attenuation coetfficient o db per kilovard. o varies
strongly with temperature, frequency, and salinity. Examples
of the magnitude of o for a salinity of 35 ppt are as follows:
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40°F g8o0°r
1 kHz .07 Uncertain
10 kHz 1.0 0.4
100 kH=z 35 35

At high frequencies, beyond 500 kHz, the viscosity of the
sea water medium is the dominant cause of absorption. At
lower frequencies, in the range 5-500 kHz, absorption is
caused by an ionic relaxation process of the MgSo4 molecule~~
one of the minor dissolved salts in sea water--a process
having a relaxation time of the order of 10 microseconds.
At still lower frequencies, below 5 kHz, another process,
of yet undetermined origin, becomes imvortant. All told,
because of these various processes, the absorption coeffi-
cient varies with frequency at a fixed temperature of 39°F
in a remarkably complicated manner, as follows:

Low Freq. Med. Freq. High Freq.

0.1 £2 2

N 40 f
T o1+ £ 4100 + £2

(<5 ke) (5-500 kc) (>500 kc)

+ + 5 x 107462

where o is in db per kiloyard and f is in kHz. The three
terms, in the order of frequency, correspond to the three
processes mentioned above.

10. A Rule of Thumb

The combination of spherical spreading plus an attenu-
ation due to absorption give the following expression for
the transmission loss TL (from 1 yard) out to r yards:

TL = 20 log r + ar x 10>

where o is in db per kiloyard. This expression applies
strictly only for short ranges and high frequencies,but is
also useful, as a working rule, for many other conditions,
as mentioned in paragraph 8 above.
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11. Velocity of Sound (properly, "Speed" of Sound)

The velocity of sound in sea water is the most precisely
known of all underwater acoustic gquantities. It has been
determined by precise laboratory measurements with an uncer-
tainty of only a few hundredths of one percent. It varies in
a complicated way with temperature, salinity, and depth.
Formulas and tables have been published by Wilson, Del Grosso
and others. Generally speaking, the velocity of sound increases
with increasing temperature, salinity, and depnth. The Increase
of velocity with depth is important in isothermal water, such
as in mixed layers and at great depths in deep water.

12. Velocity Profile in the Deep Sea

Sound velocity varies with depth in deep open water in
a characteristic manner. At any particular spot in the sea,
the velocity-depth function is called the velocity profile at
that spot. Because the temperature largely determines the
valocity, it is commonly determined from shipboard with a
bathythermograph (BT) which gives a curve of temperature vs.
depth. Complicated instruments suitable for use at sea to
measure sound velocity directly--called velocimeters--may be
bought from a number of manufactufers. Yet, no discrepancy
between the velocity comouted from the BT and that measured
with a velocimeter in deep water avpears to have ever been
noted.

The deep sea may be divided into a number of layers
having different characteristics. Near the surface down to
depths of a few hundred feet occurs the surface laver that is
subject to the near-surface influences of heating and cool-
ing, evaporation and wind-mixing. Below the surface layer
in mid and high Jatitudes is a layer of decreasing velocity
called the seasonal thermocline having a temperature gradient
that varies with the seasons. Below this layer, down to a
depth of 3000-4000 feet in mid-latitudes, is the main thermo-
c¢line in which occurs the main part of the decrease in femp—
erature between the surface and the cold abyssal depths of
the oceans. From here to the bottom occurs the deep isother-
mal layer where the water is essentially isothermal (near
39°F) and the velocity of sound increases with depth.

There is therefore a depth in the sea at which the
velocity of sound is a minimum. This minimum forms the axis
of the deep sound channel in which sound is constantly
returned to the axis by refraction within the layers of the
velocity profile having opposite gradients above and below.
The sound channel axis in the North Atlantic and Pacific
Oceans is deepest at latitudes near 30°N. It lies at a
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slightly shallower depth near the equator, and rises to
near the surface in high latitudes. A typical velocity
profile is shown in Fig. 1.

13. Refraction

The practical importance of the velocity profile is that
by using it ray diagrams can be drawn to show the regions of
low sound intensity (shadow zones) and high intensity (con-
vergence zones). More generally ray diagrams show how
sound 1is distributed throughout the body of the sea. From
computer-produced ray diagrams, accurate measurements can be
made to give the intensity at moderate ranges away from
shadow zones and caustics.

l4. The Sea Surfggg

The surface of the sea exerts profound influences on
underwater sound:?

(1) It forms a mirror-like reflector (when not too
rough) that creates interference regions of high and low
intensity in the near sound field.

{2) It scatters sound incident on it, so as to redis-
tribute sound in space and give rise to surface reverberation.

(3) It casts a shadow, forming a shadow zone, at shallow
depths when a negative gradient extends up to the surface.

(4) It contributes to the background of ambient noise
by a process not yet completely understood.

15. The Sea Bottom
The sea bottom also affects underwater sound in wvarious
ways:

(1) It is also a reflector of sound {through a much
poorer one than the sea surface) and provides paths for
reaching long ranges in deep water by the bottom reflection
(bottom-bounce) .

{2) It is a scatterer as well as a reflector, creating
bottom reverberation.

(3) It casts a shadow in the positive sound velocity
gradient near the deep sea bottom.
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The reflectivity of the sea bottom is of great practical
importance to present-day sonars. The reflection loss at

the bottom is affected by the contour (roughness) of the

bottom, the density and sound velocity of the bottom materials,
and the layered structure of the bottom (since low freguency
sounds penetrate it to considerable depths}). The reflectivity
of the ocean flow has been surveyed by the Marine Geophysical
Survey of the USN Oceanographic Office, and survey work con-

tinues at the present time.

16. Sound Channels

Because of the peculiarities of most velocity profiles,
together with the existence of the ocean boundaries, channels
or ducts exist in the sea. A channel or duct may be said to
occur whenever sound, in travelling horizontally outward from
the source, is prevented from spreading vertically and
becomes confined to some extent--by the boundaries of the
channel. Various kinds of sound channels are found in the
sea. Some are caused primarily by the boundaries, others bv
the presence of layers in the sound velocity profile contain-
ing a velocity minimum. In such layers, refraction causes

sound to return repeatedly to the depth of minimum velocitv.
This depth is called the axis of the sound channel.

17. Transmission Loss 1n Channels

A simple model for transmission in sound channels leads
to the following expression for the transmission loss (from
1 yard) to r yards:

TL = 10 log r + 10 log r, + (o -+ @L)L *x 10 -3

where r is the transition range separating the regiong of

sphericgl and cylindrical spreading and o. is the leakaye

coefficient expressing the rate at which sound leaks ou[ oi
the channel.

18. The Mixed Layer Channel

The windy temperate parts of the deep sea are charac-
terized by the presence of a mixed layer just beneath the sea
caused by turbulent wind-induced mixing. This mixing is often
so thorough that the layer becomes isothermal to a few thou-~
sandths of a °C. The pressure effect (para. 11) causes the
sound velocity in the mixed layer to incrzasce down to the base
of the layer. The axis of the mixed layer channel is there-
fore at the surface. The radio counterpart of this kind of

channel is called a yground- based duct.
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A mixed layer exists nearly all the time in the windy
North Atlantic north of 40° latitude. 1In the tropics it is
found less often and tends to disappear in the afternoon.
The reduction in sonar ranges caused by this disappearance
was called, long ago, the afternoon effect. The presence or
absence of the layer is of great importance for surface ship
hull-mounted sonars.

The mixed layer is a relatively poor sonar duct. It is
leaky because of

{1} scattering out of the duct by the rough sea surface.
(2) diffusion out of the duct at its base,

(3) failure of low frequencies (long wavelengths) to be
trapped.

(4) horizontal variability such as lateral changes in
the duct and internal waves.

19. The Deep Ocean Channel

This is sometimes called the SOFAR channel because of its
use in sound fixing ranging for aviation rescue. It is formed
by the reversal in the velocity gradient, and a velocity mini-
mum, between the main thermocline and the deep isothermal
layer (para. 12). Because its thickness is measured in thou-
sands of feet and, because it is not always bounded by the sea
surface or bottom, it is an efficient (low-leakage) duct. A
small explosive charge can be “heard" after travelling several
thousand miles in the deep ocean channel.

It is characterized by severe transmission distortion
due to multipath transmission. At a distance of one thousand
miles the sound of an explosive charge detonated on the axis
becomes a long,drawn-out blob,some 10 seconds long,having a
characteristic signature consxstlng of a gradual smooth build-
up to a climax, followed by a sudden termination. This signa-
ture is created by the existence of many transmission ovaths
of differing travel time. The first sound to be received
travels in long loops far from the axis; the last sound
received travels down the channel axis.

An important feature of this channel is the presence
within it of caustics and their adjacent convergence zones.
For a deep source the pattern of the caustics 1s a charac—
teristic one, consisting of the ray leaving the source plus
pairs of caustics branching from this ray at its crests and
trougnhs. A shallow hydrophone towed outward in range from
a shallow source experiences a succession of zones 39-35% miles
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apart and about 3 miles wide (in mid-latitudes), in which
the intensity is 10 to 20 db higher than it would be in

the free-field with absorption:; this increase is called the
convergence gain. The coherence of sound in the vertical
is higher as well inside convergence zones than outside:
the higher intensity and improved coherence make for better
detection of long-range targets when they happen to lie in

one of the convergence zones surrounding the source.

Another favorable path in the deep sound channel is
the reliable acoustic path (RAP). This is a path, starting
at the deptn where the sound velocity is the same as at the
surface (called the critical depth), and extending up to
the surface. This ray path has the greatest range to a
surface target and is "reliable® in that it is not influ-
enced by surface and bottom effects.

In the Arctic, the axis of the deer sound channel lies
at the sea surfaca, and nropagation to long ranges takes
place by a series of upward circular arcs. This, together
with the fact that the Arctic is often ice covered, gives
rise to some unique propagation phenomena in this part of
the world.

20. Internal Channels

More locally, internal channels are found from time to
time and place to place. These are of smaller thickness,
of the order of a few hundred feet or so, and of small
velocity contrast. They are often regular features of the
velocity profile, as in the Gulf or Maine or between Long
Island and Bermuda. They can be used by ship-towed sonars
for detecting submarines and are avoided by submarines
fearing detection. In the summer, the Mediterranean Sea has
a strong internal channel with an axis at a depth near
300 feet.

21. Shallow Water Channels

By "shallow" is meant a water depth so small and &
range so great that both the sea surface and sea bottom
strongly influence the propagation. Practically, shallow
water means the water of bays, harbors, and coasts out to
the edge of the Continental Shelf; often a depth of 100
fathoms is understood as a rougnh working limit of "shalliow”
water. Of course, "shallow" water becomes acoustically
"deep" at short enough ranges and short enough wavelengths.
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When downward refraction exists in shallow water, the
reflection loss at the bottom and the strength of the nega-
tive gradient are the two principal determinants of trans-
miszsion loss in the channel. In the isothermal condition
(upward refraction) the roughness of the sea surface becomes
more important.

Both normal mode and ray theory (para. 3, 4) have been
applied to the shallow-water problem, and a relatively vast
theoretical literature exists. In both theories it is
difficult to take care of the actual boundary conditions
prevailing at the time and place where a particular trans-
mission run may have been made. Analogously, our ability to
predict the transmission to be expected at a given time and
place is poor compared to our prediction ability for deep
water transmission. Shallow water is subject to many kinds
of variability, such as those caused by the tides

and the seasons.

22. Low-Frequency Cutoff in Channels

Any sound channel has a lower frequency limit below
which it ceases to be an effective duct and the leakage
becomes high. This cut-off frequency may be thought of as
the freguency corresponding to the longest wavelength that
"fits" in the duct; this "fit" is determined by the velocity
profile and the boundary conditions of the duct. In mode
theory this wavelength is that of the first normal mode.

An expression for the cutoff frequency of a shallow
water duct is
f = iﬂ 1 -c 2/c 2|~ 12
co 4H ) W b

where H = water depth, ¢, and ¢, are the sound velocities
in the water and in the Bottom.® For a high velocity bottom
(c, + =), the cut-off wavelength is one fourth of the

wa%er depth. Some typical cut-off frequencies are the
following:

Deep Ocean Channel 0-10 Hz

Mixed Layer Channel 100 Hz (400 f£t. thick)
Mixed Layer Channel 1000 Hz (100 ft. thick}
Shallow Water Channel 30 Hz (sand bottom,

106 ft. depth)
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23, Transmission Paths in the Deep Sea

b e e o e o L M T i 1

In deep water there are a number of ways in which the

sound emitted by a source can reach a receiver at a distance.

These involve paths occurring in the various sound channels
as well as reflections from the surface and bottom, and are
referred to as propagation modes. A number of propagation
modes (not the same as "normal modes") are drawn in Fig. 2.
They show pictorially the complexity of sound propagation
in the sea. Some of the paths shown are important at short
ranges, others at long ranges. Often, more than one mode
can occur and contribute to the sound field, depending upon
source and receiver depths, range, frequency, and the con-

ditions of the sea and its boundaries.
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SCATTERING AND REVEREERATION

Claude W. Horton, Sr.

Professor of Physics and Geological Sciences
The University of Texas at Austin

and Applied Research Leboratories

INTRODUCTION

The acoustic waves emitted by a localized source of sound are
scattered by objects located in the medium and by the interfaces and
surfaces of the medium., If the receiving hydrophone is located near
the source, the received signal ie ususlly referred to as reverberation.
The measurement of reverberation is relatively easy, and since the data
are of considerable practical importance, the results of many experi-
mental observations are avallable., In the experimental configuration
that is second in order of difficulty, use is made of an omnidirectional
source and recelver that are substantially sepsrated in space. This
arrangement is most useful for the study of scattering from surfaces and
the results are commonly referred to as a measurement of forward
scattering., There are very few measurements in the lasboratory and even
fewer measurements in the field in which a directional transducer is
used to lngonify a small volume or area of scatterers and the scatiered
energy is measured as a function of direction in space.

CHARACTERTZATION OF THE SOURCE

The measurements of reverberation and forward scattering can be
divided into two basic categories according as the source is impulsive
like an explosion or an alr gun or & pulse of known wave form like a
pulsed cw or an FM signal, Usually when sn impulsive source is used,
the received signal hes a wide frequency spectrum which is divided into
frequency bande, say an octave or a third-octave in width, which are
recorded on separate channels. This procedure ig of value when cne
wishes to study the effects of parsmeters such as wind speed, wave
height, diurnal migration of scatterers, bottom type, and frequency.

On the other hand if the statistical characteristics of the scattered
field are desired, for example for the purpose of desgigning signal pro-
cessors, it is much better to generste an acoustic signal of known wave
form by electronic techniques.

In both of these methods it is necessary to know the source level
with considerasble accuracy (0.1 dB, say) in order to obtain absolute
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values for the scattering strengths. This is 1llustrated below in

Eq. (6). This problem 1s relatively easy to overcome if electronic
signals of known wave form are used because the signal in the medium,
even near the source, has an amplitude that does not exceed the linear
behavior of the medium., Thus the source strength can be obtained
readily by placing a celibrated hydrophone in the Fraunhofer zone of the
transducer,

If the source i1s impulsive, the signal amplitude exceeds the linear
response of the medium. Thus the minimum distance at which a monitoring
hydrophone can be placed depends on the strength of the source and even
for small charges this minimum distance 1s inconveniently large. Fortu-
netely, the problem of source levels for the commonly used explogives
hes been studied rather extensively and tables and graphs are available
which relate source strength to the weight of the explosive.l

&

The intensity of a source is commonly characterized as follows.

Any source of finite size produces s diverging wave which at suitably
large distances has a gpherical wave front of the form

p(r,S,{p,t) = (po/r)F(B,qJ)P(t—r/c) ’ (1)

where F(6,p) characterizes the directionality of the source and P(t) the
wave form. The distance to the observation point from some point o in
the vicinity of the transducer is r. The point o is often called the
phase center of the transducer. The acoustic velocity of the medium is
¢ and the strength of the source determines the constant P

The function F(6,p) is normalized to have a maximum vaelue of one on
the acoustic axis of the transducer. Equation (1) can be used to calcu-
late an Intensity on the acoustic axis of the form I /T2, where r is
measured 1n yards. The regulting value I 1is customgrily uged as a
megsure of the strength of the source.

THE MODEL OF POINT SCATTERERS

The wave emitted by the source can be scattered by & variety of
scatterers. Even a continuous interface such as the alr-sea or the
sea~bottom interfaces can be modeled with "point" scatterers such as
facets or bosses, If the medium has discrete objects such as fish, air
bubbles, or particulate matter scattered through a significant volume,
the returned energy will be called volume reverberation. Similarly one
speeks of surface and bottom reverberation.

Intermediate cases occur frequently., For example, the distribution
of volume scatterers may be so locelized in depth that they behsve as =a
surface. Alternately, the distribution of alr bubbles near the air-sea
interface, although properly a surface effect, may be distributed
through & layer so thick that the mnalysis for volume scatterers should
be used.
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The reverberation process may be analyzed at several levels of
sophlgtication but only the most simple analysis will be presented here,
A caomplicated structure may be assigned to each scatterer, Thus, the
gcattered wave may have a directional dependence; the scattering
strength may depend on aspect; the structure of the scatterer may be
frequency dependent so that the wave form is distorted; and the struec-
ture may be time dependent so that biveriate Fourier transforms must be
used to degcribe the scattered wave form. Further, the scatterer may
have a velocity so that Doppler shifts are introduced into the scattered
waves, Nonetheless, many of the principal features of reverberation can
be illustrated by a model of ideal point scatterers distributed at
random over a surface or throughout a volume.

In this splirit let us suppress all variability exce t an amplitude
factor a, and a travel time delay tk er /b for the KB scatterer.
Then, ifkthe medium is homogeneous and isotrople, the returned signal
from the transmitted pulse defined in Eq. (1) is

t) = P Z k/r k,CPk)P(t-QI'R c) ) (2)

where (r, ,6 \»®, ) 1s the location of the kth scatterer measured in a
coordina e s %em with origin at the phase center of the transducer.
The summation extends over all scatterers that are located in the part
of the heam pattern common to the transducer and the hydrophone and in
a sphericel shell whose thickness 1s determined by the pulse length of
the wave form P(t).

Geometric 11lustretions of the domein of the summatlion are shown in
Figs. 1, 2, and 3 for bottom reverberation. Figure 1 shows the area of
summeation when the source and recelver are omnidirecticnal and the
scatterers are distributed on a plane surface a distance h from the
transducer, If the transducer is directional and hag axial symmetry
about the acoustic axis, the ares of scatterers over which the summa-
tion extends ig all or part of an ellipse as shown in Fig. 2. Figure 2a
shows the relevant ares for a long pulse while Flgs. Zb and 2c¢ show the
relevant areas for shorter pulses. The illustrations in Fig. 2 are for
a large grazing angle. When the grazing angle, @, is smaller than the
half angle of the transducer pattern, as in Fig. 3, the shape of the
insonified area changes drastically. TFigures 2 and ’ are taken from a
report by Muir et al.2 that describes an interesting study of the
Brazos River bottom. Some of the results of this study will be pre-
sented later in the talk.

A more regllstic illustration of the geometry of surface
reverberation is presented in Fig. 4. This figure is taken from the
Ph.D. dissertation of Flemons.? TFigures 6 and 7 show photographs from
the alr-water interface measured with this geometry.
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Before proceeding to the discussion of Eq. (2), it might be
helpful to show an experimental arrangement and some dats. Reverbera-
tion meesurements carried out at ses are important, but the inevitable
motion of the transducer platform and the complexity of the medium make
it difficult to use the measurements to check theoreticel work. For
this purpose it is desirable to mount the transducer on a relatively
motionless platform or, even better, on the bottom as illustrated in
Fig. 5. This flgure illustrates an experiment performed by
Dr. J. E. Blue# at a location 3 miles offshore in the Gulf of Mexico
near Port Aransas, Texas, where the water depth is 50 feet, The pro-
Jector and receiver were located 9 feet off the bottom and could be
rotated in azimuth throughout 360 deg in steps of 12 deg. By depress-
ing the acoustic axis 10 deg, backscattering could be measured for
grazing angles between 6 deg and 16 deg. The results of this work are
given in Blue's Ph.D, dissertation.l

Figure 6 shows a few photographs of surface reverberation for a
wind driven surface. These measurements, which were made in Lake Travis,
show the effect of pulse length. The three photographs on the left show
the appearance of surface reverberation for a long cw pulse (110 cycles)
while the photographs on the right correspond to 11 cycles of a cw pulse,
In addition to the distinction between narrow-band and broad-band
behavior these photographs show a second difference of interest. In the
photographs on the left, the travel time 1s only four to nine times the
acoustic pulse duration. In the photographs on the right this factor
ranges from forty to ninety. It may be of interest to point out that
the first burst of energy near a travel time of 4t milliseconds is
agsociated with a minor lobe of the transducer pattern. This is illus-
trated in Fig, 4, which 1s a realistic drawing of the experimental
geometry of these messurements.

Figure 7 shows three photographs of surface reverberstion for a
FM pulse of band width 9.6 kHz, center frequency 110 kHz, and pulse
length 1.25 msec., All of the photographs in Figs. 6 and 7 show
clearly the nonstationary character of reverberation.

Equation (2) defines a stochastic procegs that is a generalization
of the shot effect anelyzed by Rice.> It is customary in theoretical
studies to assume that the scatterers are distributed in space in
accordence with a Polsson distribution. That is, in the case of volume
scattering, for example, i1t is assumed that if N is the average number
of scatterers per unit volume and AV is a small volume element such that
NAV<<1, the probability of finding a scatterer in the volume AV is nav,
and that this probability does not depend on the location of the scat-
terers outside the volume AV. Tt is algo assumed in the ususl analyses
that multiple scattering procgsses can be neglected, Faure,6
Ol'shevekil,T and Middleton8,” analyze Eq. (2) and calculate various and
second order statistics of R(t).

Since R(t) 1is not a stationary process, time averages cannot be
equated to ensemble sverages. This point ig highly significant and will
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be returned to later, However, there ig a large body of fileld
measurements which are based on the agsumption that time averaging

over a short interval is a legitimate operation. The equipment used in
reverberation studies normally has zero dc response soc & time average
over at least a few cycles of the lowest frequency in the reverberation
will insure a time average R(t) = 0. Short time averages of the square

of R(t), Re(t), are commonly referred to as intensity and represented
a8 & theoretical counterpart to the experimentally determined inten-
8ity.

For a correct theoretical analysis of Eq. (2) the reader is referred
to the publications mentioned sbove .6~9 However, instructive approxi-
mate formules can be developed easily if one assumes that the location
of each scatterer is fixed and agsigns all of the variability to the
smplitudes . Let ue apsume that the are all statistically inde-
pendent of ofle another snd that each akagas the same probability
density. In particuler eseume

@) = 0
o) = 5 ?
J

ao(rk) ajk ,
where % k 18 the Kroneker delta. The functionsl dependence on r, is
introdufed since it is common for volume scatterers to vary with depth
and surface scatterers to vary with grazing angle. Further, the direc-
tivity pattern is idealized so that F(6,#) is unity in the insonified
reglon and zero outside. The varisbility of the can be removed by
forming the ensemble average., These restrictions give

N(rk

)
Ra(t) = p, ai(r )/rJ+ Pa(t-Qr /c) . (%)
() ;I /7| :

The upper limit of the sum is written N(r, ) to remind the reader that
the number of scatterers contributing to %he reverberation incresases
with time because the size of the volumes and areas insonified increases
with time,

Equation (4) is simple but 1t provides a clear basis on which to
demonatrate the importance of pulse length on the behavior of reverbera-
tion. If the pulse length in the medtium is very short compared with
r, » the time integral needed for the time average can be approximated by
treating the coefficient of Pe(-) constant and writing
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<R2(1;)> =<32(t)> = p, Pe(t ai(rk)/ril . (5)

—

k=1

Next the total number of scatterers can be expressed as the product of
the number N per unit volume (or area) and the volume (or area) of the
ingonified region, We are thus lead to characterize the scatterers as
having & strength N ag(rk) per unit volume (or area). In fact this is
the ad hoc asswmption on the basis of which reverberastion measurements
are frequently analyzed,

On the other hand if the pulse length is significant in comparison
with (say, 10% of) the travel time 2ry/c, Eq. (5) does not give an
adeguate approximation to the behavior of the time average. In this
case 1t is not permissible to develop the statistical properties of
reverberation from the simplified Eq. (5).

EXPERIMENTAL RESULTS

It was pointed out above that if the pulse duration is much shorter
than the travel time, and 1f the model of a large number of statisti-
cally independent scatterers is valid, the intensity of the beam,
expressed as 8 short-term time average, depends only on the geometry of
the beam and the density and strength of the scatterers., In fact the
scattering process cen be defined adequately as & scattering strength
in dB per unit area or unit volume, and can thereby be incorporated
into the sonar range equation. For example, in surface reverberation
one may wrlte

Lg=1I, - 2H+ 8, +4 (6)

kA
I

reverberstion level in 4B relative to
1.0 ubar at the receiving hydrophone

Li = gource level at 1 yard

= one-way total transmission loss
SB = reverbergtion strength per unit ares
A =10 log,, (ares insonified).

As an example of experimental values of 8. for various bottom types,
Fig. 8 is copied from a paper by McKinney and Anderson.i® The reader is
referred to their paper for the meanings of the symbols but the alpha-
beticali symbols are ordered according to the particle size with A
representing fine sandy mud and M repregsenting sandy pebble gravel of
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mean size 4.2 mm. Then data are repeated in a simplified form in
Fig. 9.

Another example of experimental value of botitom scattering strength
is shown 1in Fig. 10, These data were measured in the Brazos River near
Brazoria, Texas, by Mulr et al.? The acoustic pulses were 500 psec in
duration and consisted of a gated cw oscillator of frequency 85 kHz,
The medium was fresh water of depth 13 feet. The stratification of the
river bottom was somewhat complex but the uppermost 1 to 3 in. con-
sisted of a fine "fluffy" mud whose mean particle size was U microns.

The reader is referred to a survey paper by Chapmanll Tor a summary
of this approach to scattering measurements and for a large number of
graphs of scattering strengths for surface, bottom, and volume rever-
beration. This survey contains references up to 1967,

STATISTICS OF REVERBERATTION

It is clear from the discussion above that reverberation is a
nonstationary process. The immediate consequence of this fact is the
conclusion that the experimenter must be very circumspect in performing
and interpreting time averages. It is only in the last year or two that
data processing systems have been designed so that adequate samples can
be prepared and analyzed for the calculation of reverberation statistics
as ensemble averages. Practical techniques of sampling narrow-band,
high-frequency time series are described by Grace and Pitt,l12 As an
example, suppose a sequence of reverberation records like those shown
in Figs. 6 and f for a wind driven water surface ig recorded. EFach
record is different but the sequence may constitute a finite set of
samples from the same parent population. In this case one can sample
the records in such a way that meaningful ensemble averages can be cal-
culated.

Before proceeding with the analysls, the reverberation samples must
be tested for iIndependence and homogeneity in order to establish confi-
dence that the samples are all from the same parent population. Two
important and useful tests are the runs test which provides assurance
that the samples are independent of each other, and the Kolmogorov-
Smirnov test for homogeneity which gives assurance that each sample
of reverberation has the same first order probability distribution.

Figure 11 shows a plot of these significance tests for a set of
150 samples of reverberation which pass both tests. In each case 5% of
the values of the test statisgtic exceeds the theoretical limit assocciatead
with a value of 0.05 for the level of significance.

Not all data will pass these tests. Reverberation samples collected
in a time interval of 20 minutes have shown internal evidence of a
change in the water surface sufficlently great to change the statistics
of the sample.



94

Figure 5 was & drawing of an installation used in the Gulfl of
Mexico to mesgure bottom reverberstion 1n which 30 different reverbera-
tion samples were meagured in 30 different directions from the
transducer, It was hoped that these 30 samples would be independent
and homogeneous, but they failed the tests., The scattering strength of
the bottom showed a varistion that depended on the angle between the
gsonar beam and the direction to the coast.

The most simple statistlical parameter that one can visualize is the
ensemble average {(R(t1)) at a time tj. Actually thls quantity is
difficult to measure because it is affected by the motion of the trans-
ducer, inhomogeneities in the medium, and small errors in the timing
clock that is used to measure t.. If these three sources of error com-
bine to introduce & random erro% of the order of the period of the center
frequency of R(t), the experimental values of (R(t1)) will be zero
regardless of the nature of the scatterers.

However, one can shov theoretically that in some cases (R(%;)) can
be different from zero. Bourlanoff and Hortonl? have carried through a
computer gimulatlion of reverberatlon from a8 sea surface and showed that
in the case snalyzed, the ensemble average is different from zero and
1s itself a quasl-periodic function of t7. The conditions that lead to
a non-zero average are a short pulse length and a low amplitude relief
of the surface,

The first order statistics of surface reverberation show that the
first order probability density is gaussian. Bluek found, for example,
that bottom reverberation of center frequency 80 kHz was gaussian to
the 0.05 level of significance even when the reverberation came from an
area of only 0.5 sq yd on the bottom. However, the presence of fixed
large scatterers can produce signlificant non-zeroc values of the coeffi-
cient of excess. In keeping with this gaussian distribution it is
regularly found that the filrst order probabillity density of the rever-
berution is Rayleigh distributed. An exsmple of a histogrem of
:xperimental reverberation in the Brazos River is shown in Fig. 12.

Wien one turng to second order statistices of a noise process, the
concern 1s wlth second corder probability densities and with the
~yvar ace function. Again one may work with instantanecus samples or
with samples from the envelope. Figure 13 shows a plot of the covari-
ance Tunctlon from the envelope of a sulte of samples of bottom
reverberation meagured in the Brazos River., The curve does not go to
zero since the envelope has & non-zero average. The solid curve 1s the
theoretical curve computed for a narrow-band nolse whose band width
corresponds to the acoustle signals as modified by the transducer.

Bivariate probablllity distributions for the envelope of surface
reverberation for both noise and cw signal have been plotted by
Jourdain.lt He also plots some data regarding the bivariate distribu-
tion of instanteneous samples of surface reverberation., These will be
referred to later,
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Although it 1s abundantly clear that reverberation is not a
stationary process, 1t is tempting to search for some way of treating
the data so as to Iintroduce some order., The concept of a gausslan pro-
cess 1s not limited to stationary processes since both the mean and the
covariance function can be time dependent. Conslider in thils regard the
centered gaussian process with the bivaeriate distribution such that the
ensemble average of the square of the instantaneous velue is a function
of the time

<x2(t)> = des(t) (7)

where o 1s a constant, If the covariance function is
2
(x(t)x(t,)) = o Va(t, )s(t,) (8)

with p a function of (t-t1)(|p|S1), then one can introduce a new
gaussian process y(t) defined by

y(t) = x(t)/Vs(t) . (9)
and the resulting process is statlonary.

Ol'shevskii7 has used this idea to suggest that reverberation,
although not a stationary process, can be reduced to stationarity by a
gimilar change of varisble. Thus he suggests normalizlng the reverbera-
tion, R(t), by dividing by the square root of the short term time

average RQEt). Jourda.inllL analyzes some reverberatlon samples and
computes p tgntl) for two different positions in the reverberatlon. He
finde that p i8 the same and concludes that Ol'shevskli's suggestion 1s
applicable to reverberation. However, the reverberation samples gener-
ated on a computer by Bourianoff and Hortonl? do not yield to this
reduction. These two results need not be contradictory, however, for
Jourdain worked with a transmitter pulse G0 cycles in duration while
the puise of Bourlanoff and Horton was only 2 cycles.

If one has a nonstationary process x{t), one can compute the
covariance function

K(t,t,) = <x(tl)x(t2)> (10)

without any assumptions about stationarity. If x(t) is a narrow-band
process of center frequency a,, K(tl,tg) will oscillate with freguency
@y 80 1t would be better to plot the envelope of K(t7,t,). We can now
define a new concept called local stationarity. Silvermanl® suggested
the definition that the process is locally stationary if K(:) may be
factored in the form
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b+t
K(tl,te) =K\~ Kg(te-tl) .

On the other hand Middleton has suggested that Kl be replaced by
K1(ty). In elther case the envelope of K(t) has the form of a long,
sharp ridge located on the line ty=tp. The height of the ridge on this
line, thet is the function Kl[(tlatgﬁé],is a graph of the instantaneous

intensity of the process. Kp(tp-t) gives a slice across the ridge and
shows the correlation function of the individual pulse shape P(t) (see
Eq. (1)) out of which the process is formed.

Dr. Plemons3 has analyzed his reverberation date in this manner and
has plotted graphs of K(ty,t5) and also of the two-dimensional Fourier
transform of thies quantity. The plois of the two-dimensional covariance
and of its Fourler transform provide the best method of presenting non-
stationary time series so that one can analyze and interpret them.

Dr. Plemons will publish his data in the near future.

FORWARD SCATTERING

In the case of forward scattering there is & sitriking difference in
behavior according as the surface is smooth or rough. The critical
parameter is not simply the root-mean-square roughness, F,., of the sur-
face but rather a factor R = kF (sin @z + sin ffg) where and @g are
the grazing angles of the rays to the receiver and to the source,
respectively. R 1s often referred to as the Rayleigh parsmeter and it
is useful in that it enasbles one to codify measurements on different
surfaces. When this parameter is smasll, the surface reflects the inci-
dent wave in the specular direction with a small loss of amplitude
representing the energy scattered in the other directions. This wave
is called the coherent reflection although there 1s a small shift in
phase associated with the small fluctustion in amplitude. Consequently,
the behavior of scattering in the specular direction is often portrayed
ag fluctuations in the amplitude and phase in the coherent signal
arriving st the receiver.

figure 14 shows how the percentage fluctuation in the amplitude
varles with the Rayleigh parameter for three different surfaces.
Although thege measurements were made in a laboratory by Melton and
Horton,1® measurements on sea surfaces by Gulin snd MalyshevlT
and Brownl8 show similar behavior. Figure 15 shows the percentage
fluctuations 1n the phase measured in a laboratory model.

The loss of amplitude suffered by a coherent wave on being
scattered from a slightly rough surface can be expressed in dB as in
Fig. 16. This figure shows the experimental and theoretical calcula-
tions reported by Horton and Melton.l9 The theoretical values were
computed with the aid of the Helmholtz integral mentioned in the next
section.
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The manner in which the amplitude decreases as the Rayleigh
parameter increases can be measured for various frequencies and grazing
angles. If the probability density of the relief of the scattering
surface is known, this experimentally measured dependence can be used
to determine F,, the root-mean-square relief of the bottom. This type
of calculation hes been carried out by Clayao for a set of acoustic
measurements in the Hatteras Abyssal Plain (33°N, T1°W)}. He concluded
that the roughness of the plain is less than O.4 m,

THE WAVE THEORY MODEL OF REVERBERATION

The present discussion of reverberation hag been restricted to the
point scattering model because it ig easily visualized, it has been
analyzed extensively in the literature, and 1t provides good sugges-
tions for methods of processing the experimental data. Further, it
provides a realistic model of the volume reverberation where the
scatterers are isolated objects. The mejor drawback to the model is
that there is no way to relate the properties of the point scatterers
to the shape and statistics of the ses surface or sea bottom. This
difficulty can be avoided by using some of the integral theorems2l of
wave propagation and integrating over the scattering surface. This
approach vas ploneered by Brekhovski, Isacovich, and Eckart., An
up-to-date historical survey has been prepared by Horton2? and presented
at the 80th meeting of the Acoustical Society of America held in Houston,
November 3-6, 1G971. The major drawback to this method 1z that the
analytic calculating can be carried through only for surfaces of small
Rayleigh numbers,

THE LITERATURE

The reader who wishes to pu:gue the theory of point scatterers
should read the papers by Faure,® 01'shevskii,” and MiddletonSr9 in

this order. The best survey of the use of Integral theorems in scatter-
ing problems is the book by Beckmann and Spizzichino.23. Later references
can be found in the survey by Horton.22 The most useful introductions

to the experimentel work are provided by Fortuin24 and Chapmen .l
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FIGURE 1
THE GEOMETRY OF REVERBERATION
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FIGURE &

CONSECUTIVE REVERBERATION RETURNS FROM THE SURFACE PRODUCED
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FREQUENCY OF cw PULSE: 110 kHz 22571
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SEISMIC REFLECTION AND REFRACTION:
TRAVEL TIME ANALYSIS

Davis A. Fahlquist
Associate Professor, Departments of Geophysics and Oceanography
Texas A&M University

INTRODUCTION

Acoustic methods provide a powerful technique for the study and map-
ping of sediment and crustal structure lying beneath the sea floor. Such
studies utilize a2 wide range of energy sources: explosives, arc dis-
charges, air and gas guns, vibroseis, and piezoelectric transducers. The
energy levels and spectral characteristics vary widely for the various
sources; the effective depth of penetration of the acoustic signals may
vary from a few meters (e.g., 12kh and 3-1/2 kh transducers) to many kilo-
meters (e.g., explosives). Analysis based on ray theory and travel times
along ray paths is useful in interpretation of seismic reflection and re-
fraction experiments using these various sources.

Analysis of the travel time graphs obtained in seismic reflection and
refraction experiments are based on ray calculations. Previous speakers
have discussed the eikonal approximation to the wave equation; its limi-
tations, and the subsequent solution in terms of wave surfaces and rays.
The limitations of ray theory are not a serious disadvantage in the inter-
pretation of seismic reflection and refraction profiles.

In contrast with the propagation of compressional waves only in
fluids, the transmission of seismic energy through solids may include the
propagation of shear waves as well. The speed of propagation of these two

types of waves are given by
= ./ l“?;ii P wave

= %- 8§ wave

where y, )\ are constants describing the elastic behavior of a homogeneous

R
|

(1
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isotropic medium.

In wide angle reflection profiling and in refraction profiling con-
version of P-+S and S—»P can occur at boundaries in the medium where the
speed and/or the acoustic impedance change. For the purposes of this dis-
cussion we shall be concerned only in the P wave paths.

Snell's Law governing propagation along ray paths in the medium states

sin 1 sin i, = sin i
2 n

1
= = L., T = {2)
Cl C2 Cn

. .th
where p = ray constant; Ci = gpeed in i layer.

i i
1 \e 1
€
i, 1\ ¢ i
2 ! 2
€y
R
' c
{ n-1
\rin\)‘\ c
n

Fig. 1

Snell's Law thus describes the refraction occuring along the ray path
as the energy passes through layers of varying speeds (Fig. 1). For re-
flection at an interface, the law simply states that the angles of inci-
dence and reflection are equal.

The concept of apparent wave speed along a horizontal interface 1is
also usefulin the interpretation of reflection and refraction data. Con-
sider a plane wave propagating upward atan angle i toward the sea surface
at a speed CO (Fig. 2).
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The wave front advances from position 1 to position 2 im a time At; the
distance of advance along the ray path is COAt. However, detectors placed
at B and C in the surface would measure a speed, Capp, Where Capp = Cp.
The apparent velocity along the surface is given by

L Coht
§in 1 = e
C___At

app

(2)
c
or C = .o r
app sin i

only in the limit where i =»90° will Copp™ Co°
I. TRAVEL TIME: REFLECTED WAVES

1. Reflection from 2 single horizontal layer
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BY  Image source

Fig. 3

Consider first the travel time associated with a reflected wave traveling
through & homogeneous isotropic layer of thickness h and reflected back to
the surface along path AB and BC (Fig. 3). The travel time will be given

by

1/2
- +BC x2+ 4h2
g =88T00 = = (4)
c 2
1 ¢,

The equation is a hyperbola with an intercept on the t axis at x=0

of t==%h . As the range, x, increases the travel time t also increases ;
1

the curve is symmetric about the t axis. In seismic profiling experiments
in deep water the source and detector are treated as if both were located
at point A(x=0) and the reflection path over a flat bottom is vertical .
In wide angle reflection experiments the source and detector/or detectors
are no longer held fixed relative to each other but are allowed to sepa-
rate,

The slope of the travel time curve is given by
-1/2

2 4 un? ] )

K

i

de
dx 1
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and the angle of emergence of the ray is given by

SifN 1 T e = O it.:. (6)
1
(x2+4h2)1/2 dx

As x becomes very large the time difference between the reflection arrival
and the direct arrival (t=x/C;) will approach zero, and the inverse slope
of the reflection curve will be the speed, C;, of the medium.

2. Determination of speed from reflection profiles

The determination of true depth toa reflecting horizon is dependent
on a2 knowledge of the speed of propagation of the wave through the layer.
The speed may be determined from wide angle reflection profiles and/or re-
fraction profiles. In the case of reflection from a single layer we note
that Egquat. 4 can be written as

2,,.2
t2 = .}.{.....-!..ﬂzlm (7)
c
1

If we let t2 = T and x2 = ¥ this becomes

2

_ X . 4h
1= X 4 A (8)

¢, G

A graph of T versus X(t2 - xz) is linear, the inverse slope yielding the
square of the speed, C1» and the intercept at X=0 yielding a measure of
the thickness, h.

II. TRAVEL TIME: REFRACTED WAVES

1. Refraction from a single horizontal layer
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Congider a single homogeneous isotropic layer with speed Cj overlying
a half space of speed Cp (Fig. 4). For a ray path originating in the up-
per medium and incident on the boundary we have

.. sin i
sin 11= in i, . (9a)

¢y Gy

For an angle of incidence i, such that 12 = 90° we have

C
sin i, = _L
1 ¢
2
C
A s
i; = sin Cz i (9b)

and the ray path in the lower medium is directed along the boundary; when
this condition occurs i; 1s called the critical angle for refraction. Ray
theory fails to predict the transmission of energy back to the surface of
the upper medium along ray paths emerging at the critical angle, i, (dashed
lines in Fig. 4). However, a Huygenwave front diagram (Fig. 5) will allow
us to visualize how a secondary wave front is generated at the boundary
and propagates back to the surface.

Fig. 5
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The refracted wave in the lower medium moves outward with speed G,.
Since Cp > Cq the wave fronts in the upper and lower medium will be dis-

continuous at the boundary. As the wave in the lower medium gradually
moves outward disturbing the interface, secondary wavelets are emitted
into the upper medium. These wavelets coalese to form a conical wave

front moving upward toward the surface at the critical angle, iC

For the single layer, the apparent velocity measured along the
surface will be

C C
= l = 1 == C (10)
app  sin i c, 2
&)
2

The apparent velocity measured along the surface is the speed, C,, of the
lower medium. The travel time equation for the refracted arrival Is given
by

= X + 1 ‘C (11)
r C
s _ o1
where cos 1 Ll (E_) ]

The equation for the travel time is a straight line whose inverse slope
yields the speed of the lower media. The thickness, hl, of the layer may
be determined from the intercept at x = 0.

Zhl
£(0) = —5- cos i
1

C (12)

Measurement of travel times from a shot point to detectors along the sur-
face thus permit a determination of the speed of propagation in the lower
media as well as the thickness of the first layer.

Extension of this technique to a sequence of horizontal layers (C >
C. ;) is straight forward. (See, for example, Officer, C. B.)- The tray-
el %ime graph for a multi-layer system is shown schematically in Fig. 6
and the travel time equations are given below.



124

x/C1
Zhl
x/C, *+ "EI cos i,
2h 2h
K/C3+-~6-]-'-cos i +—2%cos i

1 13 2

(13a)
23

k-1 2h

X n .
-{-:-— +Z -——C cos8 lnk
n=1

w

n

(13b)
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III. REFLECTION AND REFRACTION FROM DIPPING LAYERS
1. Reflection
Analysis of reflection and refraction data can be extended to the case

of dipping layers. Fig. 7 illustrates the geometry and travel time graph
associated with a single dipping interface.

B Pys Cy

Fig. 7

A detailed Enalysisof reflections from a dipping interface has been given

by Slotnik.” The reflection travel time is given by
Y ' 2q41/2
¢ = L (x+ 2h' sin wé + (2h' cos w)“] (14a)
1
or C,2t% = x* + 4xh' sin o + 4h'2 (14b)

1
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1f, in Equation a we make the substitution X = x + 2h' sin w, the travel
time equation becomes
2
C t2

1 = X2 + 4ht 0052 W (l4c)

Again, as in the case of a horizontal layer the travel time equation is a

hyperbola with an axis of symmetry at x = -2h' sin w. For x = -2h' sin w
we have X = 0 and t = 2h' cos w .
€1
2. Refraction
t t
Direct
\.“‘-.___
‘--'-o-
-
e
-
Refracted
A X D
(i, -

Fig 8.

In Section II-1 it was shown that the apparent velocity measured from
the travel time graph for a single horizontal layer was equal to the
speed, C,, in the lower medium. Referring now to Fig. 8 we see that the
apparent velocity measured on the surface for a wave front traveling from
€ D is different from that of a wave front traveling from B A. In par-
ticular we may write
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€
sin (i, + w) = (15a)
C
app <
Cl
sin (i - w) = === {15b)
C
app EA
and sin 1, = Cl/C2 (15¢)

Equations 15 a, b may be solved simultaneously for the critical angle,
i., and the angle of dip, w.

c
c c
ic = 1/2 [sin-l C—l_'— + Sin-l C——}-———- —t (16a)
app CP app B& -~
4 C . c
w= 1/2 [sin V_ 21 . ogin7d Erﬁi;t:: ] (16b)
app CD app BA

Once i, is known the velocity of the lower medium, C,, may be determined
direct?y from the critical angle relationship. The %pparent velocities
used in Eq. 16 a, b are obtained directly from the travel time graph; the
speed obtained for the wave traveling along CD is called the downdip ve-
locity, that along BA the updip velocity.

The travel times for a given distance, x, will not be the same ex-
cept for the end points of the proefile, i.e., the reverse points. The
travel time equations may be obtained with the help of a simple geometric
construction (Fig. 8).

. - AB+T0 4+ EC
downdip C1 C2
=K§+BE+EE-E§-EF (17)
1 €
= (Zh1 + x sin ©) + x cos ® - (2h, + x sin ®) tan i,
C1 cos i, 02

This equation reduces to
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¢t W (18a)

= 2h. cos i

E:odn:m"miip Tl L+ sin (i

The corresponding equation for the updip travel time is

= 2h2 cos lC+3_c_

C1 Cl

tupdip sin (i, -~ w) (18b)

C

3, Multiple layers

The ray path analysis outlined in the previous sections can be di-
rectly extended to multi-layer media, either horizontally stratified or
dipping. Elementary discussions of the reflection problem may be found
in Stotnik. The multi-layer refraction problem is discussed by Ewing,
et.al? and presented also by Officer! and Steinhart and Meyer.™ _Further
discussions on refraction analysis have been edited by Musgrave.
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TWENTY YEARS IN UNDERWATER ACOUSTICS:
GENERATION AND RECEPTION

T. F. Hueter
Vice President and General Manager
Honeywell Inc., Marine Systems Center

Looking back at the accomplishments—and also at the struggles—of the past two
decades in the underwater acoustic transducer field will help us to understand the
possibilities and limitations of the present state of the art, and to get a feeling for the rate at
which further progress might take place.

Many of the innovations currently being made or planned in sonar were being “seeded”
at MIT, Harvard, Brown, or Cal Tech in the early 1950, and, if one adds an additional five
to eight years of development for production prior to introduction of fleet equipment that
is fully tested and evaluated, it all totals up to a gestation period of a quarter of a century.
In terms of R&D dollars, tours of duty, administrations, fiscal policies, and shipbuilding
cycles, this amounts to a good deal of change. It is thus apparent that much depends on the
wisdom and foresight of those who are called upon to prognosticate and show the way.

In looking back, then, we are searching for a milestone...or a time capsule...which
might have recorded the state of affairs and the expectations of the acoustic physicists and
engineers around 1950, In 1950, the members of the Panel on Underwater Acoustics of the
National Research Council (NRC) stated their view of basic problems and challenges in
underwater acoustic generation and reception.

Many possible transduction mechanisms, ranging from solid state to chemical and
mechanical, were recommended in 1950 for more systematic research. Two that showed
early signs of pregnancy did survive these 20 years as strong contributors to new engineering
solutions: namely, ferroelectric ceramics {(Howatt, Jaffee, Mason, in the late forties) and
hydroacoustics (Bouyoucos Thesis, June 1951; Patent April 1954). By contrast, we now
view the very strong recommendations of the NRC report for a broad-based research
program in cavitation phenomena as less visionary; actual sonar performance has benefited
little from much of this work. The modern approach is to sidestep, rather than to overcome,
the cavitation limitation of seawater.

With regard to our ability to meet specifications, here is a typical statement in the
1950 report that would raise an eyebrow in 1971:



...transducer performance can usually be calculated reasonably well. In most
cases, we can build transducers which perform within a few dB of theory, at
least if some trial and error is allowed.

It has taken some pretty dedicated people at the Navy's transducer laboratories—
notably NUC, San Diego—and also in industry, fo overcome this cavalier attitude toward
design prediction and production tolerance, and I will relate some of their results later.

Many of the developments that did take place, and the problems that were solved,
during the past 20 years in the area of underwater acoustics generation and reception seem
to have been set in motion by several challenges presented to transducer scientists and
engineers from outside their own disciple. Figure 1 shows some of these causative
relationships. For example, new insights into the various modes of propagation of sound in
the ocean supported by extensive field work have pointed strongly to the possibility of
acoustic echo-ranging to much larger distances than ever before thought possible. In order to
do this, however, sound frequencies of increasingly larger wavelengths were shown to be
necessary, and a demand for efficient low-frequency transducer elements of substantial
power output developed. Much new transducer technology was brought into being through
the research activities surrounding Project Artemis then under way at Columbia University.

From a closer analysis of propagation paths of the type shown in Figure 2, it also
appeared advantageous to move sound sources and receivers to locations at greater depth,
particularly as the interest in boftom-mounted acoustic installations developed. Indeed, the
past two decades have been an era of technological mastery of the deep ocean. Using new
materials and processes, much work has been accomplished in solving problems of pressure
integrity and leak prevention, mooring and recovery of deep sea packages, power storage,
and cable technology.

Another significant challenge to the transducer people resulted from the advances in
sonar systems engineering through the influence of such disciplines as information theory
and digital data processing. Although the transducer continues to be essentially an analog
device, it has increasingly been called upon to interface into electronic systems based on
digital technology.

During the past two decades, many precepts of information theory found useful in
radar during World War II have had a great impact on sonar. The significance of the time
bandwidth product for the processing of complex underwater signals led to increasing
pressure on transducer designers to provide not only for flat receiving response, but also for
broad transmitting response. Also, the concept of an acoustic receiving array as a correlator,
formulated in 1952 by Faran and Hills at Harvard, presented the sonar systems engineers
with entirely new beamforming possibilities.

It was now possible to trade spatial and temporal characteristics of an array; for
example, one could provide for sharper beams by using bandwidth rather than by increasing
array size. Figure 3 summarizes some of the payoff obtained from applying the precepts of
information theory to transducer design—a point that, strangely, was missed in the 1950
NRC report.
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More oandwidth automatically meant higher coupling coefficients, which put a
gremiuin on research related to ferroelectric crystals and ceramics. Much new fundamental
WOrK was going on in this area in the late forties and early fifties—particularly at MIT under
Hans Mueller and Von Hippel. This was translated quite rapidly into applications
<ngineering—and later, production engineering—initially at such pilaces as Brush-Clevite,
Gulton Industries, and the Bell Telephone Laboratories, followed by several others during
ihe past ten years.

A considerable art in designing, fabricating, and testing ferroelectric ceramic
transducers has come into being during the past two decades. The perfection of the material
properties involved a good deal of molecular engineering in which additives were introduced
to keep electrical and mechanical losses low, procedures for electroding and polarizing were
gstablished, and casting, pressing, and aging techniques were developed. The resuit of all this
work is summarized in Tables I and II, which show some of the salient features of the more
commonly used titanates and zirconates. We note that substantial increases in effective
coupling coefficients and power-handling capacity (low loss factor) have been achieved
through proper blending of ingredients.

Many of these new piezoelectric materials are now readily available on a commercial
basis, with outstanding success in some areas. They have generally proved more
cost-effective than crystals (ADP) and magnetostrictive materials, while providing wider
margins in power and sensitivity. Only in some special applications where ruggedness and
shock resistance are at a premium are magnetostrictive transducers still considered superior.
‘une such application will be discussed later.

During the past 20 years, rapid advances in solid-state physics have revolutionized
electronics engineering: the transistor was born and applied and eventually transformed into
microcircuitry. Digital computers became sufficiently compact and reliable to find their way
through the hatches of submarines into the control rooms of destroyers.

As digital processors and memories made possible the rapid digestion, correlation, and
classification of data from larger volumes of ocean, new concepts in the spatial manipulation
of acoustic signals developed. Although arrays of transducer elements have been used for
same time, the beamforming possibilities by modern sonar theory also presented new
cihndlenges to transducer designers in the area of array design to meet new surveillance
demands.

As a result of this work, greatly improved arrays with lower side lobes and provisions
for beam steering over wide angular sectors have come into use. At the same time, we
fearned to improve the element sensitivity, to suppress structure-borne noise, and to reduce
flow noise. All this had to be accomplished over a wider range of hydrostatic pressures and
covering increasingly wider frequency bands. Thus, much design flexibility was achieved
throughout the past 20 years, aided by progress in the theory of multiplicative and additive
arrays. As Figure 4 shows, we are now able to work with a wide variety of array
configurations, backed in most cases by good theory, which lend themselves to towing,
conformal mounting on hulls, beam steering from end fire to broadside, and to sidelooking
#Oh 113 synthetic-aperture types of applications, borrowed from the radar world.
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A much-used type of array is the searchlight transducer. One version, using a large
number of small elements that are suitably phased and packaged for deep-submergence
applications, is shown in Figure 5. But, even when a design is based on well known
principles, there are still cases where theory bogs down for mathematical reasons because of
the necessity of working with complex boundary conditions or finite frequency bands or
non-ideal dome structures.

For ¢xample, the quest for larger power and lower frequency, as in Columbia
University’s Project Artemis, led to the construction of large assemblies of active elements,
with dimensions of several wavelengths. These pursuits have confronted us with new and
initially quite disturbing phenomena of element interactions occasionally causing large
variations in the complex radiation impedance, as seen by the individual array elements.
Here, additional theoretical effort became necessary to deal with a practical problem which
was not anticipated. It should be noted, however, that we find an inkling of this type of
problem earlier in the 1950 National Research Council report:

No adequate theoretical treatment (nor adequate empiricism for that matter)
is available for radiators which have dimensions comparable with one
wavelength and which are set in baffles other than an infinite rigid plane.
This now causes difficulty, particularly in the design of large arrays, for
low-frequency listening,

The real problem occurred in the early 1960°s with two active low-frequency arrays
built for the ARTEMIS and the LORAD programs. Both arrays demonstrated local hot
spots where the effective element impedance assumed negative radiation resistance values
which were traced to mutual impedance terms that, until this time, had been ignored by
most array designers.

However, the significance of some earlier work was soon recognized by Pritchard, who
in 1960, wrote in the Journal of the Acoustical Society of America:

The first calculation of mutual acoustic reactance appears to be that of
Karnovskii (1941), who evaluated the complex mutual impedance for
pulsating spheres of radius small relative to a wavelength. Recently (1956),
this same writer extended his calculations, in the case of mutual resistance
only. to a more general spherical radiator of arbitrary size and order.
Resistive and reactive components of the mutual impedance between two
circular pistons were calculated by S. J. Klapman (1940) using a direct
integration procedure.,

Out of this work, the concept of velocity control was developed by a group of
transducer research people working under John Hickman at NUC, San Diego—*velocity
control” being an clectronic means of protecting the individual transducer element against
extreme local impedance variations while at the same time reducing these variations by
proper choice of piston size and element spacing.
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Once of the first, very large low-frequency arrays developed by Frank Massa for
long-range propagation research is shown in Figure 6. The dipole-type transducer element
used in this array was introduced by John Chervenak of the Naval Research Laboratory. A
rigid, box-shaped outer shell resonates with a spring-mounted, internal mass, using variable
reluctance-type magnetic excitation. After the introduction of appropriate measures for
velocity control, this array was used successfully during the past six years for propagation
experiments conducted from its mother ship, the Mission Capistrano. As can be imagined,
for an array that is 50 feef high, 35 feet wide, and weighs 150 tons, the requirement of
suspending it on 1500 feet of cable—of generating, transmitting, and impedance-matching
close to one million watts of power to it—and of keeping the mother ship on station during
the course of experiment—are formidable requirements indeed. At this scale, problems of
power storage and conversion loom very large. Here, we can still agree with a pragmatic
statement made in the 1950 NRC report, which called for study of the economy of energy
storage in batteries, springs, compressed air, and other such devices, including evaluation of
energy--weight ratios and energy-—volume ratios.

Another use of these large, low-frequency planar arrays that has gone through several
concept-formulation stages in recent years would incorporate such arrays into the hull or
the keel of a large surface ship, with one array on each side, as shown in Figure 7. Quoting
from an article by 1. Cook, which appears in the June 1969 Nava! Engineers Journal:

..from a sonar standpoint, it is desirable to have a wedge—maybe ten degree
total ungle—and to have the arrays tilted to the vertical for bottom bounce
utilization perhaps 20 degrees. Such a combination in an appendage faired to
the hull of the ship will be a rather large proportion of the underwater
wetted surface. There has been talk of a conformal array, where the
transducer array surface would conform to the shape of the underwater hull,
so that an appendage is not required, but this introduces so much
complexity not only in the physics of the transducers but in other aspects,
like beamforming of a non-symmetrical surface, that it has been deferred
until planar array technology experience has been acquired.

Innovative efforts such as this have required extensive computer modeling of the
radiation characteristics, and baffle properties for such arrays. They represent a severe test
for our current understanding of acoustic array properties, and the realization of such
fully-integrated arrays is one of the major challenges of the future. The utility of such arrays
depends on the feasibility for steering beams from broadside to end-fire without loss of
radiation efficiency and pattern integrity, and also on the ability of compensating for the
ship’s motion. This is no small task because, with large steering angles, the near-field
becomes increasingly non-uniform with large pressure and velocity fluctuations conducive to
cavitation, placing excessive demands on velocity control. Also, the phase relationships
necessary tor low side-lobe beams are difficult to maintain over wide frequency bands.

The current approach for surface-ship sonar as used by our new generation of
destroyers is depicted in Figure 8. The bubble-shaped bow dome contains a cylindrical
array, ol the type shown in Figure 9, whose axial symmetry renders beamsteering fairly
simple, compared with the situation just deseribed.
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Again quoting from the June 1969 article by I. Cook:

Beamforming is much less complex in a cylindrical array, for no matter in
which direction the beam is formed in azimuth, the symmetry of the
transducer favorably allows identical electronic equipment for the phasing
and time delays necessary to form the beam. Even for depression angles, the
sume s true. This is not the case for a planar array where for each and every
direction in space, whether in azimuth, or in depression angles, a new
combination of electronic equipment is required.

The idecal shape for broadest array coverage, uniform in all directions, is spherical. The
loading characteristics of sets of pistons located on such a surface were shown to be
reasonably uniform by C. Sherman as early as 1955. These predictions were later confirmed
experimentally with the help of scale models. The use of such modeling, both on the
computer and by size reduction of actual arrays (Figure 10), has become common practice
in recent years after some disappointments with designs based on theory alone. Full-scale
spherical arrays have been developed for submarine applications by the Submarine Signal
Division of Raytheon in cooperation with the Underwater Sound Laboratory in New
London. As of today, they represent a state of the art that is well understood and highly
successful for both active echo-ranging and passive listening. This impressive spherical
transducer assembly shown in Figure 11 has a diameter of 15 feet and well over a thousand
active radiantors, It is integrated into the bow of the submarine by an acoustically
transparent dome that provides minimum beam distortion—a considerable acoustic
achievement in itself.

Smualler submuarines, such as the STAR 11/ shown in Figure 12, have used reflector-type
arrays as a suitable compromise in producing directivity at wavelengths too large to be
handled by a hull-mounted conventional array.

The paraboloid array shown produces an 18-degree beam at a frequency of 4 kHz.
Reflectors of many shapes and forms have been studied during the past ten years by
McKinney and co-workers at the University of Texas, particularly for high-frequency,
high-resolution sonar applications.

The most innovative approach to reflector design was originated by W. Toulis, who
investiguted the acoustic properties of air-filled thin-walled metal tubes of elliptical
cross-section, as obtained by squashing, Open frameworks of such squashed tubes are the
gcoustical analog to the open wire nets used as radar reflectors. A large-scale installation
built according to Toulis™ design principles by North American Rockwell for a fixed-bottom
installation is shown in Figure 13. It is being used by the University of Miami for
measurciments of phase stability across the Gulf Stream at frequencies near 500 Hz.

Compliant-tube structures of this kind have been used in several applications requiring
low pe, such as reflectors and acoustic Lunenburg lenses, and as filling material for pressure
release cavities. One such application is in the 400-Hz line array shown in Figure 14. Each
clement is a barrel-stuved arrangement of ceramic bender bars, to be described later. with a
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compliant tube core within the barrel for pressure relief. The use of compliant tubes for
pressurce relief is limited to about 2000-foot water depth, because of the intrinsic
relationship between collapse strength, and the compliance of tubes of elliptical
cross-section.

The large-scale propagation experiments of Project Artemis and LORAD have
demonstrated  the advantages of deep acoustic installations that would be either
bottom-mounted or suspended from suitable support structures. This did generate a good
deal of motivation toward solving or circumventing the pressure release requirement with
which all unidirectional piston radiators are faced. While good acoustic coupling to the
medium must be provided at the piston’s front face, a high degree of decoupling from the
medium, the mounting structure, or housing, is desired at the back end of the piston and all
its moving puarts.

Table [II lists common pressure-release materials that provide suitable solutions for
such decoupling: corprene, stacks of onionskin paper, and, more recently, syntactic
foams--all substances of some type of cellular structure with low characteristic acoustic
impedance. Most of these, with the exception of the last two on the table, progressively lose
their dynamic compliance under prolonged exposure to high hydrostatic pressure.

One way around this difficulty presents itself, particularly at low frequencies, through
the use of free-flooded cavities, as embodied in magnetostrictive scrolls and ceramic rings.
The art of magnetostrictive scroll—arrays was perfecfed during the late fifties and early
sixtics by Leon Camp at Bendix. Figure 15 shows a set of such rings, without windings, built
of annealed 0.01 inch-thick nickel 204 alloy strip, wound into scrolls four inches thick and
consolidated with an epoxy adhesive. The power capacity of this particular array is 100 kW,
radiated omnidirectionally in the horizontal plane, which corresponds to about 52 watts per
pound of nickel.

The operating frequency of such structures is obtained simply by dividing the sound
velocity of the flooding medium by the mean ring diameter, which gives 1.5 kHz for a
three-foot-diameter ring.

For linear operation, magnetostrictive devices require a biasing field or a direct current,
which is one of the disadvantages that must be traded off against the obvious advantages of
ruggedness, low-impedance characteristics, and little need for encapsulation. On the other
lund, ceramic rings are lighter than the scroll assemblies shown, and they do not require an
externul d-¢ bias, having been permanently polarized during manufacture. Initially, such
rings were centrifugally cast in one piece, radially polarized, and driven in the k;, mode
from longitudinally affixed striped electrodes. Many failures in the field led to the
requirement for increasing both the mechanical strength and electroacoustic performance of
ceramic ring transducers. Shown in Figure 16 is greatly improved design for the BRASS 111
transducer, developed and fabricated by the General Electric Company for the Underwater
Sound Laboratory in New London.

The segmented construction allows use of k,, coupling, which is 20 percent higher
than k, . and the fiber gliss wrapping provides a mechanical bias that protects the ceramic
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against fracturcs at the peak amplitudes resulting from driving fields of 6 to 8 volts per
millisecond. .

During the past decade, a considerable amount of new technology (tangential drive.
low loss material, mechanical bias) has been applied to deep-operating sources such as these,
which generate at source levels in the 120 to 130 dB range, at frequencies between 0.5 to 5
kHz.

Whereas magnetostrictive transducers of the large ring or scroll type shown here have a
definite place in the low-frequency deep-immersion area of application, they have lost the
race to the ferroelectric, permanently-polarized ceramics for all those applications where
single-ended piston radiators are appropriate.

Most multi-element sonar arrays, such as the cylindrical and spherical configurations
shown carlicr, use the longitudinal-vibrator-type element composed of a radiating front end
of light weight and a heavy back mass, with a spring composed of active ceramic rings or
discs in the middle, as shown in Figure 17. Twenty years ago, the active spring of this
so-called .tonpilz trunsducer design consisted of stacks of Rochelle salt, ADP, or nickel
faminations, To date, these designs have been replaced by ceramic structures that are
cheaper to fabricate and assemble and provide higher electromechanical coupling, acoustic
bandwidth, and power-handling capability.

This transition from nearly perfect crystals to artificially compounded ceramics has not
been without problems. A good deal of new ceramic technology from the mixing of the
powders to the baking, electroding, and polarizing of the piece parts had to be developed.
together with suitable quality control procedures and test instrumentation. But, ceramics
continued to exhibit one serious shortcoming: namely, their inability to support much
tensile stress, which led to fracture at power levels that were mandatory for active sonar
applications. 1f the vibrations could be maintained under a mechanical bias, as in
precompression of the ceramic stack, high power loads could be sustained without the stress
cycle ever becoming tensile.

Stinple as this sounds, it took an invention to enable us to visualize the right solution
and to put it into practice: the inventor was Harry Miller—then at Clevite, now at USL— and
the time of the invention was 1954, He applied his invention in the form of a tie rod
through the center of the longitudinal vibrator assembly, as shown in Figure 18.

The centrul stress rod acts as a spring that is soft compared with the ceramic stack
itself, but which still provides a large d-¢ force. The relative softness of the spring preserves
both coupling coefficient and bandwidth of the transducers, whether in the form of the tie
rod Tor stacks, or of fiber glass wrapping for rings. The latter technique was introduced into
transducer design several years later. Today, the use of mechanical bias is universal in
acoustic power generation in the range from 100 Hz to 100 kHz.

In order to be able to better predict both element and array performance. new
cquivalent circuits and distributed parameter math models were developed that take account



of structural details—such as tie rods, cement joints, and mounting losses——that were
neglected by the earlier lumped mass-spring approaches. In this area, much groundwork was
laid by the U. 5. Navy’s transducer laboratories, both in San Diego and in New London.
Here, Ed Carson and Gordon Martin improved the predictability of longitudinal vibrator
design, and Ralph Woollett further clarified the role of the electromechanical coupling
coefficient as a key design parameter,

Some of the difficulties encountered by the transducer designers derived from
insufficient knowledge of the material characteristics (rubber, paper, cement) or of the
influence of manufacturing tolerances on array performance, and from the inability to
measure  certain acoustic parameters with sufficient accuracy. The complexity of
manufacturing tolerance analysis for multi-element arrays is depicted in schematic form in
Figure 19, In spite of much progress in the use of math-model predictions and
production-tolerance analysis, there are still serious gaps between calculated and actual
transducer-array performiance. They relate to theoretical inadequacies that remain in the
arca of radiation loading (boundary conditions), structural coupling effects, and loss
mechanisms,

Therefore, in many real situations that warrant some kind of tolerance analysis but in
which one is confronted with too many independent parameters, the only practical way is
to set up production on a go/no-go basis. Subsequent evaluation of the over-all system
performance in a well-instrumented underwater test environment is still the best way to
determine whether the system will fly. This brings to mind another statement from the
1950 NRC report: “It should be emphasized that our ability to approach theoretical limits
of performance is based on considerable empiricism, and several false starts may be
necessary.”

Although this advice has not always been heeded during the recent era of paper
cost-effectiveness studies, test instrumentation has progressed tremendously in recent years.
The needs ol the sonar engineer have been reinforced by a surge in audio-engineering and
testing technology, and by the exacting measurement techniques developed for noise
control. As a result, much automated recording and data-reduction capability and improved
displays are now availuble to the developers and manufacturers of sonar transducer test
instrumentation, Figure 20 summarizes some of the more significant advances in acoustic
calibration equipments und test ranges made during the past two decades. The use of optical
holography in analyzing the complex vibrational patterns of radiators is demonstrated in
Figure 21, where the pattern change caused by 10 percent detuning is shown for the same
piston. :

With the availability of excellent test facilities, both at land-locked test sites and at the
various open-sea test ranges, a certain amount of empiricism in transducer design will
continue to be beneficial to innovation in this area. In fact, the math-modeling way of life
that has become de riguewr with some Navy laboratories has been considered a bit of a
deterrent by imaginative acousticians who iry to introduce unorthodox approaches to
transduction. Likewise, to some potential users the inability to fit a new mechanism with
high performance claims into available modeling software schemes has also been a deterrent.
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Figure 22 lists some unusual transduction techniques, most of which have had initial
rough going in winning acceptance. They have been classified into two types. The first takes
advantage of special modes of vibration of structures suitable for modular array
conliguration; the other class uses some form of fluid dynamic or hydromechanical energy
conversion. Because of the direct coupling of hydrautically, chemically, or electrically-stored
energy o the fluid medium (rather than through a special transducer material), the
controlled release of such energy at megawatt levels has scen much refinement in the past
two decades. Also included in this listing are such explosive sources as shaped charges and
clectric sparks, which have found considerable application in seismic profiling.

The scope of this paper does not permit a detailed discussion of all mechanizations of
the concepts shown in Figure 22, but a few examples will be cited from each category:

Structural Modes

Whereas in the mass-spring resonators discussed before, the radiating member is
designed to be as stiff as possible, it can be of advantage—particularly at low frequencies—to
couple the mechanical spring directly to the medium. This will save considerable weight
while retaining adequate radiation characteristics, as in the simple tuning fork. One
successtul use of structural resonance for low-frequency sound generation is the Honeywell
bender buar transducer shown in Figure 23. Flexing-bar resonators may be clamped or hinged
at cither end of the bar. Hinged bars are used in pairs for dynamic balance, atlowing for
lighter weight and betier radistion loading,

These bars are made of two layers of ceramic, each layer being composed of many
individually clectroded segments. Bar lengths from 10 c¢cm to | m have been used.
Precompression rods are used to keep the composite ceramic assembly from tensile fracture
at high vibration amplitudes. The central volume of the barrel-staved multibar transducer,
shown carlier in Figure 14, is filled with compliant tubes for pressure relief.

Another flexural transducer, derived by W. J. Toulis from his work with compliant
tubes, has found application in the type of underwater projector which was depicted in
Figure 13. It consists of an outer shell, formed from circular or elliptical arches of aluminum
or steet excited into flexural resonance by a central ceramic stack similar to those used in
conventional longitudinal vibrators. Again, as in the bender bar, the mass of the vibrating
system is distributed, rather than lumped, and is contained in the unavoidable mass of the
spring structure. This of course increases the power-to-weight ratio of these types of
transducers. in the flextensional design by North American Rockwell, shown in Figure 24,
the shell serves as housing for protection and isolation of the high voltages applied to the
ceramic slack.

In addition (o lirst-order bar modes and shell modes, there is the possibility of using
higher order ring modes for compact line transducers. These are capuable of some
directionality in reception or transmission: by proper phasing of multi-electroded ring
seetions, cardioid beam patterns may be formed in four quadrants. A multimode transducer
of the type originated by S. Ehrlich of Raytheon is shown in Figure 25.
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Iluidic Drive

Underwater whistles, jets, and water-hammer devices have long been items of study and
speculation, Systematic efforts o harness the energy available in hydraulic accumulators by
controlled conversion into modulated fluid flow have finally resulted in some transducer
types that are both practical and reliable, Figure 26 shows a hydroacoustic valve amplifier
developed by John Bouyoucos. A conventional ceramic vibrator is used to excite oscillations
of a mechanical valve spool that is coupled to it by a liquid spring. High-pressure hydraulic
flow is switched by the spool valve to force a flexural disc radiator into high amplitude
oscillations. The coupling of the three resonator systems is such that adequate energy
transfer and phase continuity are provided over a relative bandwidth of 20 percent. A
hydroacoustic, two-piston source built by General Dynamics according to these principles is
shown in Figure 27.

Modules of this type may be stacked up to form line or planar arrays for greater
direclionality. In such systems, cnergy storage is provided by pneumatic accumulators that
are  trickle-charged from low-power pumps capable of decp submersion (Figure 28).
Although only prototype installations are in existence today, it appears that the more
conventional trunsduction devices will see some competition from both structural-mode
transducers and hydroacoustic sources as these new mechanisms become sufficiently well
understood during the next decade.

Having thus reviewed some of the progress made and difficulties encountered in
underwater sound transmission and reception since 1950, one should conclude with a
prognosis of things that might be ahead. With less research and development spending, and a
more pragmatic approach to life, these changes will most likely be more in the nature of
gradual improvements in theory, in materials, and in efficiency. The greatest impact on
underwater sound reception and generation will result from the full adaptation of digital
technology into the processing and interpretation of acoustic signals, of ever-increasing
hundwidth, with full use of all the potential inherent in modern computers. Thus, software
will assume its place alongside hardware, and standardization and interchangeability of
cquipment will come about,

The variability of sonar propagation conditions in the ocean will ultimately set the
Hmits on (he acoustic detection performance that can be achieved. Systematic propagation
rescarch slanted toward specific surveillance-system needs will continue to be worthwhile.
Particularly  long-terin observations over fixed propagation paths in extreme ocean
enviromments will have to be undertaken, leading to new challenges in transducer design and
signal processing,
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Figure 2. Deep Sound Channel Propagation [From M. Ewing & J. L. Worzel, “Long-Range
Sound Transmission,” Geol. Soc. Am. Mem. 27, 1948]
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Figure 5. Dolphin Array (Honeywell)
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Figure 7. Planar Array Concept



Figure 8. New Generation of Destroyers Using Bow-Mounted Sonar
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Figure 10. Spherical Array Scale Model (Raytheon)
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Figure 13. Parabolic Reflector Assembly (North American Rockwell)
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Figure 17. Ceramic Ring Stack (Honeywell)
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Figure 19. Complexity of Manufacturing Tolerance Analysis for Multi-Element Arrays
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Figure 21. Holograms of Transducer Face at 10 Percent Af (Raytheon)
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Figure 23. Bender Array (Honeywell)
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Figure 25. Multimode Transducer (Raytheon)
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Figure 27. Hydroacoustic Source (GDE)
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CIVIL USES OF UNDERWATER
ACOUSTICS

Edwin B. Neitzel

Director of Engineering
Services Group

Texas Instruments Incorporated

I. INTRODUCTION

In discussing ¢ivil uses of underwater acoustics there
are many ways of catagorizing the subject. A comprehensive
introduction to this subject is presented by the National
Academy of Science report entitled "Present and Future Civil
Uses of Underwater Sound."

Almost all applications can be broken down into three
general subjects: (1) the use of underwater acoustics for
communication, (2) the use of underwater acoustics for loca-
tion and delineation of objects, and (3) control of under-
water equipment. These applications are shown in further
detail in Table I.

It is of interest to note that the majority of the
applications are associated with Tocation. Doppler sonar
systems are beginning to find extensive application for ship
velocity determination. Systems are in operation for both
submersible and surface vessels of all types. Accuracy of
0.25 percent in both the fore-aft and port-starboard direc-
tion have been obtained in water depths of more than 1000 feet.

The most universal application for underwater acoustics
today and for the near future is water depth determination.
Fathometers vary in complexity from the pleasure boat applica-
tion systems costing a few hundred dollars to sophisticated
phased-array narrow-beam applications costing hundreds of
thousands of dollars.
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Table I. Civil Uses by Application

Application Use

Communication Divers

Commércial Submarines

Location Vessel Location

@ Doppler Sonar
@ Sonabuoys
@ Beacons

Object Location

Transponders

Side Looking Sonars

Fish Finders

Drill Head Locators
Holographic Image Forming

Bottom and Subbottom Structure

@ Location and Delineation
@ Sonabuoy Refraction
@ Seismic Reflection
® Fathometers
Control Well Head Control Telemetry

Bottom Instrumentation Control

Although it is not generally recognized in the litera-
ture, the use of seismic reflection data for subbottom
delineation and deep structure mapping is finding increasing
application. An illustration of the magnitude of the ship-
board petroleum exploration market is that expenditure for
free world marine seismic data collection is more than
$10,000,000 per month.

In terms of the control application, extensive use is
for the future. Improved encoding and fail-safe modulation
systems have been developed within the last few years and
are beginning to find application for petroleum well head
and submerged valve control.
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Any application involves system tradeoffs in regard
to acoustic power, acoustic sensitivity of detection, and
desired signai~to-noise ratio. With the very low frequency
applications, we observe low attenuation and, therefore,
long distance applications. For low frequency applications,
equipment is normally costly to obtain for any directional
sensing or control. This is obvious when one considers
the basic physical phenomenon that an appreciable part of a
wavelength is required for an antenna to obtain any reason-
abTe divectivity. With a wavelength of 500 feet at 10 Hz
the complexity of the antenna structures are evident. Since
we are involved in a tradeoff with hardware complexity at
the low frequency and increasing attenuation at the high
frequency, it is easy to observe the many applications that
fall within the mid-band acoustic frequencjes. These mid-
band frequencies fall within the 1 to 100 kHz range. Civil
Uses catagorized by frequency band in one decade intervals
are iilustrated in Table II.

IT. HIGH POWER TRANSMISSION AND HIGH SENSITIVITY RECEPTION

The theoretical tradeoffs associated with attenuation
versus frequency have been treated many times in the 1itera-
ture. Let us, therefore, address a subject of increasing
importance involving commercial applications. The subject
is the extension of range of observation. Whether one con-
siders an active or a passive system observation, we are
concerned with signal-to-noise ratio. Therefore, the
magnitude of acoustic noise and signal are of paramount
interest in any extension of range.

Applications of extension in range can be for either
horizontal control/observation or for vertical control/
observation., The basic factors in the Timitation of hard-
ware design and physics of the ocean are the same.

Let us consider the acoustic power, the acoustic trans-
mitting transducer power, the receiving sensitivity, and
the noise for an illustrative high power system. This high
power system is used in the seismic reflection method.

A commercially used seismic reflection or subbottom
Tayering mapping system involves transmission and reception
through the water column. Attenuation within the subbottom
structures is much higher than that observed within the water
layer. Uniqueness of this application is in dynamic range,
harmonic distortion, and data processing. Dynamic range
ozi}qo gb with 0.2 percent harmonic distortion is commonly
u ized,



Table II. Civil Uses Catagorized by Frequency Band
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Frequency Use
0 to 10 Hz Deep penetration seismic
reflections method
Depth transducers
10 to 100 Hz Seismic refiection method

100 to 1000 Hz

1000 Hz to 10 kHz

10 to 100 kHz

100 kHz to 1 MHz

Hydrophone listening

Sonar navigation and positioning

High resolution subbottom profiling

Long distance sonar
Bottom detail fathometers
Sound velocimeter
Underwater telephone
Warning bells

Long distance telemetry and control

Fish finding

Fathometers

Underwater telephone

Marking pingers for range use
Long distance telemetry
Scanning sonar

Transponders

Pingers

Fish finding

Object locating beepers

Low resolution scanning sonars

Pleasure boat fathometers
Doppler velocity sonar

Short and medium range sonar
Telemetry and control
Scanning sonars
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A. Transmitters

Table III 1s a comparison of current marine
sources. To obtain very high acoustic energy in the
water, the initial transducer was the detonation of an
explosive charge. Energy density for the explosive charge
is extremely high. A commonly used energy is 2300 Btu
per pound of dynamite. Since the spectral content of the
acoustic explosion or the acoustic impulse extends from
dc to over 10 kHz, conversion efficiency for the seismic
reflection system is low due to the fact that the band-
pass of interest extends from approximately 5 to 100 Hz.
As the repetition rate of data collection increased, the
cost of the explosive source became prohibitive. Innova-
tions resulted as a demand, and various mechanical and
electromechanical transducers have evolved within-the Tast
five to ten years. Many systems are in the evaluation
phase, but most prominently applied systems at the present
time invelve: (1) release of compressed air, (2) a vibra-
tory type device, or (3) detonation of the explosive gas
mixture of propane and oxygen.

Conversion efficiency within the seismic band-
pass is noted from Table III to be relatively low. This
is normally dictated by the practical physical size of the
marine source that is towed at depth behind the ship.
Although the water supports predominantly the compressional
wave, energy transferred into the subbottom layers is
partitioned further. For a seismic source on an elastic
half space, this energy is normally partitioned as 7 per-
cent compressional wave, 26 percent for shear wave, and
67 percent for Rayleigh waves. The additional 7 percent
dilution of the compressional wave, which is normally used
for the vertical incident seismic reflection pulse, further
reduce the effective conversion efficiency of the source.
Increasing the conversion efficiency of the source involves
improved impedance matching techniques. For a given seismic
source the highest possible power is often dictated by
cavitation. Source Type B in Table III is for the controlled
vibratory source which should find increasing marine applica-
tions with improved reliability and improved cost effectiveness.

B. Receivers

Figure 1 illustrates the noise of a long hydro-
phone streamer pulled through the water at different speeds.
The most recently introduced innovation in oceanographic
acoustics research and in commercial petroleum exploration
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is the acceleration cancelling hydrophone which is noted
to be 6 to 12 db improvement. Acceleration cancelling
hydrophones attenuate streamer dynamics due to fluctua-
tions of the cable from ship movement. An obvious addi-
tional extension of improved signal-to-noise ratio is
obtained by the design of in-Tine acoustic antenna arrays
with the pattern null in the ship direction.

C. Sonar Dopplers

Although the sonar doppler systems have been in
development for over five years, extensive applications
are just beginning to be realized. Applications for sub-
mersible vessel navigation, tanker docking maneuvers, and
seismic vessel dead-reckoning navigation are finding exten-
sive use. Figure 2 shows a typical integrated navigation
system for seismic vessel navigation. With this system
the digital computer is used for the statistical optimum
estimate of the ship's position based on many input sensors.
Some of these sensors are the satellite navigation receiver,
high resolution sonar doppler, ship dynamics sensors,
gyrocompass, and receivers for reception of shore based
controlled carriers base stations. It is not unusual to
provide 100-foot rms accuracy on a worldwide basis with
systems of this type.

IIT. CONCLUSIONS

Although this paper incompasses a broad overview of
civil uses of underwater acoustics, I prefer to draw three
conclusions regarding commercial system innovations needs
for the future. These include larger output transducers
with improved conversion efficiency for the seismic reflec-
tion method, improved signal-to-noise ratio detection through
quiet detector arrays at high boat speeds, and cost-effective
Tong-range signal encoding modulation and carrier generation
for control system applications. Innovations in these
fields will find extensive application with the resultant
economic rewards within the free world commercial market.
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ARRAYS AND SIGNAL PROCESSING

Anthony F. Gangi
Professor of Geophysics
Texas ASM Univerasity

INTRODUCTION

Arrays of receivers or transmitters are very useful in detecting and
generating propagating waves of all types (acoustic, seismic, electromag-
netic, etec.). The usefulness of these arrays lies in their ability to
discriminate against unwanted signals and to enhance the desired signal
(or signals). As such, arrays can be considered to be filters {actually,
multi-dimensional or multi-channel filters) operating in the space-time
domain. For example, a linear array can be considered a two-dimensional
filter (one spatial dimension and the time "dimension") or it can be con-
sidered an N-chammel filter if it has N sensors along the length of the
array. In the same way, a planar array can be considered a three~dimen-
gsional filter or an N2 channel filter if it is a square, equally-spaced
planar array with N elements on a side.

In the following, we will consider only two-dimensional filters for
simplicity (that is, linear arrays of sensors); the extension to higher
dimeneional filters follows directly from this analysis.

I. MULTI-DIMENSIONAI, FILTERS

The output of a two-dimensional filter, o(y,t), is related tothe in-
put, i(x,7), for a linear, time invariant filter by the expression:

o{y,t) = J J i(x, TYh(x,y,t-1)dxdT (1)

where h(x,y,t) is the "impulse response" of the two-dimensional filter;
that is, it is the output of the filter when the input is the function:

I(x,t) = 8(x)6(t). (2)

The functions, 6(x) and &6(t), are Dirac delta functions defined by:
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| e@see2)dz = g 3)

It should be noted that the choice of the origin time and the origin of
the x-axis is arbitrary in equation (2).

Equation (1) describes a fairly general class of two-dimensional fil-
ters and it 1Includes the case of (cylindrical) lenses used for optical
data processing (aee Cutrona, et,. al.l), the case of steered or "beamed"
linear, arrays (or line sourcesz), and wavenumber-frequency (or convolu-
tionalB) filters. The type of filter represented by equation (1) depends
upon the form of the kernel function, h(x,y,t). For example, for the case
of cylindrical lenses, the kernel function becomes:

h(x,y,£) = e g(t) @)

so that the output (in the focal plane of the lens) o(y,t) will be the
Fourier transform of the Input (the intensity along the aperture of the
lensl). For the case of a steered or '"beamed'' array, the kernel function
has the form:

h(x,y,t) = g(x)6(t+xy) (5)

while for a convolutional filter, the kernel function has the form3’4:

hix,y,t) = h(x-y,t). (6)

IT. CONVOLUTIONAL FILTERS

The derivation of equation (1) ie most readily seen by considering
an array of sensors (located at the points x, = -M,-M+1,...,-1,0,1,...,M-1,M)
which are connected to 2M+1 output points (located at yp= -M,-M+Ll, ..., -1,
0,1,...,M-1,M) by means of (2M+1)2 linear, time invariant filters which
have impulse responses h(xm,yn,t). Such an array is shown schematically
(for M=1) in Figure 1 taken from Ref. 4. The output at a general output
point, y,, would then be given by:

M [=+]
0at) = ) | 10 Dh(xm,ya, t-ryar ™
me-M
since each output point is associated with a summing junction. If we

allow M in equation (7) to go to infinity and at the same time decrease
the spacing between the elements of both the input and output array, the
Summation will become an integration over x between the limits +®. Under
these conditions, equation (7) becomes equation (1). Alternatively, equa-
tion (7) can be considered to be the space sampled representation of
equation (1).

The case of an n-dimensional convolutional filter has been analyzed
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by Burg3. He treats the case of a three-dimensional (two space dimensions
and the time dimension) convolutional filter in detail. A convolutional
n-dimensional filter has the property that the n-dimensional Fourier
Transform of its output is just the product of the n-dimensional Four-
ler transforms of its input and its impulse response (analogous to the
case of the linear, time invariant filter); that is (for example, for
the three-dimensional case):

OCk, k6,5 6) = H(k_k ,)I(k_,k_,£) ()
where
0k ,k_,£) = J j j o(x,z,tye 2tk x-k 2}, iade (9)
-0

isthe three dimensional Fourier Transform of the output and H(ky,k,,f)and
I(kx,kz,f) are the three dimensional Fourier Transforms of the filter im-
pulse response, h(x,z,t), and the filter input, i(x,z,t).

In the above expressions, the quantities ky and k, are called the
slowness, the wavenumber and/or the spatial frequency (its units are cy-
cles per unit length) in the x and z directions respectively. For a time
harmonic wave of frequency £, traveling at a velocity ¢, incident upon the
x-z plane at an angle .,/2-8 and propagating at an angle ¢ with respect to
the x axis (in the x-z plane), the spatial frequencies are given by:

ke = 1/ax = (cos 8)/ag = (cos ¢ cos )/ = (f/c)cos ¢ cos 8 (10a)
k, = 1/2z = (sin 8)/ag = (sin ¢ cos 8)/) = (f/c)sin ¢ cos § (10b)

where A= c/f is the wavelength of the time harmonic wave and Ay 1is the
horizontal wavelength of the wave (Ag=21/cos 8); that is, the wavelength
in the horizontal x-z plane.

Burg3 has extended the Wiener linear least-mean-square error theory
from one-dimensional (time-domain) optimum filters to n-dimensional opti-
mum (in the least-squares sense) filters. In particular, he shows how im-
provements inthe signal-to-noise ratioc can be achieved for a planar array
of seismometers when the noise is coherent (i.e., propagating mnoise) and
has a different frequency-wavenumber spectrum than the signal. He shows
that in this case, improvements insignal-to-noise ratio greater than that
obtained by simple beam pointing (or steering) are possible. However,
Burg3 points out (p. 709) that for the case of isotropic, completely in-
coherent neise, straight summation (or beam steering) and single channel
(time) Wiener filtering would be the optimum processor.

ITI, THE WIDE-BAND VELOCITY FILTER
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Togain some insight to the process of frequency-wavenumber filtering,
let us consider an important example for linear arrays--namely, the wide-
band velocity filterd (or "pie-glice" or "fan" filter9), This is a two-
dimensional filter that has & response equal to 1 in the f-k (frequency -
wavenumber) plane for |f/k|'<V0 and has a response equal to zero else-
where (see Figure 2a). This says that all waves with a horizontal phase
velocity v (v=c/cos @) greater than Vg will be passed with no attenuation
while those with horizontal velocities less than Vg will be attenuated .
This is equivalent to saying that plane waves incident at angles greater
than @=cos-l (c/Vg) will be pasged with no attenuation (¢ is the velocity
of the plane wave in the medium and @ is the angle of incidence of the
plane wave measured relative to the surface - see Figure 2b).

For this case, the impulse response of the system can be written (at
y= 0) as%,5,6;

h(x,t) = {1/2m}* {[G(t-x/vo)-6(t+x/V0):|/x} (11)

where the asterisk denotes a time convolution. The results obtained from
using such a filter are shown in Figure 3 which is taken from Embree, et.
al.’> The time domain operators5 used to obtain this velocity filtering
are shown in Figure 4. The results in Figure 3 show that there is no dis-
tortion or attenuation of the waveform for signals with velocities in the
pass band. (Note, the horizontal velocities are the reciprocals of the
dips and are given in traces/millisecond. These become usual velocities
when the physical spacing between the sensors giving the traces is fixed;
for example, if the sensors are separated by 3 meters, the velocity of +1
trace per millisecond corresponds to & +3 Km/sec horizontal velocity.)

The first processed traceof Figure 3¢ was obtained by passing input
traces 1 through 12 through the time operators given in Figure 4; the sec-
ond processed trace of Figure 3c was obtained by passing input traces 3
through 14 through the same time domsin operators, etc. The processed
traces of Figure 3b were obtained in a gimilar manner; however, in this
case, a +1 trace/ms velocity filter was used. The ability of the velocity
filters to attenuate the low velocity signals (i.e., high dip signals) in
the input test record is readily apparent from the output traces (Figures
3b and 3e¢).

IV. STEERED ARRAYS

The above example shows what can be accomplished using multi -di-
mensional convolutional filters. Another important and common class of
multi-dimensional filters is the steered array. The impulse response for
& linear, steered array is given by equation (5) which, when substituted
in equation (1), gives an input-output relationship:

o(y,t) = I J 1(x, TYg(x)6(t~T+xy)dxdT
-0 (12)

= | 1o thngmax
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In the above, g{x) is the aperture weighting function of the array. We
note that if i(x,t) is a propagating plane wave which has the functional
dependence:

i(x,t) = i(t-x/v), (13)

that is, a plane wave propagating with horizontal velocity v, then

o

a(y,t) = I 1fe+x(y-1/v) Je(x)dx. (14)
For y=1/v, this becomes:
o(l/v,t) = i(t) I g(x)dx. (15)

Therefore, we see that a steered array has an cutput that is proportional
to the input if the input is apropagating wave which has the proper hori-
zontal velocity. For values of y#1/v, the output will be & smaller and
distorted version of the input.

V. NARROW BAND STEERED ARRAYS

While steered or beamed arrays are and can be used for wideband sig-
nals, they are generally used with and analyzed for narrow-band signals.
This is due to the fact that most gonar, radar and acoustic or electromag-
netic communication signals tend to be narrow-banded. In this case, the
analysis is greatly simplified since the input can be assumed to be a time
harmonic plane wave of the form

121(£t-kox)

1(x,t) = e (16)
for which equation (1l4) becames:
==
o(y,t) = o 12T I g(x)eiZHf(y~y0)xdx
-0
(17)
i2nft
= e e (y)

vhere yg= ko/f= 1/vg= (cos 8p)/c and G(y) is called the array pattern. In
the above we see that the array pattern is just the Fourier Transform of
the aperture weighting function g(x) when the array pattern is given in
terms of fy. This property has been used to advantage to achieve different
array Batterns and 1s discussed in detail by Robinson7, by Bracewell8, by
Elliot and by Hansen?.

In equation (17) we show the array pattern to be the output of the
two-dimensional filterasy (or fy)is varied for a fixed input plane wave.
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Ordinarily, the array pattern is expressed in terms of a fixed value of ¥y
(generally, for y=0) and the input plane wave angle of incidence (or yg)
is varied., Tt can be seen from the form of the equation for the array
pattern, namely (with k= fy)

6 (k) “I g (e 2T k0) R

-0

(18)

that the array pattern will be the same in both cases.

For the case of an array of sensors, the array pattern canbe written
as:

6 = ) glxpel 2O (19)

n=-N

In the above, it is assumed that the weighting function g(x) has the form:
N

B0) = ) 8(xg) 8(x-sg) = B(X) ) B(x-sen) (20)

n=~N n=-N
for sensors located at the points x, and for sensor gains (or weights)
given by g(xp). From the above, it ig apparent that it is not necessary

to have uniform spacing for the array sensors.l%  ¥From equation (20) it
also can be seen that the weighting function for a space sampled linear
array is just the product of the continuous weighting function - namely
g{x) - and the sampling function - nemely the sum of the delta functions.
Therefore, the sampled array pattern is just the convolution of the trans-
form of the continuous weighting function g(x) and the transform of the
sum of the unit amplitude delta functions (i.e., the space sampling func-
tion). Here we have used the property that the transform of the product
of two functions 1g the convolution of the transforms of each of the prod-
uct functions (see, for example, reference 8, p. 110).

While general shapes for the array radiation pattern are useful in
some applications, in most applications the primary concern is to obtain
a narrow beam antenna pattern with low side-lobe levels. It is possible
to design antenna patterns with low side-lobe levels, but generally at
some sacrifice in the narrowness of the beam width (for a given length or
aperture of the array). From equation (18) we see that a uniformly
weighted array (i.e., one with g(x)=1 for -X < x < X would have a radia-
tion pattern given by (for kg = 0)

i2‘rrkx 21kX
G(k) = l e = x 4 8in Zm 21
() oy { T2k (21)

The first side-lobe peaks of this array pattern occur near kX=+3/4 and

have a value of approximately (2/3mMX or 13.5 db down from the main peak
value (X) at kX= 0



185

Vi, THE BEAMWIDTH OF A STEERED ARRAY

The beamwidth of the array pattern may be determined from equation
(21) and it is given byz:

©=~0,-0; = cos” [cos 0,-0.433 1/L1-cos L[cos 8,#0.433 /L] (22)

~ 50° (A/L) csc N for 20° < 8g < 90° and
~ 107° /L for 8, = 0 (endfire).

where 8, and 6, are the angles atwhich the array pattern is 0.707 times
its peaé response, O, is the direction of the peak response or main
beam and L is the length of the array (L= 2¥ = (2N+1)d for an array of
2N+l elements with uniform spacing d between elements).

From equation (22) it is seen that the beamwidth 1is a function of
the scan angle 8p- The variation of the beamwidth of a linear array with
scan angle and array length is given in Figure 5 (from reference 2). The
reason for the scan limit can be seen from Figure 6 (also from reference
2) where it is shown that as the scan angle varies from 9, = 90O (broad-
side) toward 9,=0° (endfire) it is difficult to define a beamwidth when
the array is scanned to within one-half beamwidth of endfire (Figure 6c¢).

The side-lobe levels of the array pattern can be decreased by using
different weighting functions on the array aperture. However, this gen-
erally riiults in an increase in the array beamwidth. Figure 7 from
Southworth™® shows the effect on the array pattern due to different "co-
gine-on-a-pedestal” weightings; that is, for a weighting similar to:

g(x) = at+(l-a) cos(mx/L); ~L/2< x < Lf2

We see that as a is decreased, the side-lobes decrease but the beamwidth
increases. This aperture weighting is closely related to the Taylor dis-
tribution (see refs. 2,9) and is commonly used in array design. Another
aperture weighting that is commonly Uied §ivesan.array pattern expressible
in terms of Chebyshev polynomials.2’ 2,1 This is called the Dolph-
Chebyshev distribution and it has the property that all the side-lobes
of the array pattern have the same amplitude.

The change in beamwidth for the cosine-on-a-pedestal weighting and
for the Chebyshev distribution is given in Figure 8 taken from Elliot.2
The array beamwidth increases much more rapidly for the cosine-on-a-pedes-
tal distribution since the side-lobe level is for the nearest side-1obe
only (all other side-lobe levels are smaller - see Figure 7) while the
Chebyshev response hasa constant side-lobe level. For either case, side-
lobe levels 30 db down from the main beam are readily achieved without a
large increase in the beamwidth. However, for side-lobe levels 40 db
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down from the main beam or lobe level, the Chebyshev array has the advan-
tage of only increasing the beamwidth slightly as compared to the cosine-
on-a-pedestal aperture weighting.

VII. THE DIRECTIVITY OF A STEERED ARRAY

Another important property of arrays is their directivity. The di-
rectivity gives a measure of the power or signal gathering capability of
the array. The array directivityis sometimes called the array gain since
it usually represents the increase in signal achieved byan array compared
to a single sensor or element of the array. The directivity is determined
from the array pattern if the element pattern is isotropic. The directiv-
ity is defined as the ratio of the power density in the direction of the
main beam maximum to the average power density from the array. That is,
(for linear arrays):

- 2G(99)G*(80)
I G(8)G*(®) sin @ d 8
0

D (23)

where G*(@) is the complex conjugate of the array pattern G(8).

For & uniform spacing, d/yx= 0.5, between the 2N+l sensors of a linear
array, the directivity reduces to“:

N 2 N
2
b= ) et | /Y £l (24)
-N -N .
Note, the directivity is independent of scan angle. For the case of a

uniform weighting, g(xy) = l,we have?:
D = 2L/ ; L = (2M1)d (25)
while for a cosine-on-a-pedestal distribution:
g{nd) = 1 + 2a cos (2md/L)

we havez:

D= 2L/ (1+2a%),

The directivity, D, can be related to the beamwidth ©® of the array.
It is found that for the usual weighting functions, the relﬁtionship can
be given (to within about 10% accuracy) by the rule of thumb®:

p ~ 100°/@ (26)
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It is theoretically possible to achieve higher directivities than
those givenbyequation (25). In this case we speak of arrays having super-
directivity or supergain. However, it is found that to achieve these
superdirectivities it is necessary to have a very narrow bandwidth for
the array or, equivalently, a very high Q for the array. In actual prac-
tice it is found that the directivity given by equation (25) is very close
to the practical limit that can be obtained. Supergain antennas are very
sengitive to small errors in their spacing or their weighting. A very de-
tajled review of the supergain or superdirectivity phenomenon is given by
Hansen? (p. 82f).
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b) Plane wave incident on a linear array on a surface

FIGURE 2. VELOCITY FILTERING AND INCIDENT WAVES
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USES OF SOUND IN THE OCEAN

Dr. Ira Dyer
Professor of Ocean Engineering
Massachusetts Institute

of Technology

The high absorption in water of electromagnetic
(EM) waves, including those of optical wavelengths,
imposes upon sound waves many of the observational
and control tasks we assign to EM in air. The con-
cepts of radar-based pilloting systems, for example,can
only be used underwater provided we replace EM with
gound. Even so, most system concepts need major
revision since the ©M wave speed is of the order of
10° greater than that of sound in water. Thus,
information rates in underwater acoustic systems are
very much gmaller than in their EM counterparts. As
a result, we are more often presented with dlsplays
of temporally evolving events in underwater sound
systems rather than with instantaneously composed
spatial pictures as in ZM systems. While such dis-
Plays are sometimes difficult to interpret, sound wave
systems do possess considerable utility and are put to
an amazing range of tasks in the ocean.

About 50 years ago. apparatus that used sound to
determine the depth of water was demonstrated, The
introduction of the depth sounder, can be said to be
the beginning of an agse tvhat has seen wlidespread
acceptance of scoustlic systems for various under—
water tasks, Figure 1 shows schematically the
operating principie ¢f a depth sounder: 1) a rela-
tively short acoustic tone burst is emitted in the
downward direction, 2) the tone burst reflects from
the ocean bottom, and 3} upon reception, the round
trip time is mezsured znd displayed as water column
depth.




The depth sounder is often designed to display a
continuous record of depth corresponding to the track
of the vessel. Such records, an example of which is
given in Fig. 2, are the basis of most topographic or
contour charts of bottom depth, often called bathy-
metric charts. Such a chart plus a depth sounder,
elther discrete or continuous in display, is a
valuable tool in navigation.

High resolution depth sounders have very narrow

beamwidths. The beamwidth of a standard depth sounder
is about 60° so that the depth it records is in

reality a minimum or an average depth over a quite
large area on the ocean bottom. While this is
adequate for surface navigation, some applications
(e.g., démplantment of rigs or deployment of deep plat-
forms) often require more detailed information such as
bottom slope or roughness. To meet these require-
ments, depth sounders with beamwidths as small as

about 3° have recently been developed. Even so, 3°
corresponds to a rather large area for deep water; for

continental shelves on the other hand considerable
bottom detail can be obtailned.

Measurement of the change in frequency of a
gsound wave, after 1t has reflected from the ocean
bottom, enables measurement of the ship's speed over the
bottom., While acoustic speedometers are not as common
as depth sounders, having been introduced commercially
only recently, there is good reason to believe that
they will become generally accepted, especially for
near shore piloting and docking of large cargo carriers
and tankers. Incorporation of a time base and
integrater in the speedometer yields a log, i.e. total
distance travelled. The use of acoustic odometry, like
speedometry, is now not widespread, but may very well
become popular in the future.

With pulses of greater power and lower frequency
than used in a depth sounder, geologists and geo-
physicists learn a great deal about bottom sediments
and structures, Figqure 3 illustrates this application,
termed sub—~bottom profiling which is now a standard
and often used geophysical tool. With a sub-bottom
profiler, acoustic energy penetrates the bottom and is
reflected back from each layer or horizon., As in a
depth sounder, the round trip time to each horizon is
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measured and converted to depth. Continuous records
corresponding to the ship's track are always used to
aid in data analysis.

Sub-bottom profilers use impulsive sources
{explosives, combustion expansions, pneumatlic ex-
pansiong, sparks, etc.) to obtain the power needed at
low frequencies. While necessary for bottom penetra-
tion, the low frequenciez limit the ability of the
profilers to resolve thin laminae. High resolution
sub-bottom profilers are avallable to meet this need;
they operate at much higher frequencies by generating
briefer impulses or through the use of tone bursts.
Such profilers can resolve thin structures in the
upper 50 to 200 £t. of the bottom, and have con-
siderable potential in uncovering near-surface faults
and in detailling soll conditions for rig implantment.
An example of such a record is given in Fig. 4.

All of the foregoing applications concern sound
reflected from horilzontal or nearly horizontal inter-
faces. Sound is also used to determine the location
of three-dimensional objects within the water column
itself. When so used, the sound is directed to some
mid-water position as shown in Fig. 5. A reflection
or echo from the object is then received. Systems to
accomplish this usually have higher angular resolutlon
than a depth soundex, so that the object's azimuth

and depression angle can be determined. The round trip

time once agailn is used to gauge the distance to the
object, thus locating it. Such a device is called an
echo locator. (Echo locators are also known as sonars
from Sound Navigation And Ranging, and more particu-
larly as active sonars to distinguish them as devices
which emit sound waves under control of the observer.,
Systems capable only of receiving sound waves are
known as passive sonars.) Echo locators are widely
used by military forces (to locate submarines), as
commercilal f£ish finders, and in underwater collision
avoidance systems.

With high encugh resclution, an echo locator can
be used for image formation. Actually images produced
by the best systems avallable today are quite crude.
In many cases, nevertheless, we need to identify an
object we have located. (For example, an object on
the ocean floor may be a hulk, a rock out-cropping, or

198



the sunken rig we are seeking.) While some excellent
acoustic identification aids exists, such as side scan
gonars (see Fig. 6), the practitioner often must resort
to diving or manned submersibles for direct identifi-
cation, or to photographic probes for visual clues.

Many acoustic devices are used underwater as
terminals in an information system. Underwater tele-
phones consiat of tranamitting and receiving units,
with the water acting as a "softwire" connection. In
the same manner, data may be telemetered from a
data acquisition buoy to a ghip, as sketched in Flg. 7.
The data may have been stored in the buoy for some
time, and transmitted to the ship upon receipt of a
command signal from the ship. Or the ship may opt to
racover the buoy by triggering a release mechanism
with a command =ignal. All such applications are
favored today by a wide selection of avallable devices,
speciflcally designed and tested for these tasks. A
typical telemetry system 1s shown in Fig. 8. 1In this
cage data are encoded by timing the signals emitted by
the pinger, and are read digitally with the meter
shown. Since the information received is bhasically
a sequence of time intervals, the data may also be
recorded on a precision graphic recorder such as used
in profiling.

All vwho ply coastal waters in surface craft are
aware of the vast array of navigational aids usually
available; cans, nuns, whistles, gongs, bells, lights,
horns, radlo beacons, etc, Comparable underwater
navigational alds based on sound are possible but are
far from being deployed on a massive scale. On the
other hand, specialized acoustic markers, beacons, and
other underwater signalling aids are commercially
avallable and are becoming more widely used. With an
acoustic beacon, as shown in Fig. 9, a manned sub-
mersible can return to a particular area for further
work, much am a surface craft may home on a radio
beacon in fog. In many such applications, the beacon
only operates (transponds) upon receipt of a keying
signal from the search craft; this conserves power and
provides security. It is not farfetched to imagine
that shipping lanes near busy harbors could be marked
and controlled by underwater acoustic beacons {perhaps
using the ships' depth sounders as receiving systems)
but shipping practices change slowly and such a system
may be well off in the future.
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Instead of multiple beacons and one receiver,
much can be done with the reverse, i.e., one source
and multiple recelvers. There are commercially
avallable station~keeping systems whose principle of
operation is sketched in Fig. 10. A single bottom
mounted beacon is used. Three hydrophones are mounted
on the ship; the phase difference among these hydro-
phones forms an error signal for correction of the
ghip's position with respect to the beacon.

In a somewhat similar fashion, underwater floats
or vehicles can be tracked. The float or vehicle in
thie application is fitted with a pinger and observed
with an array of hydrophones, usually bottom-mounted.
The difference in time of sound arrival among the
hydrophones is then related to the source position.
Tracking systems are commonly used in vehicle test
ranges, and have also been used to measure deep ocean
currents through the drift of floats. Perhaps the
simplest application of tracking and quite pogsibly
the most useful, is illustrated in Fig. 11, Here a
pinger 48 attached to an instrument package being
lowered overboard. The package's position with respect
to the bottom can be readily monitored on a depth
sounder recorder by observing the time difference
between the direct and the bottom-reflected waves.

Various fundamental properties of the ocean can be
measured with sound; sediment thickness and current
have already been mentioned. Surface wave height,
current microstructure, and turbidity are a few more
examples, A research worker, however, is less apt to
make use of a standard device, for his requirements
generally dictate highly aspecialized performance and
often unique construction.

Although the samples contailned herein are not all-
encompassing, the diversity of underwater sound appli~
cations has no doubt been noticed by the reader.
Actually, the physical principles upon which these
applications are based are reagonably fewy and once
understood, reasonably powerful. This being the case
it might be expected that technological efforts at sea
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would alwaye be surrounded by sound systems of various
kinds. Actually such systems are all too often
engineered and produced on a custom basis, thus
driving their prices beyond the reach of many. I look
forward to the day when all such systems can be
produced, like depth sounders for example, on an off-
the-shelf basis, so that they can more readily be
placed in the ocean engineer's tool kit.
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FIGURE 2.

A typical depth record. This was taken in
shallow water (Quicks Hole/lLone Rock, in
Buzzards Bay, Mass.) with an EDC UQN-1
sounder. Its frequency is 12 kHz and its
beamwidth about 55°. In shallow water the
standard depth sounder can provide considexr-—
able bottom detail, but for this case (very
sharp slopes) significant uncertainties
remain. (Courtesy of W. C. Pfingstag.)
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FIGURE 5. Echo Locator (Scanning Active Sonar)



FIGURE 6.

A double side scan record, showing various
features of a continental shelf bhottom.
(Courtesy Klein Assoclates, Inc.)
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CREDITS

The paper "Twenty Years in Underwater Acoustics: Generation and
Reception' was presented at the Eightieth Meeting of the Acoustical
Society of America and will be published in an Acoustical Society
publication TWENTY YEARS IN UNDERWATER ACOUSTICS. A modified form of
the paper "Scattering and Reverbration" was also presented at the
meeting and will be published in the publication.

Honeywell reserves the right to reproduce and have reproduced
the materlal in the article "Iwenty Years in Underwater Acoustics:
Generation and Reception" in whole or in part for its own use, and
where Honeywell is so obligated by contract for whatever use is

required thereunder.





